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PrefaceThere are several serious problems with conventional grammar instruction foryoung children. The biggest problem of all is that grammatical concepts are oftentoo abstract for them. Furthermore, conventional grammar instruction provesto be de-motivating and causes many children to lose interest in language edu-cation. In traditional grammar instruction the children's primary task consistsmainly of the rather monotonous exercise of analyzing sentences. One conceptthat might help is that of edutainment, which is, not very surprisingly, the com-bination of education and entertainment. Edutainment might turn learning intoa more attractive process and draw the children's attention more easily thanconventional educational methods. What I propose is an alternative approachby which children develop grammar skills by building sentences, i.e. constructingthem out of several di�erent building blocks which results in complete sentencediagrams. My work resulted in the design and implementation of a prototype ofsuch a computer application in the form of an interactive grammar puzzle. Thebig advantages in this design are that abstract names for grammatical conceptscan be replaced by visual shapes like the pieces of a puzzle, and that the under-lying cognitive models of the grammar visualization method are very suitable asbuilding blocks. These models were designed by Kempen [11] and are explainedbrie
y in this document. To maximize accessibility I try to exploit the currentrise in multimedia possibilities and availability by presenting the grammar exer-cises by means of an interactive computer puzzle that will be accessible throughthe internet.1 IntroductionThis document describes the prototype that I designed and implemented of acomputer application for computer assisted grammar learning and training forchildren in the higher grades of primary education and the lower grades of sec-ondary education. It forms part of my graduation project that was done at theDepartment of Computer Science at Leiden University in cooperation with theExperimental and Theoretical Psychology Unit of the Department of Psychologyat Leiden University. It deals with the main psycholinguistic and educationalaspects of this project, the prototype's design and design philosophy and themajor aspects of the implementation. It is concluded by an overview of thepossibilities of this system and some ideas for future development. I will startthis paper with a short overview of the current state of grammar instructionin section 2. Section 3 is a short introduction to initial grammar visualizationby means of sentence diagrams. Next, in section 4, I describe in short a psy-chological model of cognitive structures named lexical frames that can serve asbuilding blocks for constructing these sentence diagrams. Section 5 deals withthe interface design of a computer game for grammar instruction for childrenthat is based on these lexical frames. The actual design and implementationof the system and the main data structures and algorithms of the computer3



application are described in section 6. This paper ends with a short summaryand some ideas for further progress in section 7.2 Initial Grammar InstructionLanguage is certainly the most powerful medium that we humans possess toexpress ourselves. Even if we wanted to we would never be able to stop joking,chatting, tittle-tattling, debating and discussing with others. We write thingsdown in order to preserve the best (or worst) of our thoughts and studies, tosend letters to people at distance or just to keep notes. More rambling soulsmay write poetry, dramatic plays or even �ction. Serving all kind of purposesspoken and written language play a very central role in the life of all speakers,listeners, readers and writers. It is the very foundation of our culture. Lud-wig Wittgenstein has put it this way: The limits of language are the limits ofmy world. For innumerable things such as convincing, selling, keeping acquain-tances, explaining, tale telling and many other things it is a huge advantage forone to be an expert user of his or her language. This is why during basic educa-tion children should be drilled extensively in speaking, listening, orthography,reading and writing to try and make them experienced language users. It wouldbe more than an educational goal alone to teach students to comprehend anduse their language fully and experience all of its rich possibilities. However, asone observes the numerous errors and poor quality that students produce inwriting, one is almost forced to believe that this is not possible for the largerpart of the students. They lack the necessary insights and fail to see what theirmistakes are and why. The Dutch language contains lots of word pairs that arepronounced the same while their orthography di�ers and depends on their rolein the sentence. This is probably the main source of misspelling in Dutch [11].This problem can only be tackled by some form of grammar instruction thatunveils the structure of a sentence and the relations between the words. But notonly writing skills bene�t by grammar instruction. Reading does require a lotof grammatical experience too.Unfortunately, it cannot be said that grammar instruction has been verysuccessful in the past: There is often poor feedback and it can be de-motivatingfor both teachers and students. The lack of enough time at schools for teachinggrammar to pupils is not the only reason for this. To begin with there is thepitiful delimitation that grammar instruction in the sense of simply learningthe rules by heart does not yield the bene�ts wished for. Children manage tolearn a language without consciously knowing the rules and imposing theserules on them only tends to confuse them. With this in mind many methodswere developed for the Dutch language over the years, which I shall now andthen refer to as traditional grammar instruction.
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2.1 Traditional grammar instructionFor Dutch grammar instruction there are a number of several commonly appliedmethods such as Taal-actief, Montessori, Grammatica in balans, and Taaltoren.What most of these have in common is that the developing language user isprovided with exercises that concentrate on the orthography of the �nite verb,analysis of the sentence structure, the parts of speech, while the di�culty levelis increased gradually. There is a lot more to say about them of course but Ishall �rst give the most important aspects [14] of these methods. Grammar in-struction often follows the path of confrontation with a new rule followed by itsapplication to concrete sentences. There is no direct connection with the otherforms of language instruction like training in spelling, writing, speaking, andlistening, but it takes place in separate courses. The main concept is learning bytraining exercises, not by the exchange of ideas or much discussion. They dealwith rules for classi�cation of constituents (predicate, subject, direct object, indirectobject), parts of speech (noun, adjective, article) and sentence types (a�rmative,interrogative, imperative). And they touch upon dealing with rules for recogni-tion and production of conjugations and in
ections (tense, active/passive voice,1st/2nd/3rd person, imperative), adjective (comparative form and in
ectional form),noun (singular/plural, case), analysis and punctuation marks (main/subordinateclause, point, comma, exclamation mark, interrogation-mark) and stylistic construc-tions (indirect/direct speech, clause length, choice of words, references). The averagepupil subjected to this approach should probably be able to improve his perfor-mances in comprehensive reading and logical thinking a great deal. But thereare still a number of important drawbacks to overcome. Apart from this thequestion rises whether traditional grammar instruction still meets the moderneducational standards.2.2 Drawbacks of traditional grammar instructionEvers [7] mentions some major disadvantages of traditional grammar instructionlike that it takes away children's natural wonder about speech and language,employs unrealistic use of language in the exercises, and provides knowledge ofgrammar but not directly the understanding of everyday speech. Her main con-clusion is that traditional grammar instruction is too abstract and too di�cultfor young children so that tricks are needed, that it is insu�ciently integratedin the education of reading and that it is often de-motivating for children. Kem-pen [11] mentions low level of motivation in pupils and teachers, little time forpractising, late and fragmented feedback, insu�cient sca�olding and the littleroom for explanatory learning. The cause of all the troubles that children en-counter when dealing with grammar rules lies mainly in their inability to thinkabstractly. Roughly speaking it can be said that children aged under twelve canonly perform concrete operations. It is not until the age of about eleven yearsthat they enter the abstract phase. The main problem of traditional grammarinstruction is that it prescribes rules that are not concrete enough. And a rulethat is too abstract to be fully understood is not likely to mean a lot to one. No5



wonder that making those exercises is not regularly regarded by children as avery interesting occupation. It is simply not the natural way for young childrento learn by starting with a sequence of rules. They have a completely di�erentlearning mechanism of playful and e�ortless discovery and challenge. They arestimulated a lot when they are given the chance to compete with others. How-ever later on in their development this mechanism seems to be replaced moreand more by explicit and logical reasoning. All this forms a strong argumentthat it would be better if somehow the young students were guided to discoverthe rules themselves. What is needed most to accomplish this is having easierexercises with the same e�ect with immediate result and feedback. Computerassisted language learning probably might o�er just the necessary possibilities.Doing exercises with the good old-fashioned pencil and paper still might beuseful of course, but this activity takes a lot of valuable time and a di�erentkind of e�ort which can distract from the intended learning. And it takes alot of the teacher's time to correct the worked out exercises. This time can bespent more e�ciently when that task is taken over by some form of computerassisted learning. One of the promising things about computer assisted learningis that it allows sca�olding. This is a concept by which the learner is stim-ulated and guided to follow the desired behavioral patterns repeatedly, whichhopefully results in the correct behaviour. For practical use in grammar instruc-tion, sca�olding should be used to keep the children busy with the constructionof sentences out of a set of suitable building blocks that are limited in theiruse only by the nature of their grammatical properties. This has the enormousadvantage of immediate feedback which would normally seem impossible for ateacher with twenty pupils or more. In this project I try to exploit modern mul-timedia technology to support the exercises in an interactive setting as a newe�ort in this �eld. The exercises can be presented in the form of a puzzle or as awork of construction. The element of game is a very important and sometimesunderestimated aspect of the children's learning mechanisms.3 Visualizing grammarThe �rst thing to be done when making abstract terms more concrete is applyingvisualization. There are several aspects of visualization in general that are worthnoting with respect to computer assisted learning. To begin with, it can beused as an analogical representation that can serve as an external memory andprovide contextual clues. Such an analogical representation is often strong incombination with a direct manipulation interface [17]. Structures become moreconcrete because visualization builds an imaginative bridge between task andconcept. Furthermore, it can be used to draw attention, especially when it looksfunny and it is not disturbing or confusing. In the case of grammar instruction,the sentence structure can be unveiled at once or in steps, which hopefullyimproves comprehension. Next, I shall describe the sentence diagrams in whichgrammatical relations of sentences usually are expressed.6



3.1 Sentence diagramsThe common method for visualizing the structure of a sentence is drawing asentence diagram. Generally there are two kinds of sentence diagrams. In the�rst one, every single word is to be labelled with the proper part-of-speech label.In the second sentence diagram the syntactic relations between the words andword groups in the sentence are represented in a diagram as a hierarchical treestructure. This distinction is known as part-of-speech tagging versus syntacticparsing (in Dutch: taalkundig ontleden versus redekundig ontleden). An example ofthese sentence diagrams is illustrated for the Dutch sentence De schildpad ver-sloeg de haas (English: The turtle has beaten the hare) in �gures 1 and 2. The
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Figure 1: Part-of-speech sentence diagram of The turtle has beaten the hare inDutch
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Figure 2: Syntactic parse tree of The turtle has beaten the hare in Dutchlabels, in Dutch, indicate the various grammatic terms 1. Parts-of-speech labelsand phrasal category labels are shown in bold font, whereas the identi�ers andthe syntactic function labels are printed with plain characters. I use capitals1In Appendix A a list of abbreviations can be found with the English translations7



only for syntactic function labels in the second row and for all phrasal categorylabels. As one can see the parse tree in �gure 2 is slightly di�erent than onewould remember or expect to see with his own education in mind. This is a so-called head-driven parse tree. It is like the sentence diagram of old but now theconstituents are subdivided into more detailed subtrees. The leading memberof such a subtree is called hoofd (English: head). In the sentence of �gure 2, forinstance, the main verb versloeg plays the role of head of the sentence, and bothnouns schildpad and haas are heads in a noun phrase. The other members of asubtree also play a role in that subtree. E.g. article de plays the role of deter-miner in both noun groups. Most grammar instruction methods let the studentsperform some sort of part-of-speech tagging and syntactic parsing. Their taskin the latter case is to analyse sentences by �nding the subject, the �nite verb,the direct object, the indirect object, etcetera. For the majority of the studentsit can be said that their skills in part-of-speech tagging outrun those in syntacticparsing. This could well be explained by the assumption that the classi�cationof words with part-of-speech tagging is more concrete and therefore easier thanthe rather abstract de�nitions and large number of possible phrasal categorieswith syntactic parsing.3.2 Examples of sentence diagramsTo introduce the part-of-speech labels I have provided two sentences, ik vraag meaf waar die is in �gure 3 and Er wordt me door niemand verteld dat die en haartwee jonge zussen elkaar vaak besproeien in de tuin in �gure 4. Together thesesentences contain most part-of-speech labels that exist. These two sentences
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Figure 6: Combined sentence diagram of the parse tree and the part-of-speechlabelssubtree, such as OND (subject) and LV (direct object), and then again anotherphrasal category of a subtree followed by a syntactic function again. The twonodes at the bottom of each subtree �nally contain only the part-of-speechlabel and the word label. This pattern makes it possible to split the tree intosmall segments. Every sequence phrasal category|syntactic function|phrasalcategory/part-of-speech label is one segment. The top label is called the root,the second one function and the third one foot. Figure 7 shows the segmentsfor the sentence The turtle has beaten the hare. Two or more segments withthe same root label can be joined back again by a horizontal link operationas shown in �gure 8. A number of segments that are joined in this way, withprecisely one segment playing the role of head, forms the basis of one lexicalframe. Every segment contains also syntactic properties like case, person, etc.that belong to that segment. These are stored in an array named the featurematrix. The lexical frames at the bottom of a parse tree have an additional rowlabeled by the words of the sentence. So, a lexical frame may have four rowswith labels: a phrasal category, called the root, next a number of n grammaticalfunctions, each with a part-of-speech label and a word label attached to it.When the third label is another phrasal category there are only three rows oflabels. Lexical frames can be linked by connecting a root of one lexical frame toa foot node of another lexical frame. This process of linking is called uni�cation.Figure 9 shows an abstract example of such an uni�cation. Uni�cation of twolexical frames can only be done when the root label of the �rst lexical frame isthe same as the foot label of the second lexical frame and these labels where notconnected yet. This limitation is needed for making correct sentence diagrams.11
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vorenFigure 12: Result after uni�cationthan a ghost-like shape, except an octopus perhaps. For instance, the ghost-likecreatures in �gures 14 and 15 can be combined in some sort of family portrait. Itried to enliven them by giving the creatures moving eyes that follow the mov-ing mouse cursor. Something similar can easily be done too for the shape ofthe mouth in order to express a creature's mood: an `ill tempered' ghost withempty hands can be made `happier' by undergoing a successful uni�cation. Adesirable interface quality is to allow the user to reach a high mental workloadof which only a minor part is taken by the complexity of interface, so that therest can all be used for performing the task. The interface itself should be assimple as possible, with low visual complexity and all unnecessary informationhidden. It can be argued that some aspects of an interface like having multiplewindows are confusing [5]. For this reason I have chosen for having only oneplaying-�eld and without buttons. I believe that it is a good thing to make scaf-folding an essential part of the interface. This means that the student is allowedonly to make correct decisions and is warned immediately before the mistakeis actually made, so that only correct patterns can be trained. An interfacecan become easier when it creates the illusion of manipulatable objects withreversible operations [18], and an immediate visual e�ect of each mouse action.E�ects of animation and moving objects must not be overdone, however. Theyare useful when they express a reward or a penalty, but otherwise they onlyincrease the visual complexity [16]. A learning environment for initial grammarinstruction that uses sentence diagrams cannot do without an automatic layoutof the sentence structure. It is very important to introduce the labels step bystep by showing only relevant information, For instance a nine years old childin his �rst experience with grammar instruction should not be confronted withall di�erent labels of nodes or properties at once. Later on, when 11 years old,he should gradually become capable of working his way around through these16



Figure 13: Finished sentence diagram in the shape of a Greek templelabels. Eventually, the student can reach a level where also the feature matchingprocess is visualized after a failing attempt to unify two ghosts, indicating thereason for failure. Labels must be placed at a plausible place and be hide-able sothat only a few distinctive shapes remain. An important concept is informationhiding. In the case of grammar instruction, complicated names for grammaticalconstructions can be hidden and replaced by a set of distinctive two-dimensionalshapes. This way di�cult names for things can be avoided until their meaningand role is understood. By leaving the labels out, younger children can startwithout knowing all the grammatical terms. When certain graphical e�ects arecoupled to discoveries this can be a great stimulant to keep searching. All theseconsiderations led to my design of a sentence diagram visualization of which thediagram in �gure 17 is an example. It is my attempt to create a new attractivevisualization for sentence diagrams. Each lexical frame structure is visualized bya little ghost. All segments with the function label head are shown with a headand a torso. The other segments are represented as limbs with a stretched hand.The ghost's torso contains the identi�er. The root label is positioned on top ofeach head and the shape of that head is unique for that label. Only hands withthe same label as foot �t onto this head. So there is a distinctive hand shapefor every separate word group that is drawn instead or beneath the foot label17



Figure 14: New sentence diagram design with ghost-shaped lexical framesthat �ts exactly the head with that word group as root label. And there is adistinctive color of the hand that is drawn instead or beneath a function labelfor every syntactic function. I tried to use distinctive and fancy colors, like ayellow background, white ghosts and black lines and labels. During the gameonly the identi�ers are shown to the children, as shown in �gure 18 obtainedfrom Aesop' fables [1]. To keep track of the entire sentence, the word labels areput once more on a horizontal line at the bottom of the screen, as a kind ofanchor.5.2 New exercises for grammar instructionAt this stage the user can unify the creatures by dragging the head and limbsonto each other. While a shape is dragged, the program tests whether thisshape can unify with one of the other lexical frames on the playing-�eld. This isshown in color. When two segments collide, the color of their edge changes fromblack(default) to green when they �t, or to red if not. The reverse operation ofuni�cation is called de-uni�cation and can be done by double-clicking on thelimb or head involved. 18



Figure 15: Sentence diagram design of �gure 14 without labelsThis new interface can be used in several other ways during grammar lessons.A novice user could start with completion of an almost �nished sentence, or withwatching a demonstration of bouncing ghosts that may try uni�cation at a col-lision. After this introductory phase, a pupil may construct whole sentences outof lexical frames. In a more advanced stage the task can be pointing to a certaintype of grammatical function like subject, �nite verb, etcetera. At the highestlevel the student would have to determine whether the sentence is correct orperform a top-bottom analysis of structures from di�erent levels of representa-tion. Some other tasks are also useful, like determining the correct sequence ofwords. Still a lot of work must be done and some of the extensions described insection 7.1 must be added to make this prototype a full-
edged application. Thenext step would be to o�er children a complete direct manipulation interface forlexical frames. This would eventually enable them to manipulate and play withgrammar and its syntactic properties to help and stimulate their mental modelbuilding.
19
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haasFigure 16: Extended sentence diagram5.3 Access through internetWhen developed further, the prototype's design has every potential to resultin an application that can be used at schools. Before I started, the questionhas risen which platform and which programming language could be used best.There are schools that use Macintosh computers, but others use personal com-puters with Windows. There aren't many programming languages that are reallyplatform independent. The new programming language Java seems the only ap-propriate one. The creation of applications in Java o�ers a great opportunity tocircumvent the restrictions that all other program languages su�er. Java is the�rst byte-interpreted programming language that is available on all modern op-erating systems these days. When compiled as an applet it can even be accessedthrough any modern internet browser. Its concepts of events and threads makeJava very suited for combining multimedia and interaction in one applicationthat will run on all platforms. Not all standard multimedia support seems to beincluded yet but this shall improve soon. The only serious problem is the limitedspeed. Java source code is not compiled into machine code as with ordinary com-puter programs but into byte code that is executed by a local Java interpreter.Older computers might not be fast enough to be capable of a reasonable perfor-mance that is needed. So this is the price to pay for platform portability. Thegain is that it is very easy to construct a website to support this project with,in addition, a demo of the game that can be played online through the internet.This site may be used to o�er new sentences for the game to be downloadedfrom internet and might present an online version of the game along with theresults and correspondence of participating schools. But the main reason for mychoice to use Java lies in its platform independence. This resulted in one andthe same applet which is tested and known to work, without recompiling, in the20
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Figure 17: Sentence diagram with ghost-shaped lexical frames with labelssame manner under Linux, SGI, Macintosh, Windows95, WindowsNT, HP andSun as well as the Java-enabled internet browsers Netscape and Explorer. Javaforces the programmer to use all sorts of high-level programming techniques,like Object-Oriented-Programming for instance, i.e. subdividing program datainto classes and into methods that operate on the classes. In the next section,describe the main issues of the implementation.6 ImplementationThe proposed ghost-like �gures place high demands on a well-designed graphicalinterface that allows 
exible manipulation of shapes. I chose to create dynamicshapes that would be able to be moved and could be �lled, as opposed to staticones that would allow fast and fancier animation. Dynamic shapes are needed21
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Figure 18: Sentence diagram with ghost-shaped lexical frames with hidden labelsfor the automatic layout of the sentence diagrams. Due to the design it shouldnot be di�cult to create a tweening-e�ect when a shape's form is altered. Whena new ghost �rst appears, or a new arm is added to it, or the ghost vanishes fromthe playing-�eld, this could be shown as a smooth transformation. In order topresent the exercises in a game, I have designed a hierarchical graphical modelthat enables me to draw and manipulate lines, labels and 
exible shapes. FirstI'll sketch its design that allows drawing the very complex shapes I wanted.An important structure that I composed to form the basis of all the graphicalelements is the class Shape. It occupies the lowest level of my graphical objecthierarchy. It is now time to describe this class in some detail because the graph-ical possibilities of this system heavily depend on the design of this class. Everyinstance of class Shape may contain a list of children, containing instances ofShape or subclasses of Shape with additional information added. Shapes areadded to the list children by the methods addShape() and insertShape(). A22



variable/function descriptionancestor a shape can be attached to another shape, the ancestor shapein which case this shape's o�set depends on the ancestor's o�setchildren a linked list of attached other shapesx x-coordinate relative to ancestormidX() calculates the horizontal center, (minX() +maxX())=2minX() determines the left border of this shapemaxX() determines the right border of this shapewidth() maxX()�minX()offsetX() absolute x-coordinatey y-coordinate relative to ancestormidY () calculates the vertical center, (minY () +maxY ())=2minY () determines the top border of this shapemaxY () determines the bottom border of this shapeheight() maxY ()�minY ()offsetY () absolute y-coordinateisOn(s) true, if this shape collides with shape sdistance(x; y) gets the minimal distance between (x; y) and this shapegetNearest(x; y) gets the nearest element to (x; y) from the children-listTable 1: Shape methods and propertiesShape is drawn by the method paint() at a position (x; y) relative to its an-cestor, the o�set. This facilitates the movement of entire subtrees by changingonly one set of coordinates. A shape is usually moved by function move(). Bychanging only the two variables (x; y) at the top Shape of a subtree, the o�setof all the members of that subtree alters automatically by the same amount.Function distance(x, y) determines the minimum Euclidean distance from point(x; y) to the shape's children, or when there are none attached, to the shape'soffset. This method is used by function getNearest() to get the nearest childof this shape to some point (x; y). There are several additional attributes fora Shape, like a color and a pop-up window to streamline the behaviour of thevarious subclasses. Finally, the class Shape de�nes the geometric properties overall of its children as described in table 1. This includes width(), height(), midX(),midY(), minX(), minY(), maxX(), maxY(), o�setX() and o�setY(). This classShape forms the basis for various other shapes with specialized behaviour. Inobject-oriented design this means that these specialized shapes are all subclassesof Shape and inherit (=share) the same geometric properties and operations.For example, a shape that draws a label can be de�ned as a Shape with itscenter at its o�set. The geometric boundaries are now de�ned by the size of thelabel in the picture. I de�ned for that purpose class LabelShape which containsa string and a font. The classes PolygonShape and BSplineShape are de�ned, re-spectively, in order to draw polygons and a sophisticated type of smooth curves,23



B-splines2.6.1 Drawing the ghost-like shapesGiven a complete lexical frame it is still di�cult to draw the 
exible parts likehands and limbs in a natural manner. The static parts of the ghosts I couldfortunately draw, before I had my own B-spline algorithm (see section 6.2), bymeans of a program by S. Spaans. This resulted in the sets of control pointsfor distinctive hands, heads, and torsos as shown in �gure 19. There are fourdi�erent torsos, one for ghosts with arms on both sides, one for ghosts withonly arms on the right, one for ghosts with only arms at the left, and thelast one is for ghosts without arms. Every head-segment gets the appropriatetorso and head, with a structure on top of the head which depends on the rootlabel of that segment. For every non-head attached to a head segment, extracontrol points are added to the head and torso of the head in order to create thedynamic arms. These are �rst ordered by their x-o�set. The control points arethen added following a sine curve from the previous arm (or the head) to thehand. The points for going backwards are put onto the stack. Each arm thengets its own shape of hand, which depends on the foot label of that segment.And now the other half of the arm can be completed by emptying the stack. Toensure a natural way of drawing, these arms are coerced horizontally by theirneighbouring arms.

Figure 19: Control points for the static parts of the ghosts, connected by straightlines6.2 Shape descriptionMost standard graphic libraries are limited to the drawing of pixels, lines, rect-angles, polygons and ovals. These are very primitive and simply cannot satisfy2The B-spline algorithm is explained later in section 6.2.24



the demand for smooth 
exible shapes themselves. Fortunately, a range of shapedescriptions have been invented to describe a wide range of curves. In general ashape description is a mathematical formula in the form of a parametric functionthat is applied on a number of control points and describes some sort of curve.Once a suitable parametric function p(t) = (x(t); y(t)) is found, it suddenly be-comes very easy to draw the corresponding curve by substituting some sequencet0; t1; t2; ::: for t where ti � ti+1. This makes parametric functions powerful toolsfor generating and representing curves. Some of them have become very pop-ular in interactive graphic design. The most important ones are spline curves.A spline curve is a blend of vectors that uses piecewise polynomial blendingfunctions which make the curve continuous at each point. One class of splines,the Bezier curve, de�nes a curve over a sequence of p0; p1; :::; pn control points.The Bezier curve formula as a parametric function is as follows:p(t) = nXk=0 pkBnk (t)where Bnk (t) = (nk )(1� t)n�ktkare the Bernstein polynomials ((nk ) = n!k!(n�k)! for n � k). These Bernsteinpolynomials have the elegant property that their weighted sum Pnk=0 Bnk (t) isalways 1, while they shift the share of the participating control points in theweighted sum p(t) =Pnk=0 pkBnk (t) gradually from p0 to pn as parameter t in-creases. Nice things about these Bezier curves are that they start at p0 and endat pn precisely, and whenever they need to be subjected to an a�ne transforma-tion such as scaling, rotation, translation, etc., it is only necessary to transformthe control points rather than every single point on the curve. However, by theway they are de�ned they bring a serious disadvantage for design purposes.When one control point is moved a bit, as little as it may be, the entire curveshall have to change as every point on the curve is a weighted sum of all controlpoints. This makes local control impossible. Because it is desirable to have localcontrol to manipulate a curve, a similar curve description that calculates theweighted sum over only a limited number of adjacent control points would bevery welcome. Fortunately, such splines exist. Given any sequence of adjacentcurve points, there is a set of blending functions that form the basis for thespline. This means that any spline whatsoever can be formed by choosing theappropriate control points. One such class of splines that de�nes a basis is theB-spline. Here is its parametric function:p(t) = nXk=0 pkNk;m(t)where k is the number of control points, m is the order of the polynomialfunctions,Nk;m(t) = t� tktk+m�1 � tkNk;m�1(t) + tk+m � ttk+m � tk+1Nk+1;m�1(t)25



and Nk;1 = n1; if tk < t <= tk+10; otherwiseIn the case of fourth order B-splines, (m = 4), the spline consists of a setof curves each based on four adjacent control points: pi; pi+1; pi+2; pi+3; i =0::n�4. Figure 20 shows the control points sets of �gure 19, but now connectedby means of the B-spline algorithm.

Figure 20: Control points for the static parts of the ghosts, connected by smoothB-spline curves6.3 Living eyesA rather funny e�ect it is to position the little eyes on the �gures as if they arewatching something, for example the mouse cursor, as depicted in �gure 6.3. Todo this one can draw the black oval of an eye, instead of at position (x; y), at(x+ l � sin(angle); y + l � cos(angle))where angle is the direction of the line between the mouse cursor and the eyeand l is the minimum of the Euclidean distance between the mouse cursor andthe eye and the radius of the eye minus the radius of the pupil. And when instate of sleeping, an arc can be drawn which represents a closed eye. Nothing canbe more simple! Class eyeShape is used to create this funny e�ect. As a subclassof Shape it can easily be attached to every other Shape. Every instance of aneyeShape has de�ned one radius for the pupil and one for the whole eye itself.When an eye is to be painted, the position of the pupil is simply translated bysome vector ~v. The direction of the imaginary line between mouse-cursor andits position gives ~v's direction. Of course, the pupil may not exceed the borderof the eye. This is why the length of that ~v is set to the minimum of the radius26



Figure 21: Example of ghosts with limbsof the eye minus the radius of the pupil and the distance between the center ofthe eye and the mouse position. In formula ~v becomes~v = min(j ~m� ~e j; eye radius� pupil radius) �� sin(angle)cos(angle)�where ~m and ~e are vectors containing respectively the mouse and eye positions.
Figure 22: The eyes of the ghost-like creatures, in several states.6.4 Bracketed string notationThe sentence diagrams are stored in a string in which every subtree is sur-rounded by brackets except the identi�er and the parts-of-speech label whichare separated by a space. The example in table 2 shows the complete string for27



the sentence diagram in �gure 23 obtained from Aesop [1]. At the start of theprogram, these sentence diagrams are loaded from disk, and the segments inthese sentence diagrams are collected, which can be used later, as explained insection 6.8.(ZIN (OW (NG(det(DG(hfd(LW Een))))(hfd(ZN adelaar))))(HFD (ZWW zat))(LV (NG(det(DG(hfd(LW een))))(hfd(ZN haas))))(PRT (BWG(hfd(bw achterna)))))Table 2: Example of a sentence diagram in bracketed string notation
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achternaFigure 23: Sample sentence diagram6.5 Constructing a Lexical Frame into SegmentShapesAs described in section 4, sentence diagrams can be divided into segments. Ide�ne a SegmentShape as subclass of class Shape that contains the labels andthe lexical properties of that segment. In fact a lexical frame is put togetherfrom a number of instances of these SegmentShapes that are joined horizontallythrough a linked list of brothers. The SegmentShape can be connected at bothends to other SegmentShapes through variable parent for the root, and variable28



tail for the foot. When a non-head segment receives a call to move, it passes thiscall to the head itself, this way the entire lexical frame shall be moved. In turn,the head is moved and moves along all of its brothers and their children. In themodel there is exactly one head for every lexical frame. Every segment containsa link called head to it. An array label[] is used to store all available labels. Andthe syntactic properties that come with the root and foot labels are stored intwo separate FeatureMatrices of that segment. To create a sequence of lexicalframes out of a sentence diagram, class LabelTree is used to convert sentencesin bracketed-string notation into a tree structure. Then, for every lexical frame,the segments are cut out and linked horizontally with method horizontalLink().No matter in what SegmentShape is started, method getRoot() �nds alwaysthe top node of that tree structure by recursive calls to the same function in itsparent. Geometric properties are altered in only one aspect with respect to thosein class Shape. Functions minX(), maxX(), minY(), maxY() of a head-segmentare determined not only over the children (in this case, the labels) but also overthe brothers and their children.6.6 The syntactic properties in the Feature MatrixThe syntactic properties for every SegmentShape are constructed by class Fea-tureMatrix. It simply adds the syntactic properties with a choice list of all pos-sible values to the pop-up panel of the SegmentShape, i.e. one segment, towhich it belongs. For every label of a SegmentShape the appropriate propertiescan be found in that diagram. Every label of the SegmentShape may bring ina number of properties. At this moment the values for the syntactic propertiesare not set yet. During uni�cation they are simply ignored. Some database mustbe explored to set the correct values of the properties.6.7 Interaction on lexical framesTo start with, I made a simple puzzle mode in which the lexical frames in theirghost-like appearance are shown on a rectangular playing-�eld and can be con-trolled by the computer mouse. The ghosts are equipped with the limbs corre-sponding exactly to the edges in the sentence diagram. They can be draggedto be uni�ed or double-clicked to be de-uni�ed again after which the shapesare automatically re-arranged. Figure 24 shows an example. Normally, only theidenti�ers (in the ghosts' torsos) are shown, but here I left them to illustratethat the ghost shapes �t onto the labels quite well. In this �rst prototype of thegrammar game mouse behaviour is quite simple:� mouseEnter causes the state awake and the eyes of the little ghosts becomeopened.� mouseMove highlights the nearest shape to the mouse cursor in blue.� mouseDown causes variable current to become the nearest ghost; double-click de-uni�es current, control-click removes the nearest limb (an entirelexical frame is removed when control-click is done near head-segment)29



� mouseDrag moves shape current. If the nearest shape for current is close-by enough, then they both become green when they may be uni�ed, orred otherwise� mouseUp checks if current can be linked to an empty slot of another shape.If so, uni�cation is performed and the layout is reshaped automatically.� mouseExit returns the state to sleeping, and the eyes of the little ghostsclose.After a uni�cation or a de-uni�cation operation, a randomly selected audio-sample is played. I use two separate sets of samples, one set for uni�cation andone for de-uni�cation. This concludes the simple scheme of puzzle mode. In thisstage only puzzles can be made of the set of about 50 example sentence diagramsthat I have in bracketed string notation(see section 6.4).

Figure 24: Sample of puzzle mode6.8 Free-edit modeA more advanced mode than puzzle mode is free-edit mode. Figure 25 shows anexample. This mode allows the user to choose the words from a random selection30



Figure 25: Screen-dump of free-edit modeof all the words in the available sentences. These are placed in a column at theright side of the screen. By pushing button SCRAMBLE the user obtains a newrandom selection of words. Selecting a word results in the birth of a new ghoston the playing-�eld with the appropriate labels. And any ghost can be removedfrom the playing-�eld by clicking on that ghost, while the Control-key is pressed.The new ghost will get the same part-of-speech label as in the example sentencewhere it came from. And of course, as all segments with an identi�er, it willbe functioning as head. The only problem is that it is not always certain whichroot label should be given, as some part-of-speech labels �t into more than onetype of constituent. For now, I choose the root label randomly from the list ofroot labels for that part-of-speech label, which I create automatically during thereading of the sentence diagrams from �le. Not all grammatical constructions arenow present in the existing sentence diagrams. So some new sentences diagramswith the still missing grammatical constructions are needed to complete the setof allowed segments. A newly created ghost will start on an empty location on31



the playing-�eld and without limbs. Whenever another ghost comes nearby, anew limb is formed by adding a segment to the lexical frame of the ghost andredrawing the shape. This new segment consists always of a set of labels thatis valid for the lexical frame it belongs to. If the two ghosts can be uni�ed, thelimb will be equipped with the root label of the other ghost, and with a properfunction. This choice of function is not deterministic however, e.g. an NG �tsinto many roles to a ZIN, like OW, LV, MV, etcetera. Whenever this occurs, itis probably best to assign a function to that segment which is not present in thelexical frame yet. Now, like in puzzle mode, a hand shape that �ts onto thathead can be attached to it. With free-edit mode and puzzle mode the user hasall freedom to build his own sentence diagrams. These schemes shall becomefully operational when I use a database to set the syntactic properties. In thelast section, I shall suggest some other possible extensions that can be added toimprove this program.7 ConclusionGrammar instruction is an important means to help children learning advancedaspects of language. However, there are not true satisfactory grammar instruc-tion methods available given the limited available time at schools. What I believeis needed are three things, sca�olding, visualization and immediate feedback. Thiscan probably best be done in combination with computers in a playful interac-tive setting. The prototype I designed and implemented is a considerable steptowards such a system. It proves that it is possible to actually build a usefulapplication for grammar instruction. Sentence diagrams can be built by link-ing lexical frames which are building blocks that originated from psychologicalmodels. The building blocks are to be constrained only by their grammatic prop-erties. My prototype needs a lot of additional work yet, before it can actually beused by pupils. For practical use, some educational material must be developed�rst, but the advantages and possibilities of interactive grammar instructionare already clear. Direct manipulation can give pupils the feeling of having con-trol over a system. With lots of practise they can obtain self-con�dence aboutdealing with grammar. This stands in sharp contrast with the red ink feedbackthat is given by some teachers. This particular design is based on constructionand visualization of sentence diagrams in which the grammatical terms can behidden while a unique distinctive shape or color remains visible. This mightwork out well, as it has often been observed that visual aids to memory appearto be more e�ective than the abstract terms [15]. Grammar instruction is of-ten regarded as unattractive. The best response to this probably is to presentit in the form of a game, which is supposed to be attractive. Games, in gen-eral, are an important way to learn coping with situations and gaining control.The more creativity is allowed the better. I expect that the role of computersin basic education will become more and more important in the future, andmany educational software packages are proving themselves already in severaldi�erent areas. However, not much software seems to be available for (Dutch)32



grammar education yet. Interactive educational computer games like this pro-vide schools with a new generation of modern computer tools in new areas. Withthese tools, results and progress of pupils can be measured and compared, whilefrequent mistakes in speci�c areas can be tracked down and hopefully resolved.My present system is in Dutch, but the implemented system needs not to bealtered much for most other West-european languages. It is up to psychologists,teachers and pupils to �nd out whether this system provides a worthwhile im-provement upon or addition to conventional grammar education. Consideringthe complexity of grammar education and the limited time available at schools,grammar instruction can only be successful when extensive training is combinedwith e�ective exercises. Replacing traditional grammar instruction by sentenceconstruction can be a big step forward [8] and lead to more e�cient learning [2].7.1 Future extensionsThe quality of learning processes depends on the frequency, level, quality andtype of feedback [3]. Some additional dialog structures must be added to ensurethis and to facilitate more e�cient mental model building. Arti�cial Intelligencecan be added for smart training, presenting to the student the di�cult partsthat are not yet comprehended, or trying to provide easier exercises to trainthese tasks. During playtime it may happen that a user makes the same type ofmistakes. It would be an idea to extend this program with a special unit thatmonitors such frequent errors. Some control module could then take action andexplain the things that went wrong and or present the solution to a problem bymeans of a windowed dialog. Something could also be done to make the challengeand di�culty level rise for experienced users. A frequency table as in [12] thatcontains the frequencies of used words for youth lecture under twelve could beused for this by starting with frequently used words and gradually proceed to theless frequently ones with more syllables. Another thing would be to do �rst someexplaining by spoken text or through a dialog. I for myself prefer to present theuser short dialogs during a demo of the uni�cation of an entire sentence diagram.This to demonstrate which are the possible actions, the reversible actions and themistakes. In a �nal product it would be best to include a time/point system withpoints and a high score list for competition, though the speed depends sometimeson the computer on which the game is played. In the prototype there are audio-e�ects coupled to events. This kind of immediate feedback seems a very goodapproach. Multi-modal learning environments get hold of the attention fromboth auditive and visual channels so there probably is less distraction possible.When using only visual or only auditive information, an important part of theinput side of the user is neglected on which there is no control or in
uence. Andwithout necessary attention of the pupils learning probably is not as e�ectiveas it could be. Audio e�ects can be helpful in expressing rewards or penalties.Apart from that it is an idea to send the freshly formed sentence constructionsin spoken language to the loud speaker. Instructions can be given in the formof a pre-recorded message. Speech output can be disturbing however and it hasbeen found that (adult) people can handle interfaces with textual information33



faster [13]. Audio e�ects now are used in general as a reward when uni�cationis accomplished by the pupil, but could easily be done to warn the player thathe runs out of time or when something else occurs. It shall be very di�cultto circumvent all of the short-comings of traditional grammar instruction, buton the other hand this can be regarded as a challenge as well. Wouldn't itbe wonderful if it were not necessary to over
ow poor performing pupils withnegative feedback in red ink anymore.AcknowledgementsI would like to thank all people who brought new ideas or contributed in anyother way, especially Nomi Olsthoorn for her support and great drawings ofwhat now are nice little computer-animated ghosts. None of this would havebeen possible without the psycholinguistic models developed by, and supportof, Gerard Kempen.
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Appendix A: Tables with grammatical termsEnglish Dutch abbreviationmain verb zelfstandig werkwoord ZWWauxiliary verb hulpwerkwoord HWWcopula verb koppelwerkwoord KWWsubstantive, noun zelfstandig naamwoord ZNarticle lidwoord LWadjective bijvoeglijk naamwoord BNnumeral telwoord TWpreposition voorzetsel VZadverb bijwoord BWcoordinating conjunction nevenschikkend voegwoord NEG.VGWsubordinating conjunction onderschikkend voegwoord OND.VGWinterjection tussenwerpsel TUSSENWpersonal pronoun persoonlijk voornaamwoord PERS.VNpossessive pronoun bezittelijk voornaamwoord BZIT.VNdemonstrative pronoun aanwijzend voornaamwoord AANW.VNinterrogative pronoun vragend voornaamwoord VRAG.VNinde�nite pronoun onbepaald voornaamwoord ONBEP. VN.re
exive pronoun wederkerend voornaamwoord WEDND.VNreciprocal pronoun wederkerig voornaamwoord WEDIG.VNrelative pronoun betrekkelijk voornaamwoord BETR.VNTable 3: Parts of speechEnglish Dutch abbreviationsentence zin ZINnoun phrase naamwoordgroep NGadjectival phrase bijvoeglijk-naamwoordgroep BNGadverbial phrase bijwoordgroep BWGprepositional phrase voorzetselgroep VZGdeterminer phrase determineerdergroep DGauxilary verb phrase hulpwerkwoordsgroep HLPnumeral phrase telwoordsgroep TWGTable 4: Phrasal categories
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English Dutch abbreviationsubject onderwerp ONDdirect object lijdend voorwerp LVindirect object meewerkend voorwerp MVprepositional object voorzetselvoorwerp VZVWpredicate koppelvoorwerp KVhead hoofd HFDauxilary hulp HLPparticle partikel PRTsubordinator onderschikker OScomplement complement CMPcomplementer complementeerder CMPRdeterminer determineerder DETquanti�er teller TELprepositional object voorzetselgroepobject VZGOBJmodi�er bepaling BEPTable 5: Syntactic functionsEnglish Dutchtense tijdnumber getalperson persoon�nite verb persoonsvormparticiple deelwoordsubjunctive mood aanvoegende wijsin�nitive mood onbepaalde wijsindicative mood aantonende wijsimperative mood gebiedende wijstransitive overgankelijkgender geslachtde�niteness wijze van bepaaldheidcase naamvalcountable telbaardiminutive form verkleinvormsuperlative, comparative form overtre�ende, vergelijkende trapin
ection verbuigingseparable scheidbaarTable 6: Word properties36
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