Usage-based measurement of user satisfaction in mobile applications

Name: Lazar Dimitrov
Student-no: s1143220

Date: 09/02/2015

1st supervisor: dr. Hans Le Fever
2nd supervisor: prof. dr. Joost Visser
Usage-based measurement of user satisfaction in mobile applications

Design and validation of a novel approach

Master Thesis

ICT in Business

Lazar Dimitrov

Academic Supervisor: dr. Hans Le Fever

Company Supervisors: dr. Pascal van Eck and prof. dr. Joost Visser
List of Figures

Figure 1: Engineering cycle stages, research questions and research methods
Figure 2: DeLone and McLean Information Systems Success Model, [7]
Figure 3: SERVQUAL / Gaps Model
Figure 4: Rating for usage metric i
Figure 5: Application 1 - Conventional star rating, daily average
Figure 6: Application 1 - Basic user satisfaction score
Figure 7: Application 1 - User satisfaction rating (micro benchmarking)
Figure 8: Application 2 - Basic user satisfaction score
Figure 9: Application 2 - User satisfaction rating (micro benchmarking)
Figure 10: Application 1 - Basic user satisfaction score versus conventional star rating - Bland-Altman plot
Figure 11: Application 1 – usage metric “Users” – daily values
Figure 12: Application 2 – rating for “Session duration” and overall user satisfaction rating, calculated via micro benchmarking – daily values
Figure 13: Application 1 – Users
Figure 14: Application 1 – Percent of returning users
Figure 15: Application 1 - Sessions per user
Figure 16: Application 1 - Session duration, seconds
Figure 17: Application 1 - Screen views per session
Figure 18: Application 1 - Purchases per user
Figure 19: Application 1 - Purchases per hour
Figure 20: Application 1 - Exceptions per session
Figure 21: Application 1 - Exceptions per hour
Figure 22: Application 2 – Users
Figure 23: Application 2 - Percent of returning users
Figure 24: Application 2 - Sessions per user
Figure 25: Application 2 - Session duration, seconds
Figure 26: Application 2 - Screen views per session
Figure 27: Application 2 - Exceptions per session
Figure 28: Application 2 - Exceptions per hour

List of Tables

Table 1: Research design
Table 2: Discussion and answers to the research questions. A chapter-oriented overview
Table 3: IT tool acceptance models and constructs, Riemenschneider et al. [13]
Table 4: IT methodology acceptance criteria, Riemenschneider et al. [13]
Table 5: Requirements for an alternative user satisfaction rating method
Table 6: Usage metrics
Table 7: Application 1 – Cronbach’s Alpha (Basic user satisfaction score)
Table 8: Application 1 - Correlation between conventional rating and basic user satisfaction score
Table 9: Application 2 - Cronbach’s Alpha (Basic user satisfaction score)
Table 10: Interview design
Table 11: Interviewed app developers
Table 12: Application 1 - Usage metrics, weekly values
Table 13: Application 2 - Usage metrics, weekly values
Abstract

The market of mobile applications, also called ‘apps’, has seen a dramatic growth in the last few years, quickly evolving into a multi-billion industry. Being an industry with considerably low entry barriers, in which it is theoretically possible for a single app developer to achieve commercial success, it is only natural that in just a matter of years it has turned into a highly saturated and increasingly competitive market. Apps are commonly distributed via app stores, where user-submitted quality ratings are displayed for every app. Maintaining a good app rating is one of the crucial factors determining an app’s visibility, popularity and ultimately – its success amongst the sea of competitors.

However, several major weaknesses in the currently adopted method for rating apps have become apparent and this has created a demand for alternative solutions. Building upon previous research connecting user satisfaction to usage; and capitalizing on the existence of technology allowing for efficient and automated tracking of apps’ usage, this study proposes a candidate solution. Namely, in line with design science principles, a usage-based method for rating satisfaction in apps has been designed and validated.
1. Introduction

1.1. Problem definition

The rating method currently utilized by app stores as a crowd-sourced indicator of user satisfaction is a manually submitted rating of apps on a 5-point scale (5-star rating). This mechanism is not a recent invention and is proven as a successful measure of user satisfaction with physical goods such as books and movies. Despite its prowess when used with those types of products, there has been an accumulation of evidence exposing this method’s weaknesses in the context of mobile apps user satisfaction. In addition to inherent problems such as very low response rate (according to [4] the mean percentage of users who rated an app that they have downloaded is only 0.6%) and subjective nature, there are a number of weaknesses, which are distinct to the field of interest.

Realizing the importance of app ratings for developers, a significant number of app raters are using star ratings as a bargaining chip for added functionality. Even though they might be well satisfied with the quality of the existing functionality the app has to offer and enjoy using the app, they deliberately give a low or average rating score. In the comment accompanying their rating, such users openly declare that they would give a perfect rating only if the developer implements a specific functionality they are interested in.

The number of ratings submitted for a given app is among the factors determining the respective app’s position in the app stores’ ranking charts. In addition, potential app users base their decision on whether to download a specific app in the first place not only on the app’s mean rating, but also on the number of individual ratings this average rating is based upon. Being aware of those phenomena and also hoping that increased response rate can statistically negate the effects of subjectivity and intentional abuse by app users, some app developers proactively encourage their users to rate their apps. This practice is however a double-edged sword. Because it relies on prompting users with a popup dialog, some users are annoyed by it. This has led to the creation of a blog (effyr.tumblr.com) dedicated on hunting down such apps and preaching “punishing” the developers for annoying app users by giving 1-star ratings.
On another account, companies such as BestReviewApp.com, BuyAppStoreReviews.com and SafeRankPro.com capitalize on the struggle app developers are experiencing with ratings. These websites offer app developers the ability to buy “genuine” 5-star ratings in order to improve their apps’ average rating and of course, their apps’ visibility. Such services are not detected by the app stores as fraudulent, because the companies offering them are paying real app users with real mobile devices for actually downloading and rating the respective apps.

Being prone to tampering by users, developers and their competitors, star ratings of mobile apps lose their credibility as the best possible way of measuring user satisfaction. By serving the purposes described in the previous paragraphs, and by being turned into a business on their own, star ratings are deviating from their originally intended purpose.

The purpose of this study is to design a viable alternative to the star rating mechanism and rigorously validating its value as a successful substitute by applying a design science research method.

1.2. Solution proposition

For physical products such as books and videocassettes no practical solution for inexpensive automated tracking of usage duration and usage patterns is known to exist. However, as far as software in general and mobile apps in particular are concerned, information about actual usage times and usage patterns of individual app users is possible to be obtained, aggregated and summarized to meaningful statistical figures, even if the respective app is in use by millions of users.

Usage analytics packages such as Google Analytics and Mixpanel, designed to perform those tasks, have seen adoption by mobile app developers in recent years and are being utilized as a tool for making informed decisions about marketing, managerial and financial matters.

After an extensive investigation of the current technology landscape and consultations with domain experts, usage analytics packages have been identified as a candidate for a suitable

---

1 This thesis investigates the idea of replacing user-supplied star ratings by a rating derived from automated tracking of actual app usage.

2 A knowledge problem [25] is a difference between what a researcher knows about the world and what he or she would like to know. Knowledge problems can be solved by asking others, searching the literature, or doing
basis for developing an alternative app rating mechanism. This mechanism will evaluate user satisfaction based on the degree of fit between actual app usage time and usage patterns and predefined benchmark levels of those measures.

For the initial validation phase of the proposed mechanism, the benchmark levels will be derived using a technique called ‘micro benchmarking’ (explained in Section 3.3.2). However, at a later hypothetical stage when this mechanism is adopted as a ranking method by an app store, that app store will have the power to effectively regulate the benchmark levels of app usage of individual apps.

For example benchmark level for usage time and usage patterns can be decided by app store staff members and be defined per app category. In some app stores such as the Apple App Store every app submitted is exhaustively investigated and tested by app store staff members before it is being approved for publication. Such app stores can simply incorporate an additional step in their app acceptance tests – approval or modification of the benchmark levels for app usage time and usage patterns set by the app developer.

1.3. Research questions

As mentioned in the previous sections, the current method for rating apps implemented by the app stores is far from perfect. A goal of this paper is to develop an alternative, based on actual usage. The logical question then is how appropriate is actual usage as a basis for deriving a user satisfaction rating for mobile apps. Therefore, the main research question this study aims to answer is:

**Can user satisfaction of mobile apps be measured based on actual usage rather than asking the user's opinion?**

No method for usage-based rating of satisfaction in mobile apps is known to exist. Therefore, an essential task for answering the main research question is to propose a particular way of measuring user satisfaction in apps, which is a design problem^{2}. For this

^{2} A knowledge problem [25] is a difference between what a researcher knows about the world and what he or she would like to know. Knowledge problems can be solved by asking others, searching the literature, or doing research. Design problems [26], in turn, are engineering problems, in which the researcher searches for an
reason, this study employs a design science perspective. Specifically, it follows the engineering cycle as presented by Wieringa [2]. Using this cycle, the main research question can be divided into several sub-questions categorized as either knowledge problems (KP) or design problems (DP).

**RQ0 (KP):** What are the problems of the conventional method for measuring user satisfaction by manually submitted star ratings?

**RQ1 (DP):** What would the properties and structure of a usage-based user satisfaction measurement mechanism that meets the identified requirements be?

**RQ2 (KP):** What is the reliability of usage-based measurement of user satisfaction?

**RQ3 (KP):** To what extent can usage-based measurement solve the inherent problems of opinion polling?

**RQ4 (KP):** What factors will influence app developers’ decision to adopt usage-based measurement?

*RQ0−4* are derived in compliance with the design science principles and each one of them can be mapped to a specific stage of the engineering cycle, defined by Wieringa [2]. Figure 1 shows the research questions *RQ0−4* in relation to their respective stage in the engineering cycle as well as research methods that are to be applied for each particular stage.

![Figure 1: Engineering cycle stages, research questions and research methods](image)

improvement of the world with respect to some goals. The evaluation criteria for answers to both kinds of problems are quite different: *truth* in the case of research problems, *goal achievement* in the case of design problems.
1.4. Research design

The approach selected for undertaking this study and answering the research questions in accordance with the design science principles is outlined in Table 1. Every question is divided into knowledge and / or design problems and actions (research activities) that contribute towards answering the respective research question.

<table>
<thead>
<tr>
<th>Research Design</th>
<th>Explanation:</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ0 (KP): What are the problems of the conventional method for measuring user satisfaction by manually submitted star ratings?</td>
<td>KP = Knowledge Problem / Knowledge Question</td>
</tr>
<tr>
<td></td>
<td>A = Action / Research Activity</td>
</tr>
<tr>
<td></td>
<td>DP = Design Problem / Design Question</td>
</tr>
<tr>
<td>KP: What problems of the conventional method are discussed in the literature?</td>
<td></td>
</tr>
<tr>
<td>KP: What are the requirements an alternative solution should satisfy?</td>
<td></td>
</tr>
<tr>
<td>A: Study the existing literature</td>
<td></td>
</tr>
<tr>
<td>A: Discuss the problems and the requirements with experts</td>
<td></td>
</tr>
<tr>
<td>RQ1 (DP): What would the properties and structure of a usage-based user satisfaction measurement mechanism that meets the identified requirements be?</td>
<td></td>
</tr>
<tr>
<td>KP: What existing frameworks for user satisfaction known in the literature can be utilized?</td>
<td></td>
</tr>
<tr>
<td>DP: What measures are necessary to ensure that the solution will satisfy the requirements</td>
<td></td>
</tr>
<tr>
<td>A: Study the existing literature and discuss with experts the desired properties</td>
<td></td>
</tr>
<tr>
<td>A: Design and implement the prototype of the solution</td>
<td></td>
</tr>
<tr>
<td>RQ2 (KP): What is the reliability of usage-based measurement of user satisfaction?</td>
<td></td>
</tr>
<tr>
<td>KP: What is the repeatability of the results?</td>
<td></td>
</tr>
<tr>
<td>KP: What is the correlation between conventional star-ratings and ratings derived via usage-based measurement?</td>
<td></td>
</tr>
<tr>
<td>KP: What is the agreement between the two types of measurement?</td>
<td></td>
</tr>
<tr>
<td>A: Conduct controlled experiments</td>
<td></td>
</tr>
</tbody>
</table>
A: Perform the appropriate statistical tests on the results from the experiments, in order to solve the abovementioned knowledge problems

**RQ3 (KP): To what extent can usage-based measurement solve the inherent problems of opinion polling?**

KP: To what extent the proposed solution actually meets the identified requirements?

A: Conduct interviews with experts

A: Provide additional analytical reasoning

**RQ4 (KP): What factors will influence app developers’ decision to adopt usage-based measurement?**

KP: What adoption criteria are suitable for assessing the probability of adopting a novel method?

A: Study the existing literature

A: Conduct interviews with stakeholders, in order to determine the factors contributing to their decision to adopt the proposed solution for measuring user satisfaction.

<table>
<thead>
<tr>
<th>Research Questions</th>
<th>Chapters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chapter 1</td>
</tr>
<tr>
<td>Research Question 0</td>
<td>x</td>
</tr>
<tr>
<td>Research Question 1</td>
<td>x</td>
</tr>
<tr>
<td>Research Question 2</td>
<td></td>
</tr>
<tr>
<td>Research Question 3</td>
<td></td>
</tr>
<tr>
<td>Research Question 4</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1: Research design**

The rest of Chapter 1 discusses the academic and business contribution of this study. Chapter 2 informs the reader about existing relevant theoretical models and frameworks. Chapter 3 provides a detailed description of the proposed rating method. Chapters 4 and 5 discuss the design of the controlled experiments, the gathered and calculated data, as well
as the results from its analysis. Chapters 6 and 7 deal with the interview design, results and findings. Finally, Chapter 8 provides a summary of the overall findings and discusses the study limitations and suggestions for future research.

**Table 2** is designed to help the reader find where each of the research questions **RQ0–4** is discussed.

### 1.5. Contribution

**Academic relevance**

With the mobile app industry advancing in maturity and market significance, its distinctive peculiarities and differences with the broader concepts of information technology and information systems are becoming more and more apparent. Existing research in the field of mobile applications is scarce and focuses predominantly on studying the risks involved with mobile apps (problems related to security of personal information as well as to psychology and behavioural science - such as buying preferences of app users and decision-influencing factors.

Research studies [5, 6] attempt to understand and systematize app usage patterns, but in relation to factors other than user satisfaction.

There are studies [3, 4] that identify problems with the widely adopted app rating and reviewing methods, but no research targeted at validating the viability of any alternative methods seems to have been conducted.

Hopefully this research can spark enthusiasm for scientific validation of other possible solutions of the problem or further research on the discussed solution.

**Business relevance**

As already discussed the current situation with user satisfaction measurement is not ideal. The widely used methods suffer from inherent subjectivity and low participation rate. In addition these methods are prone to tampering and abuse from app users and app developers. Furthermore, the star rating system is being exploited for purposes other than its original intended purpose (as a marker of user satisfaction). As a result many developers
and users are suffering – the former from unfair competition and the latter – from lack of high quality feedback.

If the proposed alternative solution is found to be viable and capable of eliminating or minimizing the effects of the existing solution’s weaknesses, its chances of being widely adopted increase significantly. This can potentially lead to a win-win situation for all parties involved (except for the companies selling 5-star ratings to developers).
2. Theoretical background

This chapter summarizes existing theoretical models and frameworks found to be related to user satisfaction (in general and in the context of software systems and mobile apps in particular) and its connection with actual usage. These theories are taken into consideration when trying to answer **RQ1: What would the properties and structure of a usage-based user satisfaction measurement mechanism that meets the identified requirements be.** In addition, there is a section (2.3) that discusses adoption criteria for information technology methodology, which are utilized for answering **RQ4: What factors will influence app developers’ decision to adopt usage-based measurement.**

2.1. User satisfaction and relation to actual usage of software applications

The main research question **Can user satisfaction of mobile apps be measured based on actual usage rather than asking the user's opinion** implies that user satisfaction could be somehow proportionally related to actual usage of a mobile application. Bailey and Pearson ([12]) define satisfaction in a given situation as “the sum of one’s feelings or attitudes toward a variety of factors affecting that situation”. Therefore, it is defined as the sum of m users’ weighted reactions to a set of n factors.

\[
\text{Satisfaction} = \sum_{i=1, j=1}^{i=m, j=n} W_{ij}R_{ij}
\]

Where:

- \( R_{ij} \) - The reaction to factor \( j \) by individual \( i \).

- \( W_{ij} \) - The importance of factor \( j \) to individual \( i \).

This model suggests that satisfaction is the sum of one’s positive and negative reactions to a set of factors and allows for placing the feelings of individuals somewhere between a “most positive” and a “most negative” reaction. There are two central requirements for the implementation of this model. First, the set of factors comprising the domain of satisfaction
must be identified. Second, a method for scaling an individual’s reaction to those factors must be devised.

As far as the context of mobile applications and their users’ satisfaction is concerned, the purpose of this study is not to try to identify and weigh all relevant factors, but instead, to study the reliability of automatically measurable usage statistics as an indicator for user satisfaction. In other words, this research is exclusively focused on the relationship between user satisfaction in mobile apps and factors related to actual usage that are automatically measurable, while other possible satisfaction influencers remain beyond its scope.

Actual usage frequency and patterns might provide valuable insights on how satisfied a particular user is. For example, user session duration can directly or indirectly reflect the level of user satisfaction. However, depending on the category of the particular app and its main purpose, longer user session duration could be an evidence for either a relatively satisfied or a relatively unsatisfied user.

For example, for applications that are relatively small in terms of complexity and functionality and are time and performance-critical, such as a calculator app for instance, short usage time is actually desirable. Users of such applications expect the app to perform its calculations and deliver its content / results as fast as possible, thus letting them waste as little time as possible using the app and focus on other tasks.

On the contrary, for apps that are used primarily in one’s free time, such as games or magazine apps, longer user sessions will most probably be indicative of higher user satisfaction levels. If they find the content or the gameplay highly engaging and immersive, users could spend hours using the respective app.

Just like satisfaction is influenced by multiple factors with varying importance, usage of a software application is defined by several indicators (user session duration being one of them), which in the context of satisfaction in a certain app can also have varying importance.

Another well-known framework is the one developed by DeLone and McClean. DeLone and McLean’s Systems Success Model ([7]) has seen a wide adoption by other researchers, who have contributed to its validation and enrichment. Information systems use and user satisfaction are two of the six inter-related dependent variables contributing to information systems success. The model is presented on Figure 2.
They conceptualize use as: "frequency of use, depth of use, duration of use, appropriateness of use, system dependence, actual use, and self-reported use, among others" and argue that use and user satisfaction are closely inter-related. Positive experience with use inevitably leads to greater user satisfaction and similarly, increased user satisfaction raises the user’s intention to use which leads to increased actual usage of the information system. Other studies ([9], [10], [11]) which adhere to the ISSM model of DeLone and McLean examine and prove the association between use and user satisfaction.

![Figure 2: DeLone and McLean Information Systems Success Model, [7]](image)

When systemizing all research adhering, validating and contributing to their ISSM model, DeLone and McLean have come up with the following list of use determining factors (or metrics) [7], [20]:

- Frequency of use
- Time / duration of use
- Number of accesses
- Usage pattern
- Dependency
- Appropriateness of use

In the context of mobile applications, all of these metrics are relevant, but the last two (dependency and appropriateness of use) are hardly measurable without interviewing a representative enough percentage of the population of app users. As far as appropriateness
of use is concerned, even such a technique might suffer from insufficient reliability, because of the variance in user experience levels and the probability that for example, a significant part of the users of a particular app are not experienced enough to provide an adequate enough estimation of how appropriately they are using the app.

2.2. SERVQUAL or Gaps Model of service quality

SERVQUAL, also called Gaps model for evaluating service quality, which was authored by Zeithaml, Parasuraman and Berry in the 80s of the 20th century, is widely adopted as a tool for performing gap analysis of the quality of a service provided by a certain company against the customer expectations for the particular service ([21], [22]). In this model service quality is defined as the gap (the difference) between expected and perceived levels of service performance (GAP5 in Figure 3).

![SERVQUAL or Gaps Model](image)

**Figure 3: SERVQUAL / Gaps Model**

It could be said that the primary goal of any given mobile application is to deliver a certain service to its users. For example, an application could enable the user to solve a particular problem by providing a set of functionalities and tools and this is essentially a service.
Therefore, concepts from a model, set around service quality, as perceived by consumers, could be utilized for measuring user satisfaction in mobile apps.

Despite the fact SERVQUAL is widely embraced, there have been numerous reasons for criticizing it over the years (summarized by Francis Buttle [21]). One particular criticism is that “SERVQUAL is inappropriately based on an expectations-disconfirmation model adopted in the customer satisfaction literature rather than an attitudinal model of service quality. In this literature, customer satisfaction (CSat) is operationalized in terms of the relationship between expectations (E) and outcomes (O). If O matches E, customer satisfaction is predicted. If O exceeds E, then customer delight may be produced. If E exceeds O, then customer dissatisfaction is indicated.” Iacobucci et al ([23]) argue that there are conceptual and operational differences between service quality and customer satisfaction and conclude that the constructs “have not been consistently defined and differentiated from each other in the literature”, but suggest that the two constructs may be connected in a number of ways.

This criticism, however poses no obstacle for using the model in creating a model for measuring user satisfaction in mobile apps (described in Section 3.2), which provides the basis for the solution proposed in this study. In this model each usage metric is rated, based on the difference between expected and observed values of the respective metric.

2.3. IT methodology acceptance criteria

In regards to RQ4: What factors will influence app developers’ decision to adopt usage-based measurement, Riemenschneider et al. investigate the applicability of five theoretical models for individual acceptance of information technology tools in the context of acceptance of methodologies in [13].

The authors argue that in comparison with adopting an IT tool, adopting a method is usually more mandatory than voluntary and tends to be more radical than incremental. Across the five models (Table 3) they have identified four determinants of usage intentions as significant for the context of methodology acceptance in at least one model: usefulness (all
five models), subjective norm (TAM2\(^3\), TPB\(^4\) and MPCU\(^5\)), voluntariness (TAM2 and PCI\(^6\)), and compatibility (PCI).

The four constructs found to be significant by Riemenschneider et al. can be used as criteria for assessing the developers’ acceptance of the alternative app rating method proposed in this study. These criteria and their respective definitions are laid out in Table 4.

<table>
<thead>
<tr>
<th>Construct</th>
<th>TAM</th>
<th>TAM2</th>
<th>PCI</th>
<th>TPB</th>
<th>MPCU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usefulness</td>
<td>Usefulness</td>
<td>Usefulness</td>
<td>Relative Advantage</td>
<td>Attitude</td>
<td>Job Fit</td>
</tr>
<tr>
<td>Ease of Use</td>
<td>Ease of Use</td>
<td>Ease of Use</td>
<td>Complexity</td>
<td>Complexity</td>
<td></td>
</tr>
<tr>
<td>Subjective Norm</td>
<td>Subjective Norm</td>
<td>Subjective Norm</td>
<td>Subjective Norm</td>
<td>Social Factors</td>
<td></td>
</tr>
<tr>
<td>Affect</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Affect</td>
</tr>
<tr>
<td>Voluntariness</td>
<td></td>
<td>Voluntariness</td>
<td>Voluntariness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compatibility</td>
<td></td>
<td></td>
<td>Compatibility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result Demonstrability</td>
<td></td>
<td></td>
<td>Result Demonstrability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image</td>
<td></td>
<td></td>
<td>Image</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visibility</td>
<td></td>
<td></td>
<td>Visibility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived Behavioural Control - Internal</td>
<td></td>
<td></td>
<td></td>
<td>PBC - Internal</td>
<td></td>
</tr>
<tr>
<td>Perceived Behavioural Control - External</td>
<td></td>
<td></td>
<td>PBC - External</td>
<td>Facilitating Conditions</td>
<td></td>
</tr>
<tr>
<td>Career Consequences</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Career Consequences</td>
</tr>
</tbody>
</table>

Table 3: IT tool acceptance models and constructs, Riemenschneider et al. [13]

---

3 TAM – Technology Acceptance Model, F.D. Davis, 1989
4 TAM2 – Technology Acceptance Model 2, V. Venkatesh and F.D. Davis, 2000
5 TPB – Theory of Planned Behavior, I. Ajzen, 1985
6 MPCU – Model of Personal Computer Utilization,
7 PCI – Perceived Characteristics of Innovation, Moore and Benbasat, 1991
<table>
<thead>
<tr>
<th><strong>Criterion</strong></th>
<th><strong>Definition</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived Usefulness</td>
<td>The extent to which users believe that a method improve their job performance</td>
</tr>
<tr>
<td>Compatibility</td>
<td>The extent to which a method is compatible with existing norms or past experiences of potential users</td>
</tr>
<tr>
<td>Subjective Norm</td>
<td>The extent to which users think that people important to them (for example: colleagues, mentors, managers) would encourage them to adopt a method</td>
</tr>
<tr>
<td>Voluntariness</td>
<td>The extent to which users think that they will adopt a method voluntarily</td>
</tr>
</tbody>
</table>

Table 4: IT methodology acceptance criteria, Riemenschneider et al. [13]

2.4. Conclusion

In conclusion, the interrelation between usage and user satisfaction of software systems suggested by DeLone and McLean in their ISSM model has been examined and confirmed by other studies ([9], [10], [11]). This provides credibility to the notion that user satisfaction in mobile apps (which are essentially software systems) could be measured based on an examination of their usage patterns. Most of the usage determining factors identified by DeLone and McLean are automatically measurable and therefore – suitable as integral elements of an automatic system for rating user satisfaction, based on actual usage. In addition, Bailey and Pearson’s formulation of satisfaction and the gap between expected and perceived service in the SERVQUAL model by Zeithaml, Parasuraman and Berry are key concepts in the algorithm utilized by the alternative rating method proposed in this research. The algorithm is described in detail in the next chapter (Chapter 3). Finally, the work of Riemenschneider et al. which based on previous research, summarizes the criteria relevant for assessing adoption probability for IT methodologies will be used for determining the major influencers for adoption of the proposed alternative rating solution.
3. Proposed alternative solution for measuring user satisfaction

This chapter is among the chapters focused on answering **RQ1: What would the properties and structure of a usage-based user satisfaction measurement mechanism that meets the identified requirements be.** First of all, Section 3.1 summarizes the requirements that the proposed solution should fulfil. Secondly, unlike Chapter 2, which looks at what existing frameworks for user satisfaction can be utilized for proposing an alternative method for rating it, sections 3.2, 3.3 and 3.4 explain the hypothesis for the proposed solution’s underlying model - a summation model for measuring user satisfaction, based on automatically measurable usage metrics (which are listed and explained in Section 3.5) that was developed.

### 3.1. Identified requirements for an alternative solution

The main goal of this project is to propose a viable alternative method for rating user satisfaction in mobile apps. In order to achieve this, the underlying model of the proposed solution needs to satisfy a number of requirements. Before undertaking the process of developing a prototype of the alternative method, a series of short preliminary discussions with app developers and other domain experts have been conducted. The aim of these discussions was two-fold. First – to confirm the conclusions inferred from previous research ([3, 4]) and Internet sources [16, 17, 18, 19], that the major problems with the currently adopted conventional method for rating user satisfaction by manually submitted star ratings (discussed in detail in Section 1.1) are: rather low response rates, subjectivity and high tampering susceptibility. Thus providing an answer to **RQ0.** And secondly, to identify all the requirements that an alternative solution is supposed to meet.

The list of identified requirements as an outcome of these discussions is available in **Table 5.**

<table>
<thead>
<tr>
<th>ID</th>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Automation</td>
<td>The process for deriving the user satisfaction rating must require as little user and administrative input as possible</td>
</tr>
<tr>
<td>R2</td>
<td>Universal applicability</td>
<td>The rating method must be suitable for rating user satisfaction in broad range of mobile applications varying in purpose and</td>
</tr>
</tbody>
</table>
### 3.2. Model for rating user satisfaction in mobile apps

As mentioned in Section 2.1, just like according to Bailey and Pearson ([12]) satisfaction is influenced by multiple factors with varying importance; user satisfaction in applications is defined by several contributing factors, which in the context of satisfaction in a certain application can also have varying importance.

Therefore, when trying to come up with a model for rating user satisfaction in mobile apps, based on usage metrics, it might make sense to employ the weighted sum model template, just like Bailey and Pearson did for their satisfaction model. Therefore, in this thesis, the model defined by the following formula is used as a starting point. In order to try to answer RQ2, the reliability of this model is tested (in Chapter 5).

\[
User \text{ satisfaction}_i = \sum_{j=1}^{j=n} W_j R_j
\]

Where:

* **User satisfaction\(_i\)** = user satisfaction rating of mobile app \(_i\)
* \(R_j\) = the rating for usage metric \(j\)
* \(W_j\) = the importance (weight) of usage metric \(j\) for the level of user satisfaction in mobile app \(_i\)
* \(n\) = the total number of satisfaction related usage metrics
It is hypothesized that the metrics selected for the model (they are discussed in detail in Section 3.5) are of such nature, that they contribute to a unidimensional\(^7\) construct (user satisfaction).

Nowadays, for mobile apps, it is possible to measure the value of each usage metric that allows automatic gathering (the majority of metrics), for every single user using the app in a given time frame. As discussed in Chapter 4, this can be accomplished with several readily available usage analytics platforms, such as Google Analytics. Using such platforms, it is for example possible to say how many distinct users have used the app between 10:30 and 17:30 on 01.01.2014 and also for how long each user has interacted with the app within that time frame.

However there are usage metrics related to user satisfaction that are challenging or even impossible to measure automatically. Such a metric is retention rate, or the ratio between users who do not uninstall the app and continue using it and the total number of users who have downloaded the app. At the time of preparing this report, the most popular smartphone operating systems (iOS, Android and Windows Phone) as well as their corresponding app stores do not support automatic detection of the event in which a user of a certain app uninstalls the respective app. Usage analytics packages such as Google Analytics are unable to differentiate between a user who has uninstalled the application and one who has not opened the app for several days.

The usage metrics selected for the model for mobile apps user satisfaction and the reasons for their selection are discussed in more detail in Section 3.5.

### 3.3. Alternatives for calculating \(R_j\)

Several different approaches can be used for determining the rating for each individual usage metric \((R_j)\). The different alternatives, as well as their strengths and weaknesses are discussed in the following subsections.

\(^7\) Level of unidimensionality – the degree to which a set of independent variables actually measure a single common variable
3.3.1. Alternative 1

Probably the simplest way for calculating the rating for each usage metric ($R_j$) is to take the app having the highest value for the particular usage metric and use that value as “the best”, use the zero value as “the worst”, map the interval between “the best” and “the worst” value to a 1 to 5 star scale and rate each app, depending on its value of the respective usage metric.

Such a rating technique might be economical to implement and easy to comprehend, because it seems very logical, but it has several weaknesses. First of all, it is not universal (cannot be applied for all usage metrics for all kinds of applications). As already explained, higher values of certain usage metrics are not always positively correlated with higher levels of user satisfaction. Secondly, this technique is subject to high probability of successful tampering by using fake or emulated users. The tampering success level will depend only on the number of simultaneously active fake users the cheating entity can secure and the duration for which the fake users can be “using” the app, both factors being positively correlated with the cheating success rate. Therefore this alternative for calculating $R_j$ does not provide adequate levels of requirements R2 and R5 satisfaction.

Speaking about cheating success probability the question of averaging the value of each usage metric among all users of the app present for the measurement time frame comes up. If the value of the metric is distributed exponentially or in another non-linear way among users; and if there are cheating attempts, this most probably will be the case; the arithmetic average (the mean of the distributing) will be of little value. The median value will be much more representative as a statistical measure and will ensure higher robustness against tampering attempts, provided that the number of emulated users is sufficiently smaller than the number of real users.

3.3.2. Alternative 2

One alternative to the abovementioned technique for deriving the ratings for individual usage metrics, which is supposedly better in terms of universal applicability, reliability and anti-tampering robustness, involves once again averaging the value of the measured metric among users, but providing a rating that evaluates the proximity of this average value to an
expected or benchmark value for that metric. This implies that the resulting rating will be less than perfect, both in situations in which the measured value exceeds the expected value and situations in which the measured value is below the expected one (Figure 4). And the bigger the distance between both values is, the lower the resulting rating will be.

This technique is used in the prototype of the usage-based satisfaction rating system. The individual metrics’ ratings are calculated in the interval $[0.5 – 5.5]$ in order to allow for aggregating the produced ratings in equally sized 1-star slots. $[0.5 – 1.5]$ corresponds to 1 star, $[1.5 – 2.5)$ – 2 stars, $[2.5 – 3.5)$ – 3 stars and so on. A bell-shaped smoothing curve, imitating normal distribution, as the one shown on Figure 4 is applied for deriving the individual ratings. The ‘standard deviation’ used for the smoothing is set to $\frac{2}{3} E_i$ ($E_i$ is the ‘expected’ value for usage metric $i$). As a result, if for example the ‘expected’ value for a given metric is 100, and the actual value is 33.3 or 166.7, this will lead to a rating of 3.49 stars. If the actual value equals 0 or 200, the rating will be 2.08 stars and if it is ~330 and bigger, the rating will be 0.5 stars.

In a hypothetical future state of affairs in which the alternative rating system is adopted by the app stores, the system will have to provide them with the means for realistic estimation of the expected or reference value of each usage metric. The approach for obtaining a reference value for each metric named “micro benchmarking” and utilized in this thesis is explained in detail in the following subsection (3.3.2.1).
3.3.2.1. Micro benchmarking – a technique for deriving reference values for the usage metrics

Categorization of applications

Micro benchmarking relies on comparison of usage metric values exclusively among very similar apps. This technique will require dividing all existing and future applications in small enough categories or sub-categories. As a result of this division, all apps falling under a certain category have to share a single purpose and therefore - the same expected usage patterns. Such categorization will be much granular than the one currently in place at the app stores and unlike it, will most probably require a hierarchy consisting of two or more levels of sub-categories. An example for a small enough category of apps would be “clock apps” which would most likely be a subcategory of “tools”.

Making the changes in app stores category system user-visible will most probably be undesired, because of the unnecessary increase of complexity for users. But of course, it is possible to let the two categorizing systems coexist by keeping the old division as user-facing, while making the new division back-end exclusive.

Because all apps in a single category will be highly similar in terms of purpose and range of user-accomplishable tasks, it will be possible to use a single expected / benchmark value for each usage metric for all applications in the category.

Determination of the “best” app in a category

As far as realistically estimating the expected or benchmark level of the usage metrics is concerned, a good approach would be to determine the best performing application in the category and use its usage metrics values as a reference for calculating the ratings for the usage metrics for the remaining apps.

Then the question of how to determine the “best” application in a category comes up. Probably the easiest way would be to simply look at the number of downloads each app has at that moment of time and select the most downloaded app as the best on the grounds of the positive correlation that exists between the user satisfaction in an certain app and the user preference to favour it instead of its direct competitors.
Critique of the “best” in a category principle and improvements

Unfortunately, it is difficult, if not impossible to say with certainty what percentage of the user base has come to prefer an app after downloading and trying multiple alternatives. In addition, there is no guarantee that if a vastly superior alternative materializes at a later time for example, large numbers of previously highly satisfied users will not be tempted to try or even switch to the novel solution. Therefore the number of users that have been recently active (for example active in the past two weeks) is more reliable than the number of downloads as a dynamic measure of user satisfaction.

From another point of view, people are inherently change-resistive in general and will be reluctant to switch from something they highly enjoy using and are very familiar with to an alternative they have no experience with, regardless of how well it is received. Similarly to adopting new technology, a certain adoption curve is in place for every new application. That is why a situation in which a well-established application with a large number of currently active and very satisfied users competes with a relatively new application, currently in the initial stages of its adoption curve with a relatively small number of active users, who are however exceptionally satisfied with it is highly possible.

In order to account for the presence of adoption curves and to minimize their destabilizing impact on the accuracy of measuring user satisfaction with the number of currently active users, this number can be adjusted with a factor reflecting how long each application has been present on the market. Because exponential growth with comparable rate is observed both for smartphone adoption and for development of new mobile applications, the theoretical probability of a single user deciding to use a certain app instead of its competitors, provided that all apps in the category are theoretically equally good, remains relatively stable over time. Therefore the number of currently active users can be linearly adjusted (for example divided by) with the number of days that have passed since the initial release of the application.

Of course this technique is limited in its ability to reflect the changes in user satisfaction over the lifecycle of the application. For example a dramatic overhaul of the user interface could bring a marked increase of user satisfaction. This is why by default, the Apple app store displays only ratings and user reviews submitted for the latest available version of a particular app. For the same reason, when testing the hypothesis laid out in Section 3.2 by
applying the micro benchmarking rating technique on usage data from live applications, adoption curve adjustment has not been performed and instead, a distinction between different app versions has been made.

3.3.3. Alternative 3 – basic user satisfaction score

While the previously discussed alternatives for deriving individual metrics ratings are based around comparison between apps and setting reference values, for each usage metric based on that comparison, it is possible to define a user satisfaction construct that is calculated independently for each rated application and simply reflects all of the actual usage metrics values demonstrated by each app. This construct is called basic (internal) user satisfaction score and like the rating derived with micro benchmarking, adheres to the general hypothesis that user satisfaction can be measured by summing usage metric ratings (in this case transformed usage metrics actual values). The value of the basic user satisfaction score of application i for the measurement period k is defined as:

\[
Basic \ User \ Satisfaction \ Score_{ik} = \sum_{j=1}^{n} W_{buss_j} V_{jk}
\]

Where:

\( V_{jk} = \) the actual value of usage metric \( j \) for the measurement period \( k \)

\( W_{buss_j} = \) the basic user satisfaction score weight for usage metric \( j \)

Both alternative 2 and alternative 3 for deriving individual metrics ratings are utilized in this research and experiments in which both types of satisfaction ratings are calculated for live applications have been conducted (the experiments and their results are discussed in chapters 4 and 5). The purpose of these experiments is to try to validate the hypothesis defined in Section 3.2.

The following section explains what values has been used for the importance factors (weights) for the micro benchmarking ratings and the basic user satisfaction score throughout the experiments and why.
3.4. Importance factors (weights) - \( W_j \)

As mentioned earlier, an important goal of the user satisfaction model is to be universally applicable (R2). Despite the fact that it is logical for all apps in a micro benchmarking category to share the same expected / benchmark levels for the usage metrics, some usage metrics could be relevant only to some of the apps competing in a certain category. The importance of each usage metric \( (W_j) \) will be constant among all apps in a category, however metrics that are irrelevant for a certain app will have \( W_j = 0 \) for that particular app.

It is assumed that the importance of individual metrics for the overall user satisfaction in an app can vary depending on the category of the app. However the process of determining realistic weights for the usage metrics for different categories of apps is beyond the scope of this research project, because it would require processing the usage data of significantly larger number of mobile apps belonging to various categories. If the app stores adopt the rating system, it would make sense for them to define different weights for the usage metrics, based on on-going monitoring of the usage of all apps offered in the stores.

For the purpose of the experiments, for the micro benchmarking derived satisfaction rating calculations, all the participating metrics are equally weighted.

\[
W_1 = W_2 = W_3 = ... = W_n
\]

\( W_j \) = the importance (weight) of usage metric \( j \)

\( n \) = the number of participating usage metrics

And the sum of the all the weights equals 1 and this means that the combined user satisfaction rating derived via micro benchmarking varies between 0.5 and 5.5 stars like the individual metrics ratings (see subsection 3.3.2).

\[
\sum_{j=1}^{n} W_j = 1
\]

As far as the basic user satisfaction score is concerned, the need for a different way of weighing becomes apparent. This construct is essentially a sum of the usage metrics values. In order to compensate the fact that not all of the metrics are measured by using a single
unit (the list of usage metrics is available in the next section) and also to equalize the
collection of each metric towards the final basic user satisfaction score, a transformation
to the measured metric values is applied. The intervals, in which all of the usage metrics
values have fluctuated during the experiments’ duration, are transformed to the interval of fluctuation of the usage metric ‘Users’. Thus, a unique weight for each metric is derived. The
weight of metric j for the basic user satisfaction score is:

\[ W_{bus} = \frac{\max(M_j)}{\max(M_j)} S_j \]

Where:

\( \max(M_1) \) = the maximum observed value of the usage metric ‘Users’

\( \max(M_j) \) = the maximum observed value of the usage metric j

\( S_j \) = the sign of contribution of metric j to the basic user satisfaction score (can be either positive (1) or negative (-1))

\( S_j = 1 \) for \( j \in [1, 7] \)

\( S_j = -1 \) for \( j \in [8, 9] \)

It has been determined that, at least for the apps participating in the experiments, all
metrics besides ‘Exceptions per session’ and ‘Exceptions per hour’ are positively correlated
with user satisfaction and therefore for all of them \( S_j \) equals 1. For ‘Exceptions per session’
and ‘Exceptions per hour’, \( S_j \) equals -1.

### 3.5. Usage metrics

As stated before, the goal of this chapter is to acquaint the reader with the properties and structure of usage-based user satisfaction measurement mechanism that meets the requirements listed in Section 3.1. Now that the hypothesis that user satisfaction can be measured by summing the individual ratings of satisfaction-related usage metrics has been presented and the alternatives for obtaining the ratings for the individual metrics – discussed in the previous sections, the stage is set to introduce and discuss the actual usage metrics that have been selected to participate in the hypothesized model.
In order to meet the requirement of significantly higher participation rate than the conventional rating system (R4), the alternative solution for rating user satisfaction relies entirely on usage data that is automatically collectible by utilizing currently available technology. This decision results in added benefits – because the solution builds up on existing and widely available technology, this greatly reduces prototype development times and costs. In addition, because the proposed solution is highly automated (requirement R1 is satisfied), its adoption and maintenance costs are also significantly smaller in comparison with systems requiring a higher level of non-automated interaction.

The prototype of the solution (discussed in Chapter 4) uses data collected with Google Analytics as the basis for deriving its usage metrics. In Section 4.2 it is explained why Google Analytics was preferred instead of other existing alternatives. The selection of usage metrics chosen to participate in the user satisfaction model is limited by the capabilities of Google Analytics, which are extensive and satisfactory in the context of mobile apps. All of the metrics are logically related in one way or another to user satisfaction and it is possible to draw parallels between many of them and the use metrics identified by DeLone and McLean [7], [20].

In the remainder of this section, the nine metrics selected for the proposed solution are listed and explained. The list of selected metrics with their brief descriptions and calculation explanations is available in Table 6.

<table>
<thead>
<tr>
<th>Usage Metric</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>The absolute number of unique users who have interacted with the app at least once during the measurement period</td>
</tr>
<tr>
<td>Percent of returning users</td>
<td>The percentage of all users interacting with the app during the measurement period who have also interacted with it in a previous measurement period</td>
</tr>
<tr>
<td>Sessions per user</td>
<td>The average number of continuous interactions</td>
</tr>
<tr>
<td>Metric</td>
<td>Description</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Session duration (seconds)</td>
<td>The average duration of a user session in seconds</td>
</tr>
<tr>
<td>Screen views per session</td>
<td>The average number of unique screen views performed by an active user during a single user session</td>
</tr>
<tr>
<td>Purchases per user</td>
<td>The average number of in-app purchases made by an active user</td>
</tr>
<tr>
<td>Purchases per hour</td>
<td>The average number of in-app purchases made by an active user during an hour of interaction with the mobile application</td>
</tr>
</tbody>
</table>

*Usage-based measurement of user satisfaction in mobile applications*
3.5.1. Users

In a hypothetical situation of a perfect completion between two competing apps – both apps are very similar in purpose and types of tasks performable by users, both of the developers have dedicated equal marketing budgets for promoting their respective app and both apps are released on the market simultaneously; the number of active users should be applicable as a direct differentiator of user satisfaction. The app with which users are more satisfied should exhibit a higher number of active users.
The conditions of perfect competition predetermine that most users will initially try both applications and eventually settle with the one they enjoy using more than the other and effectively continue being active users of the app their more satisfied with.

As discussed in Section 3.3, micro benchmarking, the technique for deriving target values for the usage metrics, which relies on comparison among all directly competing apps, selects the application exhibiting the highest number of active users for the measurement period as the “best” in its category. According to the definition of this technique, the “best” app is going to receive maximum ratings for the metrics: Users, Percent of returning users, Sessions per user, Time between sessions, Session duration and Screen views per session. The respective metric ratings for the other competing apps are going to depend on the distance observed (how much higher or lower the metrics values exhibited by a competing app are than those exhibited by the “best” app. The reason for this decision is that although the abovementioned metrics are generally positively correlated with satisfaction, in certain situations and for certain categories of apps, this might not be the case. (See the following subsections for more details).

3.5.2. Percent of returning users

As mentioned in previous sections, current smartphone software technologies do not allow for automated measurement of retention rate – the percentage of users who do not uninstall and continue using an application they have previously installed.

Percent of returning users does not have exactly the same meaning as retention rate (see Table 6). It could be said that Percent of returning users has an advantage over retention rate – the former is actually able to reflect a continued user engagement with the respective app – it is based on a figure measuring the actual active usage. In contrast, as far as retention rate is concerned, the user may have not uninstalled a certain app and still never use it. In fact, some applications that come preinstalled by the handset vendors or network operators are non-removable (non-uninstallable). This phenomenon diminishes the reliability of retention rate as a measure of satisfaction, because it is always possible that users unsatisfied with the non-removable apps are enjoying alternative ones and never return to using the former.
A drawback of both retention rate and percent of returning users is that they are obviously also dependent on the number of users who install the application for the first time. This figure is hardly related to user satisfaction and reflects user expectations instead.

### 3.5.3. Sessions per user

This metric is a direct indicator of user engagement, which in turn is a component of user satisfaction. There should be a positive correlation between the two – more satisfied users are expected to actually use the application more often. However some types of applications are supposedly normally used more often than others on average. This is one of the reasons why segmenting all applications in concrete enough categories and applying the micro bechmarking technique is necessary prerequisite for using sessions per user as an adequate indicator of satisfaction.

Within Google Analytics all distinct user interaction events that have occurred within a distance in time less or equal to 30 minutes are counted towards a single user session (and effectively each subsequent event extends the duration of that session, while the first one is considered as the start of the session).

### 3.5.4. Session duration

Session duration could be different from sessions per user in terms of meaning, but it also reflects the level of user engagement.

Unlike sessions per user, which should always be positively correlated with satisfaction, there are certain categories of apps for which longer user sessions speak for not particularly satisfied users. Such types of applications are, for example ones that are supposed to improve productivity by allowing users to complete their tasks at hand as fast as possible, without sacrificing effectiveness.

### 3.5.5. Screen views per session

As the previous two metrics screen views per session could indicate the level of user engagement. For the three most popular smartphone operating systems (iOS, Android and
Windows Phone), screens can be considered as the highest-level building blocks of an application and most applications have several distinct screens. There is one notable exception – type of Android apps called “widgets” can have no screens in the classical sense. Upon placing these applications on the home screen of an Android device, their user interface becomes just a part of the whole user interface of the home screen providing the user with additional functionality.

While using an application the user navigates between its distinct views within the duration of a single session. It is difficult to say whether this metric is positively or negatively correlated with satisfaction. The answer to this question could be highly dependent on the category of the particular app. The user could be highly satisfied and because of that to view all of the available screens while using the app, or they could be wandering among the sea of available screens unable to easily find a specific functionality they are looking for. In both situations the value of this metric will be high, but the sign of correlation with user satisfaction will be different.

From another point of view, the average level of complexity exhibited by the apps in a category could be the main influencer of this metric (it should be normal for an app with a lot of screens to have a lot of screen views per session).

Despite the ambiguity of this usage metric and its questionable ability to account for the level of user satisfaction, from a scientific point of view, it will be interesting to compare its values among apps within the same category that rank highly and poorly in terms of user satisfaction.

**3.5.6. Purchases per user and Purchases per hour**

These metrics account for the willingness of users to spend additional money on items (in-app purchases) within an app they have already been using. This desire is positively correlated with satisfaction and it is not uncommon that users spend money on in-app purchases in order to express their gratitude and satisfaction to the developer of the app.

*Purchases per user* could be more meaningful for applications that have a single in-app purchase that is non-exhaustive, such as an in-app purchase that once bought by the user, unlocks all possible additional functionality forever. In such a case it is very close in meaning
to conversion rate, or the percentage of all users who have bought the paid version (the single in-app purchase).

*Purchases per hour* is more suitable for applications with a variety of available in-app purchases, which are predominantly consumable (exhaustive). An example for such an upgrade is additional fuel for a car racing game – once the additionally purchased fuel is depleted (consumed) the user has to purchase the same in-app purchase again if they want to continue playing.

Depending on the presence, number and nature of the in-app purchases available in a particular app, either one, both or none of the two importance factors - $W_{\text{Purchases per user}}$ and $W_{\text{Purchases per hour}}$ could be equal to zero. (See Section 3.2 for the meaning of the importance factors)

Because both of the purchase-related metrics are unconditionally positively correlated with satisfaction, when using the micro benchmarking technique, the reference values for these metrics are going to be equal to the highest ones exhibited among the apps competing in an app category. Therefore, as far as the purchase-related metrics are concerned, the “best” app in the category is not determined by looking at the number of the apps’ active users.

### 3.5.7. Exceptions per session and Exceptions per hour

Application crashes are always unwanted and undoubtedly their presence will affect satisfaction and usability negatively. Still they could be tolerable by some users, depending on the frequency of their occurrence.

The unhandled exceptions (crashes) are of course not a direct component of user behavior and usage patterns, but nevertheless they are triggered by or during a user’s interaction with the app in question. In addition, the fact that information about their occurrence is easily collectible and their obvious relation with satisfaction is a good enough reason to include these metrics in the model for rating user satisfaction.

*Exceptions per session* is more suitable for tracking unconditional crashes (crashes that occur in every single user session, regardless of external factors), while *Exceptions per hour* are
more suitable for measuring exceptions that occur on a seemingly random basis (such exceptions are usually triggered by rare combinations of preconditions).

Because the exception-related metrics are always impacting satisfaction negatively (user satisfaction and presence of unhandled exceptions are always negatively correlated), when using micro benchmarking, the “best” performing app in an app category in terms of exceptions is not the app with the highest number of active users. Instead, the target values for Exceptions per session and Exceptions per hour are going to be equal to the lowest ones exhibited by an app in the category.

### 3.6. Conclusion

In conclusion, taking into account existing theoretical frameworks and the list of requirements for an alternative user satisfaction rating method, it is hypothesized that a single measure for user satisfaction in mobile apps could be defined as the weighted sum of individually rated, automatically measurable usage metrics. In addition, it is proposed that the individual ratings for each metric can be obtained via a comparison among directly competing apps. The validity of this hypothesis is tested with quantitative research (controlled experiments, discussed in Chapter 4 and Chapter 5) and qualitative research (interviews, discussed in Chapter 6 and Chapter 7).
4. Prototype system for rating user satisfaction and live experiments

4.1. Introduction

As mentioned in Chapter 1, an important goal of this research is to test the hypothesis laid out in Section 3.2 (that user satisfaction in mobile apps can be measured by weight-summing the individual ratings for several usage metrics⁸) by conducting live experiments with real-world mobile apps.

Testing the hypothesis with usage data from real apps requires building a prototype system that tracks the usage of the observed apps and continuously rates user satisfaction in them by using the proposed model for rating user satisfaction (the model is explained in Section 3.2). The aim of the current chapter is to acquaint the reader with details about the prototype system that has been developed, the reasoning behind key decisions for its design, as well as to provide information about the conducted live experiments. The next chapter (Chapter 5) acts as a summary of the experiments’ results and the key findings.

In order to significantly reduce the necessary development effort and to allow the research project to fit in the usual time frame for a master’s thesis project, it has been decided to use existing tools and technology as much as possible, instead of developing the entire prototype from scratch. The following section describes an existing usage measurement platform (Google Analytics), which was selected as a basis for developing the prototype system.

4.2. Selecting Google Analytics as a basis

In the past few years the market has seen the rise of a number of web-based services offering mobile app usage tracking. One of them – Google Analytics – has undergone several major revisions and has reached maturity. Unlike some of its competitors, it was originally developed for tracking web sites and this provides two advantages. First of all, it has a large

---

⁸ The usage metrics selected for the user satisfaction model are described in detail in Section 3.5.
established community of web site developers using it and secondly, the transition from using the web site tracking service to using the app tracking one is straightforward.

In addition, unlike competing solutions, Google Analytics provides a comprehensive set of APIs\(^9\), specifically designed for allowing third-party developers to extend Google Analytics’ existing functionality. This API covers a function of vital importance for the development of a prototype user satisfaction rating system – it allows for simultaneous automated and systematic (in regular time slots) tracking of the usage patterns and behaviours of practically unlimited number of mobile apps, developed by different app developers.

Unlike Google Analytics, many of its alternatives, such as Mixpanel and KISSmetrics are more personalized solutions that require extensive customization, specific for every single tracked application. What is more, these solutions focus mainly on tracking user-produced actions or events, such as button clicks (highly application specific), while disregarding the collection of some more general types of usage data, such as session duration. Both of these circumstances hamper their applicability for a universal solution.

Because of the advantages Google Analytics has over competing platforms (third-party extendibility and focus on usage metrics that are universally traceable among apps, this platform has been selected as a raw usage data provider for the prototype of the system. As a result all applications that have integrated the Google Analytics app tracking solution (as of October 2014 Google Analytics app tracking is offered for Android, iOS and Windows Phone) could potentially be tracked and user satisfaction in them – rated with the proposed prototype system. However, in order to be granted access to a particular app’s usage data, the prototype needs the app’s owner’s explicit permission.

However, Google Analytics is not without drawbacks. Despite its flexibility, it is not possible for third parties to extend or alter the core functionality of the usage tracking service (that is not possible with any of Google Analytics’ direct competitors either). Therefore the selection of usage metrics that the prototype can employ for its user satisfaction rating algorithm is limited by the list of raw usage data units already offered by Google Analytics. Despite the fact that this limitation implies a somehow compromised solution, after careful examination of the possible usage metrics, it was concluded that Google Analytics allows for an adequate

---

\(^9\) API – Application Program Interface - a set of routines, protocols and tools for building software applications
list of usage metrics related to user satisfaction. One notable exception is however ‘retention rate’ which is not directly measurable with Google Analytics. Combining the two available metrics: ‘Users’ and ‘Percent of returning users’, however, produces a construct that is close in meaning to ‘retention rate’ (see subsection 3.5.2 for more details). The complete list of usage metrics selected for the user satisfaction model is discussed in detail in Section 3.5 and the model itself – in sections 3.2, 3.3 and 3.4.

4.3. Prototype system for rating user satisfaction

The prototype of the system is built as a scalable cloud-based web application. Although for the purpose of this study the usage of a limited number of mobile apps is tracked, the prototype’s architecture and implementation would allow for simultaneous tracking of hundreds or thousands of apps without additional optimizations. The user interface allows participating app developers to:

1. Register and provide access to their Google Analytics data
2. Visualize and regularly monitor the values of the 9 satisfaction related usage metrics
3. Visualize and regularly monitor the resulting overall user satisfaction rating as well as the rating for each individual metric

Screenshots of the prototype system demonstrating the latter two activities are available in Appendix 1 (Figure 11 and Figure 12).

In the background, on a daily basis, at a defined time, the web application:

1. Queries Google Analytics for the raw usage data of each participating app, corresponding to the previous day
2. Calculates the respective values of all usage metrics. Table 6 in Section 3.5 describes how raw usage data, coming from Google Analytics, is transformed in order to produce the usage metrics
3. Based on comparison of the usage metrics’ values among the participating apps, calculates a rating for each metric for each application as well as an overall user satisfaction rating for each app
4. Stores the raw usage data, the metrics’ values and the corresponding ratings in a database, in order to allow for convenient data visualizations and execution of statistical tests

4.4. Experiments description

To test the hypothesis introduced in the previous chapter, experiments using the prototype described above have been conducted. In these experiments, the prototype tracks the usage and calculates the user satisfaction ratings of 2 applications on a daily and weekly basis between the 8th of May 2014 and the 5th of October 2014. The rating calculations are based around the hypothesis for a usage-based user satisfaction rating algorithm laid out in Section 3.2. More specifically, two types of user satisfaction ratings are calculated (satisfaction rating derived via micro benchmarking (described in subsection 3.3.2) and basic user satisfaction score (described in subsection 3.3.3)).

The comparison of usage data exclusively among apps belonging to a single category is an essential prerequisite for obtaining user satisfaction ratings based on the micro benchmarking technique. For that reason, the tracked apps belong to a single category - both of the participating applications can be broadly categorized as ‘app widget’ apps or ‘app widget-related’ apps for Android-based mobile devices. However, this is not required for deriving the basic user satisfaction score, because its calculation is entirely dependent on data belonging to the application being rated (it does not depend in any way on the usage of competing applications).

It should be noted that the category of apps selected for the experiments might turn out to be ‘too broad’ in the long term, as different types of app widget apps could be used quite differently, depending on the type of content they serve. Further research is necessary in order to answer with certainty the question whether further segmentation within the category of app widget and app widget-related apps is necessary.

By downloading and using either one of the participating applications, its users effectively give their consent to the respective app’s privacy policy. Both apps’ privacy policies inform

---

10 App widget Android apps are mobile applications for Android-based mobile devices, which include application views that can be embedded in other applications (such as the home screen application) and whose content is periodically updated.
the users that usage data is being collected and that the data collected contains no identifiable information. The absence of such information guarantees that security of sensitive private user details remains intact and prevents establishing a link between a unique individual and certain app usage patterns.

The conduction of the experiments has not interfered with the normal life cycle of the participating apps – the update schedule of the apps has not been affected by the experiments.

The following section is dedicated to providing brief background information about the applications selected for the experiments. Each application is described in its own subsection.

4.5. Participating applications – general information

4.5.1. Application 1 (Clock widget)

The first application is a clock app widget whose initial version has been released in May 2012 and has reached relative maturity by the start of the experiment. It has seen rapid development throughout the second half of 2013 and the first quarter of 2014 – several new versions have been released in that period, with each subsequent one introducing improvements and adding new functionality. Due to this development, the app has seen a sharp increase in popularity – on each day in the experiment’s duration the presence of more than ten thousands new users have been observed. The app includes a single one-time in-app purchase, which once bought by the user, unlocks additional functionality and removes advertisements forever.

Usage tracking for this application has started with the release of a new (major) version of the app on 8\(^{th}\) of May 2014\(^{11}\) and during the experiment one additional version (mostly bug-fixing oriented) has been released – on 29\(^{th}\) of May 2014.

---

\(^{11}\) According to the Google Play app store, as of 1\(^{st}\) of June 2014 49.29% of all active users are using a version of the app that includes usage tracking code, as of 30\(^{th}\) of September 2014, this figure is 81.81%
Because this application is distributed via the Google Play app store, data for star ratings submitted by its users is accessible and included in this research (the comparison between conventional and alternative user satisfaction ratings is summarized in Chapter 5).

### 4.5.2. Application 2 (Launcher)

This application is a home replacement\textsuperscript{12} application for Android whose latest version has been released in mid 2013 in an Android enthusiast web forum. Earlier versions have been released in previous years, but due to the amount of rework involved in each subsequent major version, the major versions can safely be considered separate products.

Probably partly due to the nature of distribution (outside the mainstream Google Play app store), this app has a significantly smaller (than application 1), but very loyal user base. A slight decline in active users has been observed for the past several months and perhaps this is caused by the relatively prolonged lack of updates and the fierce competition in the specific market segment.

This application contains no in-app purchasable unit and therefore lacks any data for the purchase related usage metrics. For that reason those usage metrics are completely excluded from the alternative rating calculations.

The owner of the application has integrated Google Analytics and has been tracking the usage data since 2013 (way before the start of the experiments).

Because this application is not available in any app store, no mechanism for user-submitted star ratings for it exists. Hence, this application cannot contribute to the comparison of the alternative satisfaction rating method with the conventional (star) rating method.

### 4.6. Conclusion

To sum up, the prototype of the system builds upon Google Analytics to create a scalable web application that rates mobile applications by using the algorithm outlined in Section 3.2.

\textsuperscript{12} Home replacement Android app – an application used as an alternative home screen application. Such applications hold app widgets and app shortcuts
With the help of the prototype, experiments with two apps have been conducted, for which user satisfaction ratings using the micro benchmarking technique and basic user satisfaction scores have been calculated.

The complete analysis of the data collected for the usage metrics of the tracked applications, as well as the calculated user satisfaction ratings and basic user satisfaction scores, comparison with conventional star ratings received for the duration of the experiments is available in Chapter 5. That chapter also discusses of the validity and reliability of the hypothesis laid out in Section 3.2, as well as the replicability of the experiments and the resulting findings.
5. Experiments data analysis

5.1. Introduction

As discussed in Chapter 4, with the help of the prototype of the proposed usage-based rating system, experiments with two applications have been conducted between the 8th of May 2014 and the 5th of October 2014. The purpose of the experiments is to track the usage, calculate usage-based user satisfaction ratings of the participating apps and ultimately, after analysing the results and performing statistical tests, try to answer RQ2: What is the reliability of usage-based measurement of user satisfaction.

The following section focuses on summarizing the usage data collected throughout the experiments. In addition, the weekly fluctuations of the metrics are provided in tabular form.

5.2. Usage data summary

Application 1 - general usage information:
Total number of users (between the 8th of May 2014 and the 5th of October 2014): 2420272
Average number of daily active users: 44242 (minimum: 24123, maximum: 58579)
Average number of new users per day: 16039 (minimum: 13863, maximum: 24120)

Application 2 - general usage information:
Total number of users (between the 8th of May 2014 and the 5th of October 2014): 25535
Average number of daily active users: 2361 (minimum: 2237, maximum 2513)
Average number of new users per day: 147 (minimum: 113, maximum 188)

Visual representations of the daily and tabular representation of the weekly values of all usage metrics participating in the usage-based user satisfaction rating algorithm (described in Chapter 3) for the observed applications are available in Appendix 2.

The following section includes visual representations of the daily values of: the user satisfaction rating calculated by using micro benchmarking (described in subsection 3.3.2) and the basic user satisfaction score (described in subsection 3.3.3) for both of the participating applications as well as the conventional star rating of application 1 submitted by users in the Google Play store.
5.3. Conventional and alternative user satisfaction ratings

The satisfaction ratings data is divided in subsections corresponding to each tracked application.

5.3.1. Application 1

![Conventional star rating - daily average](image)

Figure 5: Application 1 - Conventional star rating, daily average
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5.3.2. Application 2

Figure 8: Application 2 - Basic user satisfaction score

Figure 9: Application 2 - User satisfaction rating (micro benchmarking)
5.4. Data analysis

The main goal of the experiments with live applications is to test the validity of the hypothesis for a model for rating user satisfaction in apps based on usage metrics (presented in sections 3.2, 3.3 and 3.4) with quantitative data and to try to provide an answer to RQ2: **What is the reliability of usage-based measurement of user satisfaction.**

Because both the user satisfaction rating derived with micro benchmarking and the basic user satisfaction score are based around a summation model that produces a single dependent variable (construct) as an arithmetic sum of transformed independent variables, it has been decided that Cronbach’s Alpha test [27] is to be performed on the two types of calculated ratings, in order to test the reliability\(^{13}\) of the proposed alternative rating method as well as the unidimensionality of the two constructs.

In addition, for application 1, the derived alternative user satisfaction ratings are compared with the conventional star ratings, because data for the latter it is available for that application. Besides basic correlation tests between conventional and alternative satisfaction ratings, a Bland-Altman test [28] is performed in order to test the agreement between them.

The results from the abovementioned statistical tests as well as comments about the distributions of the usage metrics are presented in the remaining subsections of this chapter.

5.4.1. Application 1: Usage metrics data analysis

Looking at the data presented in subsection 10.2.1, it can be noted that application 1’s number of active users has gradually increased from around 24000 to around 58000, while the percent of returning users has increased from 0% to around 70% and has levelled off once this value has been reached. The latter phenomenon can be explained with the fact that when usage tracking for this app has started (on 8\(^{th}\) of May 2014) and for quite a while after that, the majority of the active users had not upgraded to the latest version of the app yet and therefore their usage of the app is not accounted for, because earlier versions had not included usage-tracking code.

\(^{13}\) Dr. Joost Schalken-Pinkster has recommended the Cronbach’s Alpha test as “suitable statistical” test for testing the reliability of the basic user satisfaction score and the satisfaction rating derived via micro benchmarking.
The release of a subsequent version of the app (on 29th of May 2014) has resulted in a sharp increase in the number of unhandled exceptions, because this version has introduced a new relatively frequently appearing software bug. This new release also has lead to a temporary increase in the number of sessions per user (by 5.5%) and the number of purchases per user (by 25%). However it cannot explain the sudden increase in the average session duration (by more than 30%) and the number of screen views per session (by 7.5%) that has occurred about three weeks later.

5.4.2. Application 2: Usage metrics data analysis

The data in subsection 10.2.2 shows that throughout the duration of the experiment with application 2, that application has gradually lost about 4% of its initial daily active user base (2500), although this figure has partially recovered in August and September 2014. The percent of returning users has fluctuated regularly between 92% and 95%.

A seemingly unexplainable 8% drop in the average number of sessions per user per day has been observed around 17th of June 2014. This event also coincides with an increase in the average user session duration by about 10%.

Screen views per session have regularly fluctuated with +-10% around the value of 2. Meanwhile the amount of unhandled exceptions has remained relatively stable, but isolated occurrences of values about 4.5 times higher than the average are observed on 12th of June and 12th of September 2014.

5.4.3. Application 1: Statistical tests results

*Cronbach’s Alpha test of the basic user satisfaction score of application 1*

Cronbach’s Alpha has been calculated for the basic user satisfaction score of application 1 with several different sets of conditions – daily and weekly calculation of the basic user satisfaction score, several different sets of participating usage metrics, two different experiment durations (08.05.2014 – 05.10.2014 and 01.06.2014 – 05.10.2014). The condition sets with the corresponding Alpha values are provided in Table 7.
The second experiment duration (01.06.2014 – 05.10.2014) has been added in order to try to tackle the negative effects (such as the severe increase in unhandled exceptions) from releasing a newer version of Application 1 on the 30th of May 2014. It is clearly visible in Table 7 that when data for both versions of the app is included and the exception-related metrics participate in the basic user satisfaction score calculation, Alpha values are very low (even negative).

<table>
<thead>
<tr>
<th>Experiment duration</th>
<th>Measurement period</th>
<th>Included 9 usage metrics</th>
<th>All metrics, besides purchase-related</th>
<th>All metrics, besides purchase-related &amp; exception-related</th>
<th>All metrics, besides exception-related</th>
</tr>
</thead>
<tbody>
<tr>
<td>08.05.2014 to 05.10.2014</td>
<td>1 day (daily)</td>
<td>-0.27</td>
<td>-0.13</td>
<td>0.54</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>1 week (weekly)</td>
<td>-0.70</td>
<td>-0.57</td>
<td>0.66</td>
<td>0.46</td>
</tr>
<tr>
<td>01.06.2014 to 05.10.2014</td>
<td>1 day (daily)</td>
<td>0.64</td>
<td>0.79</td>
<td>0.52</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>1 week (weekly)</td>
<td>0.71</td>
<td>0.84</td>
<td>0.63</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 7: Application 1 – Cronbach’s Alpha (Basic user satisfaction score)

On the contrary, when data collected before the 1st of June 2014 is discarded, Cronbach’s Alpha values are quite high for basic user satisfaction scores calculated using all 9 usage metrics and even higher (above 0.7) when the in-app purchase-related metrics are excluded from the calculation. Such Alpha values are generally considered an evidence for high reliability and unidimensionality of the tested construct.

It can be speculated that the slightly lower Alpha values for the situations when the in-app purchase-related metrics are present in the calculation are due to the fact that user willingness to pay for in-app purchase units is more loosely related to user satisfaction than the rest of the usage metrics. The data shows (see Figure 18 in Appendix 2) that despite the popularity of application 1, no more than 1% of its users buy the only offered in-app purchase. In addition, at the moment of preparing this document, Google Play still does not offer paid apps and in-app purchases to users in some countries [29], therefore users of the app residing in those countries are unable to buy the in-app purchase even if they intended to.
**Cronbach’s Alpha test of the user satisfaction rating derived from micro benchmarking**

Cronbach’s Alpha has been calculated for the alternative user satisfaction ratings of application 1, derived from comparison between the participating apps (micro benchmarking) for the duration (08.05.2014 – 05.10.2014) and the resulting **Alpha value is 0.44**. When the test is performed for the shorter period (01.06.2014 – 05.10.2014), Alpha is basically equal to zero, because in that period the rating from micro benchmarking as well as the sub-ratings for the usage metrics are virtually constant. Discarding the in-app purchase related metrics, as in the case of testing the basic user satisfaction score barely affects the Alpha value, because the variance in these metrics is equal to zero.

Alpha value of 0.44 is too low to prove the reliability and unidimensionality of the satisfaction rating derived from micro benchmarking. The reasons for the disappointing results could be:

1. The rather small number of applications participating in the experiments – resulting in hardly any change in the sub-ratings for many of the usage metrics
2. The selected category of apps for the experiments is too broad – the difference in the values of some of the metrics between the participating apps is so large, that it automatically results in extremely low or extremely high sub-ratings for those metrics

**Agreement between the conventional satisfaction ratings and the basic user satisfaction score**

In order to compare the basic user satisfaction and the conventional star rating, the correlation between the two measures for application 1 has been calculated for a daily and weekly basis. The calculations have been made for two measurement durations (08.05.2014 – 05.10.2014 and 01.06.2014 – 05.10.2014) and the results are shown in **Table 8**.
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Table 8: Application 1 - Correlation between conventional rating and basic user satisfaction score

<table>
<thead>
<tr>
<th>Experiment duration</th>
<th>Measurement period</th>
<th>All 9 usage metrics</th>
<th>All metrics, besides purchase-related</th>
</tr>
</thead>
<tbody>
<tr>
<td>08.05.2014 to 05.10.2014</td>
<td>1 day (daily)</td>
<td>-0.11</td>
<td>-0.12</td>
</tr>
<tr>
<td></td>
<td>1 week (weekly)</td>
<td>0.13</td>
<td>0.16</td>
</tr>
<tr>
<td>01.06.2014 to 05.10.2014</td>
<td>1 day (daily)</td>
<td>-0.17</td>
<td>-0.12</td>
</tr>
<tr>
<td></td>
<td>1 week (weekly)</td>
<td>0.15</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Figure 10: Application 1 - Basic user satisfaction score versus conventional star rating - Bland-Altman plot
Both constructs are rather weakly correlated. The highest measured positive correlation (0.25) is present for weekly measurement in the period 01.06.2014 – 05.10.2014. The weak correlation is not necessary a bad thing – the manually submitted ratings for application 1 are suffering from at least one of this method of rating’s inherent problems (discussed in Section 1.1). Out of the 2420272 unique users active between 08.05.2014 and 05.10.2014, just 3685 have submitted a rating in the app store.

Besides correlation, the agreement between conventional star ratings and the basic user satisfaction score has been determined for application 1 by using the Bland-Altman test. The resulting Bland-Altman plot is show on Figure 10.

Because the basic user satisfaction score is virtually an uncapped measure (its value can grow to hundreds of thousands or more (see subsection 3.3.3 for its definition)), for this test its calculated values have been transformed from the range [183579 – 285356] to the observed range of the conventional ratings ([3.97 – 4.52]).

As it can be seen on Figure 10, in more that 95% of the cases, the transformed basic user satisfaction score is either higher than the corresponding star rating by no more than 0.3 stars or lower by no more than 0.25 stars and on average it is about 0.05 stars higher than it.

5.4.4. Application 2: Statistical tests results

Cronbach’s Alpha test of the basic user satisfaction score of application 2

Cronbach’s Alpha has been calculated for the basic user satisfaction score of application 2 with several different sets of conditions – daily and weekly calculation of the basic user satisfaction score; two different sets of participating usage metrics\textsuperscript{14}; two different experiment durations (08.05.2014 – 05.10.2014 and 17.06.2014 – 05.10.2014). The second duration was added in order to diminish the influence of a sudden unexplainable change in the average session duration and average number of sessions per user since 17\textsuperscript{th} of June 2014. It should also be noted that the dates of 12\textsuperscript{th} of June and 12\textsuperscript{th} of September 2014 have been deliberately excluded from the calculation. They are considered outliers because of the

\textsuperscript{14} Neither of the two sets of participating usage metrics include the in-app purchase-related metrics, because this application contains no in-app purchases
exceptionally high number of exceptions occurring on these dates. The condition sets with the corresponding Alpha values are provided in Table 9.

<table>
<thead>
<tr>
<th>Experiment duration</th>
<th>Measurement period</th>
<th>Included usage metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>08.05.2014 to 05.10.2014</td>
<td>1 day (daily)</td>
<td>All metrics, besides purchase-related</td>
</tr>
<tr>
<td>08.05.2014 to 05.10.2014</td>
<td>1 week (weekly)</td>
<td>All metrics, besides purchase-related &amp; exception-related</td>
</tr>
<tr>
<td>17.06.2014 to 05.10.2014</td>
<td>1 day (daily)</td>
<td>0.60</td>
</tr>
<tr>
<td>17.06.2014 to 05.10.2014</td>
<td>1 week (weekly)</td>
<td>-0.91</td>
</tr>
<tr>
<td>17.06.2014 to 05.10.2014</td>
<td>1 day (daily)</td>
<td>0.58</td>
</tr>
<tr>
<td>17.06.2014 to 05.10.2014</td>
<td>1 week (weekly)</td>
<td>-0.59</td>
</tr>
</tbody>
</table>

Table 9: Application 2 - Cronbach's Alpha (Basic user satisfaction score)

The observed values of Cronbach’s Alpha are relatively high (although slightly below 0.7), especially for the duration 17.06.2014 - 05.10.2014. Such Alpha values contribute to the hypothesis that the basic user satisfaction score is a unidimensional construct.

*Cronbach’s Alpha test of the user satisfaction rating derived from micro benchmarking*

Cronbach’s Alpha has been calculated for the daily calculated alternative user satisfaction ratings of application 2 derived from micro benchmarking in the category for the duration (08.05.2014 – 05.10.2014) with resulting **Alpha value = -0.05** and for the duration (17.06.2014 – 05.10.2014) – **Alpha = 0.42**.

Alpha value of 0.42 is too low to prove the reliability and unidimensionality of a satisfaction rating derived from micro benchmarking. The reasons for the unsatisfactory results, as mentioned in subsection 5.4.3 could be the insufficient number of apps in the experiments and too broad boundaries of the selected app category.

**5.5. Conclusion**

In conclusion, from the results of the conducted experiments it can be inferred that the reliability of the basic user satisfaction score as a measure for satisfaction is high. The same conclusion cannot be made about the rating derived from micro benchmarking, at least not from the conducted experiments alone. The basic assumption behind this idea – that all, or
sufficiently high number of apps in a category have to be compared in order to produce a satisfaction rating is not accomplished – the number of conducted experiments is simply too low. In addition subsequent research seems to be necessary for determining the app category boundaries, which are essential for the method of micro benchmarking.

The following chapters (6 and 7) focus on the interviews conducted with app developers in order to determine the factors influencing app developers’ decision to adopt the proposed alternative rating method as well as to assess the extent to which the novel rating method would be superior to the conventional rating method, in terms of participation rates, subjectivity and tampering susceptibility.
6. Adoption probability assessment – interviews

6.1. Introduction

Within the context of the engineering cycle, as defined by Wieringa [2], RQ2: *What is the reliability of usage-based measurement of user satisfaction* and RQ3: *To what extent can usage-based measurement solve the inherent problems of opinion polling* belong to the solution validation stage, while RQ4: *What factors will influence app developers’ decision to adopt usage-based measurement of user satisfaction* relates to the implementation evaluation stage (Figure 1). While quantitative research has been applied for answering RQ2 (discussed in detail in chapters 4 and 5), the qualitative approach has been selected for RQ3 and RQ4. More precisely, a series of interviews with app developers has been conducted in order to obtain answers to those questions.

This chapter is designed to present the interview design and provide the reasoning for its selection.

6.2. Qualitative research

The qualitative approach has been selected for research questions RQ3 and RQ4 for the following reasons. First of all, the decision to either adopt or not a certain methodology is influenced by subjective factors. Such a decision is rather personal and could reflect the decision maker’s beliefs, emotions and feelings towards the methodology. Secondly, the quantitative data, collected throughout the experiments described in chapters 4 and 5 is of little use when attempting to answer RQ3. An actual assessment of the impact of adopting usage-based measurement of satisfaction in apps on participation rates, subjectivity and tampering susceptibility would only be possible once a significant percentage of apps have been continuously rated using the new method. Because this goes beyond the scope of the current study, it has been decided that expert interviews could instead serve valuable insights for RQ3.
6.3. Interview design

For preparing the interview questions, the findings of Riemenschneider et al. regarding criteria for acceptance of a novel information technology methodology [13] (see Section 2.3) are closely followed. The authors’ work focuses on investigating five existing IT tool acceptance models and their applicability for methodology acceptance. The criteria found to be significant for methodology acceptance include: perceived usefulness, compatibility, subjective norm and voluntariness. These constructs are explained in Table 4 in Section 2.3 and act as basis for preparing the interview design.

The interview design consists of three distinct parts:

1. Introductory (general) questions,
2. Explanation and demonstration of the developed prototype rating system and feedback (including focus on the ‘Perceived usefulness’ construct and juxtaposition between the traditional and the alternative method for user satisfaction rating)
3. Questions related to other acceptance influencers (including focus on the constructs ‘Compatibility’, ‘Subjective norm’ and ‘Volunatariness’)

The interview design is available in Table 10.

<table>
<thead>
<tr>
<th>Adoption of usage-based measurement of user satisfaction – Interview design</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Introductory (general) questions</strong></td>
</tr>
<tr>
<td>- For how long have you/your company been developing mobile apps?</td>
</tr>
<tr>
<td>- Which platforms are you developing apps for? (iOS - iPhone, iOS - iPad, Android, Windows Phone)</td>
</tr>
<tr>
<td>- How popular are your apps? How many downloads and active users do your app(s) have?</td>
</tr>
<tr>
<td>- What per cent / how many of your users have rated your app(s) and are you actively asking your users to rate them from within the app(s)?</td>
</tr>
<tr>
<td>- How satisfied are they with the app(s) on average (what is the average star rating) and what are in your opinion the reasons for this rating?</td>
</tr>
<tr>
<td>- Do you believe the star rating of your app(s) is representative enough of how the bulk of your user base feels about your app(s)?</td>
</tr>
</tbody>
</table>
- In your opinion, how important is the star rating for the overall success of an app and your app(s) in particular?

- To what extent do you think the star rating system is fair?

**Explanation and demonstration of the system and feedback**

- Are you familiar with and are you using Google Analytics or another analytics suite in order to increase your awareness of how your users interact with the app(s)?

  *(if necessary, explain in detail)*

*(Explain the main idea behind this project, including the expected advantages of the proposed new rating method over the conventional star rating system;)*

*Explain how the prototype works and how it is going to (hypothetically) work if widely adopted by app stores and developers;*

*Demonstrate on a laptop the basic workflow that an app developer follows when using the prototype system;*

*If necessary, explain and demonstrate in detail the process of fulfilling the main prerequisite - integrating the Google Analytics library and adding the tracking source code;*

*Explain that in a hypothetical state of wide adoption, the app store owners / Google / Apple will be interested in simplifying or even completely eliminating this step)*

- In your opinion, to what degree can this new methodology solve the inherent problems of manual star ratings (subjectivity, low response/participation rates, susceptibility to tampering and abuse)?

- To what extent, can it hypothetically coexist with the conventional rating system? Can/should the star ratings be eventually phased out?

- Do you expect the adoption of the new system to introduce a different kind of problems? Please elaborate.

- Do you foresee any benefits ensuing from this adoption?

- Can you provide a rough estimation of the additional effort and respective costs you / your organization will have to incur in order to adopt the new rating system?

- In your opinion, are the expected benefits, if any, enough to justify the additional costs?
Acceptance influencers-related questions

- To what extent will the new method be compatible with your existing app development process?
- Do you expect any major (or minor) disruptions in the workflow?
- What difficulties (pitfalls) (if any) do you foresee in the adoption process?
- If the adoption of the system is not enforced by the app stores, or if they are unwilling to facilitate the adoption process in any way, will this affect your willingness to adopt the system? How?
- If a number of major names in app development (such as Facebook for example) adopt this system for their apps, will this influence your willingness to adopt the system?
- If other app developers/companies you have (close) relations with or directly compete with adopt the system, will this affect your decision about the system?
- If the app stores embrace the idea of the system and enforce its adoption by app developers, will this lead to negative attitude towards the system and its adoption?

Table 10: Interview design

6.4. Interviews – research sample

The interviews have been conducted with both company-employed and freelance developers from the Netherlands and Bulgaria. In terms of experience - all of the selected interviewees have at least three years of experience in mobile app development. This requirement guarantees that the subjects have not only dealt with the conventional method for rating apps, but have also developed an informed opinion about it. In addition, such experience duration would suggest that the interviewees would have had the time to not only become adept at using the core tools and technologies and applying best practices, but also familiarize themselves with secondary services like usage analytics platforms. On average their experience is 5.5 years, but several have more than ten years of experience.

<table>
<thead>
<tr>
<th></th>
<th>Company-employed</th>
<th>Self-employed / Freelance</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Netherlands</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 11: Interviewed app developers
In total 14 interviews have been conducted between 22\textsuperscript{nd} of September 2014 and 4\textsuperscript{th} of November 2014 – 6 in the Netherlands and 8 in Bulgaria. The distribution between individual and company employed interviewees is shown in Table 11. At the moment of preparing this paper in the Netherlands there are 62+ companies engaged in mobile app development, while in Bulgaria those are 54+. There is at least one such company that has offices in both countries. It is more difficult to estimate the number of active freelance developers, but it is safe to assume that in both countries they are already more than 1000.

When selecting the sample (size and particular subjects) the judgement (or purposeful) sampling technique [30] for qualitative research has been applied, because of the abovementioned considerations when narrowing down the research sample.

6.5. Conclusion

To sum up, a qualitative research approach, namely a series of interviews with app developers, has been selected to answer RQ3 and RQ4. The interviews include: a demonstration of the prototype of the proposed usage-based satisfaction measurement system, feedback and comparison with the conventional star rating method, and ultimately, based on adoption criteria suggested by Riemenschneider et al. [13], assessment of the factors that would influence the developers’ willingness to adopt the novel user satisfaction rating method.

The following chapter (7) presents the results from the conducted interviews.
7. Interview results

7.1. Introduction

This chapter discusses the results from the interviews conducted with app developers. Section 7.2 focuses on the introductory part of the interview design. Section 7.3 discusses: the interviewees’ impressions from the demonstration of the prototype of the proposed rating system, their feedback for usage-based measurement of satisfaction in apps in general, as well as their opinions on how it compares against the conventional rating method based on the latter’s inherent weaknesses. Finally, Section 7.4 presents the developers’ opinions on the factors (such as compatibility, voluntariness and subjective norm) that would have influence on their willingness to adopt the new rating method.

7.2. General information

Among all interviewees iOS is the most popular platform to develop apps – 85% (12 out of 14) are developing apps for iPhone and / or iPad. For Android and Windows Phone this figure is 64% and 29% respectively.

78% of the interviewed believe that the star rating (its average value as well as the number of users who have rated the respective app) is of significant importance for the overall success of an app. “Before downloading an app, I always look at the rating and the reviews, but I always looks at every bit of information that is out there” says an interviewee from a Dutch app development company. Another one says: “The more stars we have, the higher the number of potential users interested in our apps”. Google has recently added an option for users to filter out apps with average rating of less than 4 (out of maximum 5) stars when searching for an app in the Play Store [31], thus reducing the chances of lower rated apps to be noticed at all.

Almost 80% of the participants perceive app ratings as important, however the majority of them question the manually submitted star rating’s representativeness, fairness and usage as intended. Many of the interviewees had started discussing one, two or all three of the conventional rating method’s inherent problems (low response rates, tampering susceptibility and subjectivity) even before they were asked for their opinion on the subject.
None of the developers reports star rating participation rates of their apps to be higher than 1% (less than 1 per 100 users have rated a particular app of theirs) and 93% of them are aware that star ratings are quite often fabricated by app developers. “Yes people cheat! Because they can...” stated one.

7.3. Feedback for the proposed alternative rating system

First of all, it should be noted that all of the interviewed developers are familiar with and actively using one or more analytics platforms for their apps. Among the ones they have mentioned are: Google Analytics, Mixpanel, Flurry analytics, Hockey, KISSmetrics and Splunk. In general they find using the prototype of the usage-based user satisfaction rating system straightforward and intuitive and all of them imply that a combination of usage metrics’ values could be used as an indication of satisfaction. However 29% (4 out of 14 interviewees) are sceptical about applying the micro benchmarking technique for deriving the reference values for the usage metrics (explained in subsection 3.3.2.1 and used in the prototype), mostly because: “Current categories in the app stores are too broad, in my opinion. And I am not sure the app stores will be willing to further categorize every app out there, just to produce more precise ratings”. Meanwhile, another 14% declare they are simply unsure how adequate micro benchmarking in particular would be. “I don’t know, it might be a good technique, but to be able to say that with certainty, we need lots of data” says one of the interviewed developers. Overall however, the majority (79%) feel optimistic about the effectiveness of usage-based assessment of user satisfaction in apps in general, as well as its accuracy.

7.3.1. Usage metrics discussion

None of the participants disputes the current selection of metrics for the prototype. However, some suggest that two additional metrics, namely: retention rate (defined in Section 3.2) and churn rate are also important indicators of user satisfaction. Churn rate is defined as the number of users who cease using an app during a specified time period divided by the total number of users for the same period and is basically equal to 1 – retention rate. However, as discussed in Section 3.2, no reliable method for calculating both of these metrics in an automated manner currently exists. Furthermore, subsection 3.5.2
provides reasoning why the metric *percent of returning users*, which is included in the prototype, is supposedly better than these two metrics. Additionally, two of the interviewees explicitly state that according to them the usage metrics included in the rating algorithm are not necessarily equally important for the overall level of user satisfaction.

Asking the developers to what extent they believe that the proposed novel method for rating satisfaction in apps could alleviate the problems inherent to the manually submitted star ratings has provoked somewhat mixed reactions, as discussed below.

### 7.3.2. Usage-based versus conventional satisfaction rating: response rates

First of all, a significant improvement in terms of response rate is expected by 71% of the interviewed, because of the fact the rating process would become completely automatic. However it is suspected by some that this increase might not be sustainable in the long run. They argue that most probably a large percentage of app users currently do not realize that many app developers are already collecting usage statistics for their apps, even though when downloading the respective app, users are supposedly giving their consent to the app’s privacy policy (which is required to inform them about the practice of collecting usage statistics). A hypothetical public announcement of ubiquitous adoption of usage-based ratings might provoke a sudden uproar from users. Those of them currently unaware of app usage tacking are likely to voice a negative opinion. As a result, app stores will most probably require that each application includes a clearly identifiable user option to turn off usage data collection altogether, thus reducing the response rate for the alternative user satisfaction rating.

On another note, 14% of the interviewees hint at another hindrance for response rate, namely the fact that in some markets a significant share of smartphone users do not have an active Internet connection all the time. According to a report by the Nielsen Company [32], in the first half of 2012, 43% of Brazilian smartphone users had a data plan, while for Russia, India and Turkey this figure was respectively: 43%, 57% and 49%. It is reported that in Russia and India, more often than not, smartphone users are relying on WiFi connectivity, which is not available everywhere, or “pay-as-you-go” data pricing, which has limited data capacity.
However, it should be noted that Google Analytics (as well as most probably other analytics platforms) would cache locally all the usage data the device could not send to the server, because of lack of Internet connectivity and transmit it at a later time, when connectivity becomes available. If each recorded usage event were time stamped, it would be possible to periodically recalculate usage-based ratings of apps concerning periods in the past, once usage data corresponding to those periods is eventually submitted to the system.

7.3.3. **Usage-based versus conventional satisfaction rating: subjectivity**

In terms of subjectivity, 78% of the developers argue that the new rating solution will improve on the old one and 64% believe it should make a profound difference in the right direction. Those who share this position, argue that users who enjoy using a particular app, but give it a low rating for unrelated reasons (such as the reasons discussed in Section 1.1), would not be given the opportunity to do so anymore. Two of the interviewees on the opposite side of the spectrum say that users who dislike an app for subjective reasons are likely to influence the usage-induced rating, if not more strongly, then at least to a similar extent they influence conventional ratings of apps. They argue that such users, motivated by subjective reasons, would most probably uninstall or stop using the app they dislike altogether and as a result – the value of the usage metrics like percent of returning users and retention rate will decline, which will lower the overall usage-based rating of the app.

7.3.4. **Usage-based versus conventional satisfaction rating: tampering susceptibility**

As far as the new rating method’s superiority over the currently adopted method in terms of tampering susceptibility is concerned, it can be said that the majority of the interviewed developers (79%) feel uncertain. They mention two distinct types of potential threats to tampering protection that would stem from adopting usage-based measurement of satisfaction.

---

15 These particular developers give the following examples for subjective reasons to dislike an app: not enough knowledge in order to use the app accordingly, unwillingness to invest sufficient time in getting familiar with a more complex app.
Firstly, one of them states that: “It is possible to write an automated piece of software that simulates user behaviour and run it on hundreds or thousands of simulated devices, especially if you are simulating Android devices. On the iOS platform this is less likely to succeed”. Secondly: “A widespread misuse of usage tracking code (purposely misplaced analytics API method calls) is highly likely to occur”. For example, the developer can call the method that reports to the rating system that the user has opened a certain screen of the app and the method reporting the closure of the screen in a loop and even add a randomly changing period of inactivity between each call of the first method and each call of the second one.

The effectiveness of the first type of tampering is to a varying extent diminished by the fact that an exact match between simulated user presence and behaviour and those resulting in perfect usage-derived satisfaction rating would be hardly achievable (the values of the usage metrics leading to a perfect score are constantly changing and this change is influenced by external factors\(^\text{16}\), which are difficult to compensate for by simulated usage). Another more radical solution for preventing fraud with simulated devices would be to devise a way that lets the rating system distinguish between real and simulated mobile devices, by using unique hardware identifiers, for example. However, of course, cheaters might somehow discover a way to circumvent such a protection.

As far as the problem of developers’ practice of putting usage tracking related method calls at wrong places in the app’s source code or using them in a wrong way is concerned, there are two possible solutions, both of which will require that the usage-based satisfaction measurement method is adopted by app stores. The first approach involves extensively checking the mobile application (binary) file after a developer uploads it for distribution in the respective app store. This check is going to verify that the developer is using all usage tracking methods according to prescription. Such a check cannot be performed for the source code of the app (the developer is not submitting the source code, only the compiled application file), unless the check is built into the software development environments used for writing and compiling the applications. The second approach is more radical and would require the smartphone operating system vendors’ involvement. This approach will basically

\(^{16}\) If the micro benchmarking technique (explained in Chapter 3) for deriving usage-based satisfaction ratings is applied, an app’s rating depends not only on the app’s own usage metrics values, but also on those corresponding to all other apps it is directly competing against.
eliminate the need for app developers to add usage-tracking code to their apps, because usage tracking will be handled at lower, operating system level, instead of the application level. Companies such as Google and Apple could embrace the idea of embedding the app usage tracking logic within their operating systems at some point in the future, in case they decide to adopt usage-based measurement of user satisfaction.

7.3.5. Other feedback for the proposed alternative rating system

When asked whether the novel satisfaction rating method should coexist with the currently adopted one or if the new one should replace the old one altogether, the results are as follows. 64% of the interviewees believe that both solutions can and should coexist for a while so that “results from both can be compared”, while 21% think that the new method should directly replace conventional star ratings if proven to be superior in terms of “accuracy” and “fairness”. One of the developers believes that the two types of rating measure two distinct aspects of satisfaction (from the perspective of user psychology) and for that reason, the rating methods should coexist. According to him the conventional rating represents “perceived satisfaction” and the usage-based rating – “actual satisfaction”.

In terms of perceived benefits, expected to stem from usage-based rating’s adoption, the developers state: “increased developer awareness of what functionalities [in the apps] are frequently used and enjoyed by the users” and “the fact that a process that is current manual and takes away from the user’s time and attention could become automated is enough of a benefit by itself”.

As far as anticipated problems are concerned, the developers once again state the expected new kinds of rating tampering threats (discussed in the previous subsection) as well as the highly probable privacy related issue of users unwilling to accept that their behaviour on their smartphones (the way they use their apps) is being tracked. This potential problem is discussed in subsection 7.3.2.

Based on their experience with existing usage analytics packages and the expected analogy between them and the new system for usage-based satisfaction measurement, in terms of complexity of integration, the prevailing majority of interviewees (86%) believe the effort and cost of adopting and integrating the new system to be “negligible” and “insignificant”.
Furthermore, 93% of them agree or strongly agree with the statement that the benefits that they expect to result from adopting the new system are significant enough to justify the additional costs linked with the adoption and integration process.

### 7.4. Acceptance influencing factors besides perceived usefulness

#### 7.4.1. Compatibility

In terms of compatibility with their established app development process, all of the interviewees think the new rating method is going to be “highly”, “substantially” or “sufficiently” compatible. 43% of them expect only minor disruptions in the workflow resulting, for example, from: “the learning curve for studying the new usage tracking API”. 14% express apprehension of more significant disruptions, such as: “in the beginning, integrating the new system might lead to our apps crashing or showing <Application not responding> messages on Android devices produced by quirky manufacturers. The system needs to be extensively tested for compatibility with such devices. Quite often these companies break core Android functionalities when developing their devices [Android is largely open source and Android device makers are free to change certain aspects of the operating system running on their devices]”.

#### 7.4.2. Voluntariness

The developers’ willingness to adopt the new rating method is somewhat negatively correlated with the voluntariness of this decision. 14% of the interviewed will be happier to adopt the method, if app stores enforce the adoption, rather than if it they make the adoption optional. The reasoning for this is: “If the app stores enforce the new rating system, that means they have tested it and have proven it is a good solution. That is certainly going to boost my confidence in it [the usage-based rating system] too”. However, the majority (64%) state that whether the adoption is enforced, or not, would bring hardly any difference on their decision to adopt the system. Similarly, only 21% report that an app store’s decision to facilitate the adoption process (provide developers some form of assistance) after the adoption has been hypothetically enforced by that app store, could somehow further influence their willingness to adopt.
7.4.3. Subjective norm

When looking at the effect of third parties’ decision to adopt the alternative satisfaction rating method could have on the interviewees’ own willingness to adopt it, the results are as follows: 36% expect some positive influence by direct competitors’ decision to adopt (it is going to act as a form of assurance or accelerator of the adoption process). The remainder do not expect any influence at all. 29% expect to be positively influenced by contracts’ or other fellow developers’ decision to adopt, while the rest expect no difference. In case a big name company (in the rank of Facebook or Twitter) decides to adopt the new system, this might affect 29% of the interviewees somewhat positively and 7% somewhat negatively.

7.5. Conclusion

The decision to pursue the qualitative approach (conducting interviews with mobile app developers) in an attempt to answer RQ3 and RQ4 has resulted in valuable insights on the proposed alternative (usage-based) user satisfaction rating method.

In relation to RQ3, usage-based measurement of user satisfaction in apps is expected to be significantly better than manually submitted star ratings in terms of subjectivity and participation rate. However the level of improvement in the latter factor could be somewhat diminished by concerns for decline in user privacy. As far as protection against tampering is concerned, there is a new challenge to overcome (misuse of usage tracking source code). Without achieving this, the new rating method could hardly improve on the currently adopted one.

Regarding RQ4, the most important factor influencing app developers’ willingness to adopt the new rating method appears to be perceived usefulness. The majority of the interviewees (79%) believe usage-based measurement of satisfaction would be more effective and perhaps more accurate than opinion polling. This alone is enough of an incentive for them to want to adopt or at least try the new rating method. Compatibility is in general also a very important factor. In this case there is almost no concerns about compatibility issues – usage-based satisfaction rating is expected to be highly compatible with app developers’ established work processes and only minor problems in the adoption process are expected. Voluntariness of adoption and subjective norm appear to be factors of relatively weak
influence on developers’ willingness to adopt. An adoption enforced by app stores as well as competitors’ or fellow developers’ decision to adopt might slightly boost one’s own willingness to adopt.
8. Conclusion

The purpose of this study was to design and validate an alternative to the currently adopted method for measuring user satisfaction in mobile apps (manually submitted star ratings), which was found to be flawed. In compliance with design science principles and more specifically, the engineering cycle defined by Wieringa [2], the research process consisted of the following stages:

- Identification of the problems of the conventional rating method and the requirements for an alternative
- Design of a usage-based user satisfaction measurement mechanism that meets the identified requirements
- Validation of the proposed alternative satisfaction measurement method
- Evaluation of the alternative solution

Each of these stages, the corresponding research questions and their answers are discussed below.

8.1. Identification of the problems of the conventional rating method and the requirements for an alternative

Based on a review of the available literature sources [3, 4, 16, 17, 18, 19] and discussions with experts, three substantial problems inherent to the conventional rating method were identified, namely: rather low response rate, subjectivity and high tampering susceptibility, thus proving an answer to RQ0: What are the problems of the conventional method for measuring user satisfaction by manually submitted star ratings. In addition, the following requirements for an alternative usage-based user satisfaction measurement solution were suggested: automation, universal applicability, flexibility, high response rates, high level of protection against tampering. These requirements are explained in Table 5 in Chapter 3.
8.2. Design of a usage-based user satisfaction measurement mechanism that meets the identified requirements

This stage aimed at answering **RQ1: What would the properties and structure of a usage-based user satisfaction measurement mechanism that meets the identified requirements be.** A hypothesis was built upon existing theoretical frameworks such as: the ISSM model [7, 8, 20], Bailey and Pearson’s formulation of satisfaction [12] and SERVQUAL [21] and taking into consideration the list of requirements for an alternative user satisfaction rating method identified in the preceding stage. It states that a measure for user satisfaction in mobile apps can be defined as the weighted sum of individually rated, automatically measurable, satisfaction-related usage metrics. Several alternatives for calculating the individual ratings for each metric were suggested, but two of them (micro benchmarking (subsection 3.3.2) and basic user satisfaction score (subsection 3.3.3)) were selected as the ones best satisfying the identified requirements. Afterwards a prototype system was developed that embodies the hypothesis for usage-based satisfaction measurement and these two techniques. It takes advantage of an established mobile analytics platform (Google Analytics). Serving as a proof of concept, this prototype was utilized in the stages of solution validation and evaluation.

8.3. Validation of the proposed alternative satisfaction measurement method

With the help of the developed prototype, experiments with two real-life applications were conducted. The aim of these experiments was to collect quantitative data (raw usage data, calculated alternative ratings and submitted conventional ratings) for the duration of four months, in order to try to answer **RQ2: What is the reliability of usage-based measurement of user satisfaction**, as part of the proposed solution’s validation. The statistical analysis of the gathered data led to the conclusion that the basic user satisfaction score is highly reliable as a measure of user-satisfaction. However, the same conclusion was not reached about the rating derived by applying the micro benchmarking technique.

As another step in the solution validation, qualitative data was collected via expert interviews, in an attempt to answer **RQ3: To what extent can usage-based measurement solve the inherent problems of opinion polling.** Analysis of the data led to the following
conclusion: the novel solution is expected to achieve higher objectivity and much higher participation rate than the conventional satisfaction rating, even though concerns for user privacy might somewhat weaken the improvement in the latter. Another conclusion was that advancement in protection against tampering would be challenging – it is achievable only if measures to prevent misuse of usage-tracking source code and possibly measures for discerning between real and simulated mobile devices are taken. These measures are going to require additional, possibly significant investments.

**8.4. Evaluation of the alternative solution**

The second goal of the conducted expert interviews was to reach an answer to **RQ4: What factors will influence app developers’ decision to adopt usage-based measurement.** The data collected led to the conclusion that the most important decision-influencing factor in this case is perceived usefulness, followed by compatibility. Voluntariness and subjective norm appear to be significantly less important.

In general almost 80% of the interviewees are willing to try the alternative rating method and perhaps adopt it. This is mostly because they believe it could be better than the currently adopted in terms of effectiveness and accuracy and also because they find it highly compatible with their established work processes and expect very few issues to arise throughout and after the adoption.

**8.5. Limitations**

It should be noted that the number of conducted experiments for rating real life apps, based on their usage, is significantly lower than originally planned. In order to participate in one of the experiments, an app has to be tracked by Google Analytics and its developer should opt in for sharing the usage data with the prototype of the usage-based satisfaction rating system.

The first issue here is that not every developer is already using Google Analytics, even though it is a very popular analytics platform. Furthermore, the incentive for such developers to not only integrate Google Analytics within their apps, but also to release the updated versions of the apps soon after the integration and share their usage data with a
third party, simply in order to take part in a research project is rather small. Because it is quite farfetched to expect that many app developers would be willing to go through all of these steps, the vast majority of developers approached (26 in total) were known to already be using Google Analytics for tracking the usage of their apps.

Unfortunately, the measures taken to overcome the first issue have done nothing against the second one, namely the apparent unwillingness of app developers to share usage data of their apps with third parties (for research purposes). Out of 26 only 3 developers expressed willingness to participate by providing access to their usage data and one of those 3 changed their mind eventually.

The low participation rate’s negative impact on external validity is especially strong in the case of the satisfaction rating derived via micro benchmarking. The core principle of that technique – that all, or representative enough number of apps in a single category are to be compared against each other in order to produce a satisfaction rating is hardly satisfied.

In addition, it is difficult to make assumptions about the repeatability of the results from the experiments. Even though the proposed solution has been designed with universal applicability and flexibility in mind (requirements R2 and R3 in Table 5) it is unknown if conducting the experiments with different kinds of apps exhibiting different usage patterns will produce similar results.

Furthermore, the credibility of the results from the expert interviews could be somewhat compromised by the research sample size. The sample size has been affected by the limitation in time and resources, which is in place due to the fact this study is done as part of a master thesis project. In addition, even though the number of active app development companies in the Netherlands and Bulgaria is more or less known, the sizes of the populations of company-employed and self-employed app developers are unknown. For that reason, the sample might not be representative enough, or the results might exhibit a bias towards either of the two groups. It should be noted however, that, at least in the conducted interviews, no significant difference in opinion between the two groups has been observed.
A representative of one of the major app stores has been approached for an interview, in order to assess that app store’s willingness to adopt the proposed alternative solution. However that person has demonstrated no interest in participating in such an interview.

8.6. Recommendations for future research

As discussed in Section 3.4, for the purpose of this study the importance factors ($W_j$) corresponding to each usage metric participating in the rating algorithm are set to be equal. This has been done for the sake of simplicity and because of lack of sufficient time and resources for additional research. Further research (with various kinds of mobile applications) is needed in order to conclude how important for user satisfaction each usage metric actually is. It is currently assumed that the importance is going to vary among different app categories, but this assumption should be backed by scientific evidence.

Another possible direction for future research would be to design and validate different (non-summation) models for satisfaction based around satisfaction-related usage metrics.

It would also be interesting to further study the relationship and causality between usage and satisfaction in the context of mobile applications and other information systems.
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10. Appendices

10.1. Appendix 1 – Prototype screenshots

Figure 11: Application 1 – usage metric “Users” – daily values
Usage-based measurement of user satisfaction in mobile applications

Figure 12: Application 2 – rating for "Session duration" and overall user satisfaction rating, calculated via micro benchmarking – daily values.
10.2. Appendix 2 – Experiments, usage metrics data

10.2.1. Application 1

Figure 13: Application 1 – Users

Figure 14: Application 1 – Percent of returning users
Usage-based measurement of user satisfaction in mobile applications

Figure 15: Application 1 - Sessions per user

Figure 16: Application 1 - Session duration, seconds
Usage-based measurement of user satisfaction in mobile applications

Figure 17: Application 1 - Screen views per session

Figure 18: Application 1 - Purchases per user
Figure 19: Application 1 - Purchases per hour

Figure 20: Application 1 - Exceptions per session
Figure 21: Application 1 - Exceptions per hour

<table>
<thead>
<tr>
<th>Week start - Monday</th>
<th>Users</th>
<th>Percent of returning users</th>
<th>Sessions per user</th>
<th>Session duration (s)</th>
<th>Screen views per session</th>
<th>Purchases per user</th>
<th>Purchases per hour</th>
<th>Exceptions per session</th>
<th>Exception per hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-May-14 to 11-May-14</td>
<td>85389</td>
<td>0.00</td>
<td>2.17</td>
<td>29.59</td>
<td>2.20</td>
<td>0.007823113</td>
<td>3.38669E-08</td>
<td>0.000426667</td>
<td>4.00521E-09</td>
</tr>
<tr>
<td>12-May-14 to 18-May-14</td>
<td>148530</td>
<td>12.58</td>
<td>2.46</td>
<td>27.72</td>
<td>2.20</td>
<td>0.006345979</td>
<td>2.25875E-08</td>
<td>0.000391237</td>
<td>3.91991E-09</td>
</tr>
<tr>
<td>19-May-14 to 25-May-14</td>
<td>143586</td>
<td>23.14</td>
<td>2.58</td>
<td>25.47</td>
<td>2.13</td>
<td>0.006895364</td>
<td>2.42042E-08</td>
<td>0.000291469</td>
<td>3.17932E-09</td>
</tr>
<tr>
<td>26-May-14 to 1-Jun-14</td>
<td>152525</td>
<td>30.65</td>
<td>2.75</td>
<td>24.74</td>
<td>2.07</td>
<td>0.008054681</td>
<td>2.27666E-08</td>
<td>0.0031701</td>
<td>3.55929E-08</td>
</tr>
<tr>
<td>2-Jun-14 to 8-Jun-14</td>
<td>154171</td>
<td>33.73</td>
<td>2.84</td>
<td>24.26</td>
<td>2.04</td>
<td>0.009230348</td>
<td>2.46251E-08</td>
<td>0.005297159</td>
<td>6.06619E-08</td>
</tr>
<tr>
<td>9-Jun-14 to 15-Jun-14</td>
<td>166980</td>
<td>35.01</td>
<td>2.82</td>
<td>23.72</td>
<td>2.03</td>
<td>0.008616162</td>
<td>2.32422E-08</td>
<td>0.005579597</td>
<td>6.35317E-08</td>
</tr>
<tr>
<td>16-Jun-14 to 22-Jun-14</td>
<td>182428</td>
<td>35.66</td>
<td>2.72</td>
<td>27.22</td>
<td>2.07</td>
<td>0.008272771</td>
<td>1.99613E-08</td>
<td>0.005613314</td>
<td>5.72731E-08</td>
</tr>
<tr>
<td>23-Jun-14 to 29-Jun-14</td>
<td>204539</td>
<td>38.78</td>
<td>2.84</td>
<td>33.06</td>
<td>2.16</td>
<td>0.009103323</td>
<td>1.65056E-08</td>
<td>0.005523777</td>
<td>4.64417E-08</td>
</tr>
<tr>
<td>30-Jun-14 to 6-Jul-14</td>
<td>208412</td>
<td>42.09</td>
<td>2.88</td>
<td>31.83</td>
<td>2.13</td>
<td>0.00876597</td>
<td>1.53995E-08</td>
<td>0.005269442</td>
<td>4.5984E-08</td>
</tr>
<tr>
<td>7-Jul-14 to 13-Jul-14</td>
<td>211683</td>
<td>44.21</td>
<td>2.88</td>
<td>30.78</td>
<td>2.09</td>
<td>0.009153647</td>
<td>1.6004E-08</td>
<td>0.005148907</td>
<td>4.64732E-08</td>
</tr>
<tr>
<td>14-Jul-14 to 20-Jul-14</td>
<td>208858</td>
<td>47.21</td>
<td>2.92</td>
<td>29.64</td>
<td>2.06</td>
<td>0.009305363</td>
<td>1.579E-08</td>
<td>0.004867323</td>
<td>5.6156E-08</td>
</tr>
<tr>
<td>21-Jul-14 to 27-Jul-14</td>
<td>210099</td>
<td>48.72</td>
<td>2.89</td>
<td>29.55</td>
<td>2.05</td>
<td>0.008975311</td>
<td>1.49593E-08</td>
<td>0.004817155</td>
<td>4.52803E-08</td>
</tr>
<tr>
<td>28-Jul-14 to 3-Aug-14</td>
<td>211240</td>
<td>50.33</td>
<td>2.89</td>
<td>28.66</td>
<td>2.03</td>
<td>0.009940149</td>
<td>1.6566E-08</td>
<td>0.004629341</td>
<td>4.48691E-08</td>
</tr>
<tr>
<td>4-Aug-14 to 10-Aug-14</td>
<td>212811</td>
<td>51.17</td>
<td>2.86</td>
<td>28.48</td>
<td>2.03</td>
<td>0.009825054</td>
<td>1.63798E-08</td>
<td>0.004688805</td>
<td>4.57384E-08</td>
</tr>
<tr>
<td>11-Aug-14 to 17-Aug-14</td>
<td>211767</td>
<td>52.37</td>
<td>2.87</td>
<td>28.25</td>
<td>2.01</td>
<td>0.010450025</td>
<td>1.70708E-08</td>
<td>0.00443881</td>
<td>3.6974E-08</td>
</tr>
</tbody>
</table>

Usage-based measurement of user satisfaction in mobile applications
Table 12: Application 1 - Usage metrics, weekly values

10.2.2. Application 2

![Graph of Users](Image)

Figure 22: Application 2 – Users
Figure 23: Application 2 - Percent of returning users

Figure 24: Application 2 - Sessions per user
Figure 25: Application 2 - Session duration, seconds

Figure 26: Application 2 - Screen views per session
Figure 27: Application 2 - Exceptions per session

Figure 28: Application 2 - Exceptions per hour
<table>
<thead>
<tr>
<th>Week start - Monday</th>
<th>Week end - Sunday</th>
<th>Users</th>
<th>Percent of returning users</th>
<th>Sessions per user</th>
<th>Session duration [s]</th>
<th>Screen views per session</th>
<th>Exceptions per session</th>
<th>Exceptions per hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-May-14</td>
<td>11-May-14</td>
<td>3859</td>
<td>69.58</td>
<td>319.58</td>
<td>16.82</td>
<td>2.00</td>
<td>0.000137846</td>
<td>2.2764E-09</td>
</tr>
<tr>
<td>12-May-14</td>
<td>18-May-14</td>
<td>3812</td>
<td>71.07</td>
<td>326.21</td>
<td>16.42</td>
<td>1.95</td>
<td>0.00010615</td>
<td>1.7959E-09</td>
</tr>
<tr>
<td>19-May-14</td>
<td>25-May-14</td>
<td>3766</td>
<td>72.54</td>
<td>327.89</td>
<td>16.27</td>
<td>1.96</td>
<td>6.9645E-05</td>
<td>1.1893E-09</td>
</tr>
<tr>
<td>26-May-14</td>
<td>1-Jun-14</td>
<td>3673</td>
<td>73.13</td>
<td>335.23</td>
<td>16.34</td>
<td>1.98</td>
<td>0.000134818</td>
<td>2.2924E-09</td>
</tr>
<tr>
<td>2-Jun-14</td>
<td>8-Jun-14</td>
<td>3695</td>
<td>72.15</td>
<td>327.86</td>
<td>16.51</td>
<td>2.00</td>
<td>8.4197E-05</td>
<td>1.4167E-09</td>
</tr>
<tr>
<td>9-Jun-14</td>
<td>15-Jun-14</td>
<td>3711</td>
<td>71.36</td>
<td>332.31</td>
<td>16.38</td>
<td>1.99</td>
<td>0.000168668</td>
<td>2.8603E-09</td>
</tr>
<tr>
<td>16-Jun-14</td>
<td>22-Jun-14</td>
<td>3590</td>
<td>72.62</td>
<td>327.12</td>
<td>17.09</td>
<td>2.05</td>
<td>7.9192E-05</td>
<td>1.2872E-09</td>
</tr>
<tr>
<td>23-Jun-14</td>
<td>29-Jun-14</td>
<td>3615</td>
<td>69.18</td>
<td>305.66</td>
<td>18.16</td>
<td>2.01</td>
<td>0.000164709</td>
<td>2.5193E-09</td>
</tr>
<tr>
<td>30-Jun-14</td>
<td>6-Jul-14</td>
<td>3569</td>
<td>69.91</td>
<td>311.35</td>
<td>18.28</td>
<td>2.06</td>
<td>0.00011519</td>
<td>1.7500E-09</td>
</tr>
<tr>
<td>7-Jul-14</td>
<td>13-Jul-14</td>
<td>3529</td>
<td>70.36</td>
<td>310.22</td>
<td>18.32</td>
<td>2.03</td>
<td>0.000132449</td>
<td>2.0087E-09</td>
</tr>
<tr>
<td>14-Jul-14</td>
<td>20-Jul-14</td>
<td>3414</td>
<td>71.41</td>
<td>312.64</td>
<td>18.39</td>
<td>2.09</td>
<td>0.000118987</td>
<td>1.7971E-09</td>
</tr>
<tr>
<td>21-Jul-14</td>
<td>27-Jul-14</td>
<td>3439</td>
<td>71.82</td>
<td>309.56</td>
<td>18.53</td>
<td>2.05</td>
<td>0.00010843</td>
<td>1.6618E-09</td>
</tr>
<tr>
<td>28-Jul-14</td>
<td>3-Aug-14</td>
<td>3348</td>
<td>73.18</td>
<td>318.24</td>
<td>18.06</td>
<td>2.02</td>
<td>0.000105119</td>
<td>1.6168E-09</td>
</tr>
<tr>
<td>4-Aug-14</td>
<td>10-Aug-14</td>
<td>3486</td>
<td>70.45</td>
<td>311.28</td>
<td>17.84</td>
<td>2.02</td>
<td>0.000136392</td>
<td>2.1234E-09</td>
</tr>
<tr>
<td>11-Aug-14</td>
<td>17-Aug-14</td>
<td>3481</td>
<td>70.93</td>
<td>320.80</td>
<td>18.21</td>
<td>2.04</td>
<td>0.000124742</td>
<td>1.8989E-09</td>
</tr>
<tr>
<td>18-Aug-14</td>
<td>24-Aug-14</td>
<td>3481</td>
<td>70.87</td>
<td>317.44</td>
<td>17.84</td>
<td>2.03</td>
<td>0.000113122</td>
<td>1.7609E-09</td>
</tr>
<tr>
<td>25-Aug-14</td>
<td>31-Aug-14</td>
<td>3557</td>
<td>70.85</td>
<td>311.22</td>
<td>17.89</td>
<td>2.07</td>
<td>9.1236E-05</td>
<td>1.4163E-09</td>
</tr>
<tr>
<td>1-Sep-14</td>
<td>7-Sep-14</td>
<td>3601</td>
<td>69.48</td>
<td>311.60</td>
<td>17.72</td>
<td>2.04</td>
<td>0.000113182</td>
<td>1.7741E-09</td>
</tr>
<tr>
<td>8-Sep-14</td>
<td>14-Sep-14</td>
<td>3523</td>
<td>70.88</td>
<td>309.99</td>
<td>17.74</td>
<td>2.02</td>
<td>0.000189543</td>
<td>2.9678E-09</td>
</tr>
<tr>
<td>15-Sep-14</td>
<td>21-Sep-14</td>
<td>3545</td>
<td>70.75</td>
<td>309.61</td>
<td>17.26</td>
<td>1.97</td>
<td>0.000157619</td>
<td>2.5363E-09</td>
</tr>
<tr>
<td>22-Sep-14</td>
<td>28-Sep-14</td>
<td>3428</td>
<td>72.02</td>
<td>313.23</td>
<td>17.02</td>
<td>1.96</td>
<td>0.000112688</td>
<td>1.8387E-09</td>
</tr>
<tr>
<td>29-Sep-14</td>
<td>5-Oct-14</td>
<td>3464</td>
<td>72.49</td>
<td>317.30</td>
<td>17.64</td>
<td>2.00</td>
<td>9.9170E-05</td>
<td>1.5616E-09</td>
</tr>
</tbody>
</table>

Table 13: Application 2 - Usage metrics, weekly values