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Abstract 

 
Text mining, also known as text data mining or knowledge discovery in textual sources, is the process of 

extracting interesting and non-trivial patterns or knowledge from textual sources. One subtask is to provide 
an overview of frequently used terms. Terms are groups of one or more words in a specific order. By giving 

an overview of most frequently used terms in document collections we hope to obtain knowledge about its 
contents. Simply counting terms, relative to the source or not, however, can give us a wrong view on its 

content. The more words in a term gives a term more context but the process of putting terms into context 

has several challenges, one of the major ones is to rank them. Single word terms like house, car, movie do 
not tell us much and can be used in different contexts leaving us often clueless on what a term is used for 

and its relation to other terms, thus; simply counting low word count terms on occurrence leads to loss of 

knowledge. In this research we present a new approach to rank them by relevance in a fairly simple way. It 
is possible to rank terms that consist out of different word lengths without the regular problems that occur 

when using solely the count of appearance of a term. This approach can be used to extract multi-word 
terms from collections of various textual sources and gives insight into its content by putting the extracted 

terms into context. The method does not need a dictionary and is configurable, meaning; it can be based on 

any text mining algorithm and stop list.  
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1. Introduction 

 

In the last decades text mining is being used extensively for various purposes e.g. trend 

spotting, search engines and mining medical documents for new relations between entities.  A lot 

of work has been done in this area and various methods have been created covering a statistical 

approach, linguistic approach or both (Frantzi et al., 1998). 

 

There is a need for rapid processing of big quantities of information into knowledge. The 

challenge of processing an abundance of information into knowledge is a shortage of human 

processing capacity. The necessity to analyze large amounts of data in a pro-active / predictive 

manner and unveil complex patterns that are embedded in data sets can exceed human 

comprehension (intellectual grasp).  

 

Imagine a person is missing and that the only information is inside 1,000 saved MSN 

conversations. To figure out a motive or to look for clues one must understand someone’s way of 

life. What is important to that person (terms)? What does this person talk about (trends)? How 

does he communicate with peers (slang / unknown words / different languages)? Of course one 

could simply count terms and make a list based on statistics, but what does it say? What is the 

context in which a word is used?  What is the relevancy of the words? Can a pattern be found? 

Multi word terms contain more context then single words, making them often more relevant. 

 

There are several known ways to discover terms, both single and multi-word, out of a corpus 

and there are several methods to uncover them, statistical, linguistic or both. Words can also be 

put into context by the use of dictionaries and / or maps (Palakal et al., 2002) that put certain 

combinations of terms into the proper context. Another method is a language model approach to 

key phrase extraction (Tomokiyo & Hurst. 2003) which uses language models based on a 

background corpus to predict new terms out of a foreground corpus. 

  

One of the problems encountered when trying to combine single and multi-term words is that 

single words tend to appear more frequent than multi-term words. When trying to discover trends 

and mix both single and multi-words it obviously result in most single term words ranking  

higher then multi-term words. There is no good way yet to rank multi word terms and that 

capture the meaning, such that we will get an indication what the content of a large collection of 

documents is about.  
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The issue this thesis is dealing with is to rank terms that consist out of a variable amount of 

words by relevance instead of frequency of appearance. We will introduce a method for this 

purpose called the B Ranking-Method. It can be used for text mining unknown text sources 

containing both known/unknown, single or multi-term words and put them in a proper context to 

provide more insight regarding its contents and improve the knowledge that is extracted from the 

source data. 

 

 

Making lists, finding new terms and ranking is not new (Tomokiyo & Hurst, 2003). The 

combination of two concepts and put terms in a context, based on various inputs and algorithms 

is. The focus of this research lies upon putting terms into context by combining single and multi-

word terms and rank them. 

 

The research question of this thesis is: 

 

Can we weigh the relevance of single and multi-word terms and combine them into one 

list? 

 

 

In order to satisfy the main research question the following sub questions are defined: 

 

 

1. Can we extract multi-word terms out of small text document collections? 

 

2. Can we make sense out of multi-word terms without using dictionaries? 

 

3. Can current methods be applied to large collections of small text documents? 

 

We claim that by scoring multi-termed words using currently used methods, e.g. the C-

value/NC-value method (Frantzi et al., 1998) or use a language model approach (Tomokiyo & 

Hurst, 2003), and rank them based on a newly designed algorithm it is possible to rank multi-

termed words properly and give us a better understanding in what a pile of random documents 

are mostly about. The method should be short, understandable and simple to implement. 

 

 

We run experiments to test our method on various corpuses. The rest of this master thesis is 

organized as follows. Section 2 will provide some background on text mining. Section 3 covers 

text mining scoring algorithms. Section 4 will explain term ranking and its application. In section 

5 we will explain the B Ranking-Method. Section 6 describes our experiments, the results and 

the conclusions based on our experiments. Finally, section 7 is for discussion.      
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2. Text Mining 

 

How to make sense out of a pile of documents? What are the documents mostly about? Can a 

trend be revealed? What can we say about the documents without reading all of them? The 

problem this thesis addresses is how to make sense out of large amounts of data. In short; how 

can we rapidly process big quantities of information into intelligence? A shortage of human 

processing capacity requires the necessity to analyze in a pro-active / predictive manner and 

unveil complex patterns that are embedded in data sets, which exceeds human comprehension. 

 

Text (data) mining or knowledge discovery from textual sources refers to the process of 

extracting interesting and non-trivial patterns or knowledge from unstructured text fragments or 

documents. It can be considered as an extension of data mining or knowledge discovery from 

textual sources like databases or collections of text documents. In order to obtain knowledge 

from text one must first extract relevant terms from the source data. Terms can be extracted 

using various term extraction methods in combination with stop list filters and or dictionaries. 

Terms are groups of one or more words, more words in a term generally provides more context 

for a term more context but to many words in a term decreases its frequency. This is one of the 

major challenges in the process of putting terms into context. For more information about text 

data mining consult Fayyad et al. (1996). 

 

2.1 Terms 

Terms, the linguistic representation of concepts, Sager et al. (1980). What do they mean? 

What can terms tell us? These questions look simple at first but when you give it more thought 

only more questions appear.  

 

We define a term as a single or set of words. Not all words are useful for text mining, 

extracting meaning from text, for example, words like ‘a’, ‘the’, ‘I’ are too common and do not 

provide us information. In text mining we refer to useful words or group of words as terms. Like 

with “text” is both a word and a term, “text data mining” is a term consisting out of three words 

and “text processor” is a term with two words, but all these terms are not the same and refer to 

completely different concepts. 

 

In computer logic where integer 32 bits means a sequence of 32 bits represented as a number 

with a fixed minimum or maximum length, no matter to which computer you speak. Terms do 

not. Humans have multiple terms for the same concept, or terms which can mean something 

completely different or even opposite when placed in another context, also the size of writing or 

the tone of speech can change its meaning and also each person that evaluate a term can give it 

another meaning. For instance, when someone writes: “I do not like the white house.” What does 

it tell us? It can refer to someone who is deciding which house to buy and he does not like the 

house which is painted white, or it can be an extremist who does not like the US government. 

Both answers can be found logical when put into the proper context and both can also be 

illogical when they are not. 
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Why would we give a different meaning to the same term? It is because humans consider 

context or sometimes no context at all. If we take 1.000 movie reviews from the internet movie 

database and compute the results will be pretty obvious the top ranked words will be “a”, ”the” 

,”I” etc. and “Film”, “Movie” and numbers ranging from 0 to 10. Of course text mining has ways 

to remove certain words, stop words, so most likely only “Movie” or “Film” would score. So, 

can this be useful to us? It can be useful under very specific conditions; however, we should 

focus first on the question: why would we want to do that? We got content based on 1.000 

movies so what can we do with that? We could use it to figure out if there is a trend in movies. 

What are most movies about, what can the movie reviews tell us? If we can discover the trend in 

movies one can imagine what we could do with this knowledge, however; using the basic way 

the trend will be: “Film” and ”Movie”. So what could we do?  We could filter out words and use 

work very hard to construct dictionaries and custom stop list to filter out words like “Film” and 

“Movie” and we have a better result. One of the problems one gets is that you will not find trends 

which contain these words. For example: “Scary movie” would be filtered. So what else could 

we do? We can focus on extracting terms instead of words and try to put them in context. 
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2.2 Text mining approaches for term extraction 

In this thesis we focus on term extraction and scoring. There are a number of approaches in 

the domain of text mining for extracting multi-term words. For an general overview consult: 

SanJuan et al (2006).  

 

There are several known approaches to term extraction and finding multi-term words. We will 

not describe each one, instead we describe the underlying method that is being used. The 

following types of methods exist: 

 

 Statistical 

Statistical information derived from word frequency and distribution is used by the 

machine to compute a relative measure of significance. High-quality information is 

typically derived from patterns and trends through means such as statistical pattern 

learning 

 

 Syntactical 

Syntactical text mining  refers to the addition of one or more words to an existing 

term as in information retrieval and efficient retrieval of information. We call these 

operations expansions. Expansions that affect the modifier words are further 

broken down into left-expansion and insertion. Alternatively, expansions can 

affect the head word. In this case, we talk of right expansion. In short syntactical 

text mining discovers words based on grammar.  

 

 Semantical 

Relating words / symbols based on distinction between the meanings of words.  

In text mining it is the process of relating syntactic structures, from the levels of 

phrases, clauses, sentences and paragraphs to the level of the writing as a whole, to 

their language-independent meanings. It also involves removing features specific to 

particular linguistic and cultural contexts 

 

 Morphological 

Morphological text mining is based on the patterns of word formation in a particular 

language, including inflection, derivation, and composition. It refers to number and 

gender variations in a term and also to spelling variants, for example "house" and 

"houses". It enables the machine to recognize different appearances of the same 

term.  

 

 Terminological 

Discover and determine the relevance of words based on terminology. Term 

extraction, term recognition, or glossary extraction, is a subtask of information 

extraction. The goal of terminology extraction is to automatically extract relevant 

terms from a given corpus. 

 

 Hybrid 

A combination of one or more methods mentioned above. 
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3. Text Mining Scoring Functions 

 

Text mining scoring functions are used to score terms so they can be weighted, this can be 

done by a simple count or by using more sophisticated methods that count the frequency of a 

term compared to the frequency of other terms in other documents. We will take a look at several 

text mining scoring functions and see how they work. We will focus on the C-value / NC-value 

(Frantzi et al., 1998) and        based algorithms. We choose these methods because they are 

well known and are used by many scientists in the area to score terms. However in our approach 

any other scoring function can be used. 

 

 

3.1 TF-IDF 

The        weight (term frequency–inverse document frequency) is a numerical statistic 

which reflects how important a word is to a document in a collection or corpus. It is used as a 

weighting factor in information retrieval and text mining. The        value increases 

proportionally to the number of times a word appears in the document, but is offset by the 

frequency of the word in the corpus, which helps to control for the fact that some words are 

generally more common than others. 

 

The term count         in a document is simply the number of times a term   appears in that 

document  . This count is usually normalized to prevent a bias towards longer documents 

(which may have a higher term count regardless of the actual importance of that term in the 

document) to give a measure of the importance of the term   within the particular document  .  

 

The inverse document frequency is a measure of whether the term is common or rare across 

all documents. It is obtained by dividing the total number of documents by the number of 

documents containing the term, and then taking the logarithm of that quotient. 

 

            
   

               
 

 

with      : cardinality of   (the total number of documents in the corpus), and 

                : number of documents where the term   appears. If the term is not in the 

corpus, this will lead to a division-by-zero. It is therefore common to adjust the formula to 

            
   

                 
. Mathematically the base of the log function does not matter and 

constitutes a constant multiplicative factor towards the overall result.  
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Then the        value is defined by: 

 

                                 . 
 

A high weight in        is reached by a high term frequency (in the given document) and a 

low document frequency of the term in the whole collection of documents; the weights hence 

tend to filter out common terms. Since the ratio inside the    's log function is always greater 

than 1, the value of    (and       ) is greater than 0. As a term appears in more documents 

then ratio inside the log approaches 1 and making     and        approaching 0. If a 1 is 

added to the denominator, a term that appears in all documents will have negative    , and a 

term that occurs in all but one document will have an     equal to zero. 

 

3.2 C-value / NC-value 

The C-value / NC-value (Frantzi et al., 1998) is a hybrid approach that combines a statistical 

with a linguistic approach. In short, it determines the C-value by combining linguistic and 

statistical information with the emphasis on the statistical part. The C-value is defined by: 

 

     {

                                                                                     

              
 

     
  ∑  

    

                                  

 

where α is the candidate string,  ƒ(.) its frequency of occurrence in the corpus, Tα denotes the 

set of extracted candidate terms that contain   and       denotes the number of candidate terms 

in  . A candidate term can be a term on itself or it can be nested as a word within a multi-word 

term.  

 

The C-value can be extended to the NC-value, which uses context information for the 

extraction of multi-term words.  It measures the weight of a word the following way: 

 

           
    

 
 

 

where   is the context word (noun, verb or adjective) to be assigned a weight as a term 

context word,      is the number of terms the word   appears in and   is the total number of 

terms considered. The purpose of the denominator   is to express this weight as a probability: the 

probability that the word   might be a term context word. 
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The NC-value is defined as follows: 

 

                               ∑                

    

 

 

 

where a is the candidate term,    is the set of context words of a, ƒα( ) is the frequency of b as a 

term context word of a,           is the weight of  . The constants 0.8 and 0.2 where used 

during their experiment. 

 

The C-value is based on the frequency of a candidate term – the occurrence of the term in 

longer candidate terms. The greater the number, the bigger its independence and vice versa. The 

positive effect of the length of the candidate string is moderated by the application of the 

logarithm on it. The NC-value is broken up into three stages: One, apply the C-value method to 

the corpus and make a list based on its C-value; Two, extraction of the context terms and their 

weights; Three, re-rank the list by incorporating the context information from step two and 

determine the context factor by calculating the weight of a term based on its appearance as a sub 

term based on the constants for the C-value 0.8. The constant 0.2 is used in the second part of the 

formulae for the NC-value as in the experiment conducted by (Frantzi et al., 1998). 

 

For the linguistic part the C-value / NC-value uses: 

 

 Part-of-Speech information from tagging the corpses. 

Part-of-speech tagging is the assignment of a grammatical tag (e.g. noun, adjective, 

verb, preposition, determiner, etc.) to each word in the corpus. It is needed by the 

linguistic filter which will only permit specific strings for extraction. 

 

 A linguistics filter. 

The linguistics filter is used to exclude those strings not required for extraction 

based on a dictionary of predefined strings not required for extraction. 

 

 A stop-list.  

A stop-list is a list of words which are not expected to occur as term words in that 

domain. It is used to avoid the extraction of strings that are unlikely to be terms, 

improving the precision of the output list. 

 

The method improves the precision of extracting nested multi-word terms by using more 

statistical information then the pure frequency of occurrence. It also improves distribution of real 

terms in a ranking list by placing most non–terms to the bottom. The method has only been 

tested on a medical corpus that belongs to a specific text type that covers well-structured texts in 

one language. 
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4. Terms 

 

4.1 Term extraction 

Extracting terms from a text document is a difficult task when one wants to extract multi-

word terms. For example look at the following phrase, “The Terminator is an exciting action 

movie”. Looking at the word action or movie both could be valid terms; however we would be 

more interested in the term “action movie” then “action” or “movie”. 

 

We want to find a way to identify multi word terms. There are several methods to tackle this 

problem.  

 

Static dictionary 

 

One could use a static dictionary, however, such a dictionary is hard to maintain and does not 

recognize unknown or new multi term words.  

 

NLP  parsers 

 

Natural language processing (NLP) is concerned with the interactions between computers and 

human (natural) languages. The paper (Yakushiji et al., 2000) uses a full NLP parser to extract 

information from biomedical papers. They use two preprocessors to resolve local ambiguities in 

sentences to improve efficiency. 

 

Relationships extracted by using NLP tend to be too specific to be extended to new domains 

without creating new rules for new relationships. We therefore prefere another method. 

 

Hybrid method 

The paper (Tomokiyo & Hurst, 2003) proposes a new model. The model is able to extract 

both directional and hierarchical relationships. It is also able to adapt to different biological 

problem domains using learning methods. Three steps are taken to identify and tag objects: 

 

1. Use multiple dictionaries to identify known objects. 

2. Use Hidden Markov models (HMM) to identify unknown objects based on term 

suffixes. 

3. Use N-Gram models to resolve object name ambiguity 

 

It uses the following formulae: 

             ∏      

 

   

|       
     

where   denotes the probability of  a sequence of words         the length  .  
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4.2 Term ranking 

The main issue this thesis is facing is: How to rank multi word terms? A simple answer to this 

question can be: count the terms and make a list based on the count. This answer however will 

simply not satisfy most needs for term ranking. The reason for this is simple, single word terms 

tend to occur more often than multi word terms. Imagine that we take 1.000 documents extract 

single and multi-word terms and then count them. We will probably end up with thousands of 

terms and obviously the terms that will occur most will be single word terms. E.g. a top 100 list 

consists almost only of single word terms. 

 

The reason we would like to have a list is because we will get an information overload of 

terms if we do not properly rank them by relevance. Multi-word terms that occur less than single 

word terms does not make them less relevant per se. The goal of this thesis is to retrieve a list of 

relevant multi-word terms from document collections. We will propose a new method that will 

focus on this aspect of text mining.  

  



  

 

14 

 

5. The B RANKING-METHOD 

 

In this section we propose a method for multi-word term extraction and ranking. The reason 

we want to propose a new method is we look for a scoring method independent way to determine 

the context of a term and give us insight in the content of a document collection (the 

disadvantage of the method is that if the parameters are set too low it is less strict and accepts 

more terms, on the other hand; when set to strict it will dismiss a lot of multi-words terms). The 

B Ranking-Method has three steps, is configurable and can be used with any text mining 

algorithm that relates term frequency to the total amount of terms extracted. The B Ranking-

Method can be applied relatively simple. The B Ranking-Method has three steps: 

 

1. Term extraction. 

2. Weighing terms (based on a scoring mechanism). 

3. Determine the relevance of terms(based on the words and length of a term). 

 

Each step is described in their respective subsection below. An important concept of the B 

Ranking-Method is that algorithms and weights used are parameters. One could test the same 

algorithm with different weights and cross compare the results based on the amount of source 

documents available. It is also possible to train and use a corpus to predict a term, or remove a 

training corpus and use the source without any reference at all.  
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5.1 Term extraction 

This subsection describes the steps taken in the B Ranking-Method algorithm to merge multi 

word term lists and re-rank the multi word terms. In the preprocessing phase all text is combined 

into one source, either in one data file, memory or a database table. The reason is that we do not 

want to predict a term based on old or non-domain specific documents because it will not help 

discovering new terms. To assure this the weight of a term is determined against all the terms in 

the entire collection. In addition the threshold we have set for a term is that a term must consist 

out of a word with a minimum of two letters.  Each word is a term, however, if a multi word term 

is found, the word elements are removed as a term in lower word term counts unless the term 

does not reach its term threshold. For example, if the multi word term “action movie” does not 

appear at least as many times as the threshold, it will be considered as two terms “action” and 

“movie”, if it does appear five or more times it is considered as one multi term word “action 

movie”. If the multi term “action movie” appears more times as a sub term in another multi word 

term it will be removed as a two word term and considered part of this new multi word term. 

 

There are three parameters to be configured (threshold): 

 

1. Minimum word length for a term     . 

2. Minimal occurrence of a term    .  

3. Maximum amount of words in a multi word term     . 

 

A term   for the B Ranking-Method is called valid when the word length of   is larger than 

  .  

 

In the first cycle, all single word terms which are valid are found and registered. In the second 

cycle all two word terms are evaluated and if a multi word term exceeds the threshold, each word 

in the multi word term is removed as a single term and registered as a two word term. This 

continues in the third, fourth, fifth cycle etc. until the maximum length for a multi word term 

(  ) is reached or there is no valid multi word term found for a specific length. Since we start at 

terms consisting of one word and build up the list of single and multi-word terms in a linear way, 

we can conclude that when there are no valid terms of a specific word length found, terms which 

consist out of more words will not be found either. However; in practice it makes sense to set a 

maximum amount of words in a multi word- term.  
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5.2 Weighing a term 

After terms are extracted we have several lists of terms. Each list is based on the number of 

words a valid term has. As mentioned earlier, one cannot just simple compare single word terms 

with multi word terms based upon frequency. To tackle this problem the terms registered in lists 

that are being used by the B Ranking-Method two values must be registered: 

 

1. The occurrence of a term. 

2. The weight of a term. 

 

Getting the occurrence of a term is simply gained by counting the amount of times it appears 

within the corpus. One has to keep in mind that one does not want to count sub terms. 

 

Weighing a term is complex and the B Ranking-Method allows using any algorithm for this 

task. We will make use of the binomial log likelihood algorithm (Dunning, 1993). The log 

likelihood statistic is computed by a function, whose program is given in appendix A of this 

document. 

 

However; any method of weighing can be used. What is important is that terms are weighted 

against the total amount of words. One cannot simply count term occurrences and not weigh 

them against the total amounts of words. If a term is not weighted against the total amount of 

terms the B Ranking-Method will not succeed in properly ranking terms and lead to random 

results based on the specific situation. The reason is that the occurrence of a term is relative, for 

example, if the term “Leiden University” appears 1.000 times within 1.000 documents it can be a 

relevant term (depending on the amount other terms occur) but if the data consists out of the 

entire internet 1.000 occurrences is not relevant at all.  

 

As the amount of data increases more terms appear and occurrence compared to relevance 

will change. If this rule is not taken into consideration it will eventually lead to ranking lists 

which have single word terms listed in the top because they appear more often. When one not 

weigh a term properly against the amount of data, the exact opposite is also true. When the 

amount of data decreases, more multi word terms will appear at the top of a list. If the amount of 

data is too small chances are multi word terms will not be discovered at all simply because the 

occurrence of multi word terms will most likely stay beneath the minimum threshold value for 

multi word terms.   
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5.3 Determine the relevance of a term 

When we have obtained a list of single and multi-word terms with weights it is still not 

useable. The heaviest weighted terms will still be the ones which occur more which in turn are 

most likely single word terms. Even though the weighing method used is usable for terms which 

consist out of the same amount of words, it is not usable when comparing terms that do not 

contain the same amount of words. To solve this problem the B Ranking-Method uses the 

following formulae: 

 

                          
 

where       denotes the number of words in a term  ,       denotes the frequency of a term   

and       denotes the weight of a term  . As a side effect the Bval might assign terms a Bval of 

“0”. The terms that scored “0” provides us with an interesting view on words / terms which 

cannot be evaluated for a variety of reasons. The information the B Ranking-Method produces 

for these words / terms which cannot be weighted and score “0” give insight for optimization of 

either the algorithm used, the initial weights of word terms, changes in stop word lists or errors 

in the datasets used. 

 

The reason why the B Ranking-Method uses this formulae is because multi word terms tend 

to be more relevant than single term words because they tend to provide more context e.g. the 

single word term “movie” tend to appear more frequent than multi word term “action movie” 

while the context of the single word term “movie” provides less context than the multi word term 

“action movie”. When one purely looks at the frequency of a term single word terms also tend to 

populate the top results list because they tend to appear more frequent. If one would mine a 

corpus of documents about movies the single word term “movie” would most likely appear more 

frequent then the multi word terms “action movie” or “horror movie” whilst the multi term 

words could tell us more about the content of the corpus they would be ranked very low or 

maybe even outside the top term list and the single word term would be ranked very high. If you 

look at it from a statistical point of view this is correct but when we are mining text for 

information this is not practical. The reason why we do this is the same reason stop lists are used, 

some terms are to general and provide little or no information or context whatsoever. The B 

Ranking-Method deals with this issue by increasing the relevance of longer and multi term 

words. 
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5.4 Configuration 

The B Ranking-Method is configurable; the main reason is that different amounts of data 

require different approaches, but also important is the amount of resources and time needed to 

compute the results. If there is a lot of data, a high threshold for terms can be set, this could be 

automated; Also it can be interesting to use a different method for weighing a term. The 

implementation of the B Ranking-Method can depend on the situation, the resources available, 

time and underlying problem. It can be interesting to use two different settings of parameters 

used by the B Ranking-Method and compare the results. Keep in mind that the parameters of the 

minimum frequency a term have a direct relation with the amount of data you use it on. Multi-

word terms containing a lot of words can be weighted to heavy when the corpus used contains 

too few terms. 

 

For the experiments a custom implementation based on “A Language Model Approach to 

Keyphrase Extraction” (Tomokiyo & Hurst, 2003) is used as a scoring method. Terms are 

collected inside language models which are used to calculate a score based on the occurrence of 

a term compared to the occurrence of other terms, and the total of all terms in the corpus. Scoring 

     within the models is implemented the following way:  

 

      
        

             
 

 

where      denotes the occurrence of a term  ,      is the number of terms in the language 

model and      the count of all different terms in the model.  
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6. Experiments 

 

In this section we discuss the experiments we have conducted with the B Ranking-Method on 

a corpus containing 1.000 reviews from the internet movie database 

(http://stuff.mit.edu/afs/athena/course/6/6.863/share/data/corpora/movie_reviews/pos/). To 

perform the computing and visualize the results prototype software has been written. The results 

of this experiment give insight in what the data is about and what are the main topics / 

buzzwords / trends in this document collection. The term extraction component has no 

background corpus. 

 

Each run of the experiment is conducted in three steps after all text fragments are 

preprocessed into one source: 

 

1. Determine valid terms by setting a minimum term length, a minimal term occurrence, a 

maximum amount of words for a valid term and define a stop list. This sets our 

strictness to the terms we are interested in. For example, if a term occurs only once or 

twice compared to 10.000 other terms in the source it is not relevant for ranking. 

2. Select a text mining algorithm for weighing terms. In this case the binominal log 

likelihood algorithm. 

3. Evaluate the results based on qualitative tests in the source documents. 

 

 

 

If the results of the experiment are not good in the sense that, the configuration set in steps 

one and two will be modified and the experiment is repeated until we conclude the method does 

not work or until we can complete step three. With the proper configuration we can piece 

together what the data is telling us about its content. To verify the results we will read 50 reviews 

(5% of the total text), selected random, and judge if the information is in line with the trend.  
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The data that is used for this experiment are one thousand random movie descriptions from 

the internet movie database. The results of applying the B Ranking-Method must give us a top 

100 score of multi-word terms and give us insight in what the main trends / movie genres / actors 

/ buzzwords – phrases are. The data is selected randomly and we do not have any prior 

knowledge about its content except it consists out of 1.000 positive movie reviews. The reviews 

can be downloaded at: 

http://stuff.mit.edu/afs/athena/course/6/6.863/share/data/corpora/movie_reviews/pos/. 

 

An example of the data (cv000_29590.txt): 

 

 

6.1 Initial Results 

Two runs where done, in the first run we configured the minimum word length of a valid term 

to three letters and as a result many terms had a B-value of 0. It looked imperative a multi word 

term can consist out of words with a length of two letters because terms like “kung-fu” or “kung 

fu” are broken into two words by the stop word list we used. After a brief evaluation we decided 

to reconfigure the variables we had set for the B Ranking-Method and applied it again with the 

following settings: 

 

Stop list:      Basic English 

Custom stop words:     , . - : + * = ; & 

Minimum word length for a term:  2 

Minimum occurrence of a valid term: 3 

Maximum words for a term:  3 

Text mining scoring algorithm:   binomial log likelihood algorithm (Dunning, 1993) 
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The experiment produced the following results: 

 

 

Figure 1: Results ranked by frequency of the term. 

 

As one can see, a ranking based on the frequency of a term does not provide us with much 

information except for the fact that the source contains a lot of data about films, people, time and 

stories. When we relate the top terms to each other we can conclude it is about movies but no 

extra knowledge is extracted. 
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Figure 2: Results ranked by the value of the B Ranking-Method 1. Note the term “film” appears to often to ignore. 

 

The results of the B Ranking-Method are more promising. It is now clear that the data is about 

movies when we look at the top seven terms on list and try to relate them to each other it also 

provides us with a lot more knowledge then our previous results. We can conclude that there is a 

lot of writing about special effects, science fiction movies and pulp fiction. Relating that back to 

the top term “film” we can conclude the most popular movies in this stack of documents are 

science fiction movies like “Star Wars” and “Star Trek”, but also other motion pictures like 

“Pulp fiction” or “Romantic comedy” are popular. Unfortunately, we did not discover if this 

popularity is in positive or negative context.  

                                                 
1
 The rank column shows the rank based on figure 4 (Term frequency) 
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Figure 3: Terms with Bval 0 

 

As one can see, these terms passed the stop list filter or are terms that not exist. It gives us 

insight in how to tune the settings of the B Ranking-Method. 
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As expected, simply counting the frequency of words does not tell us much. The top terms are 

all single words it is difficult to explain what the documents are about. As one can see in figure 

4, the only facts retrieved is that the document collection is about movies. Also some of the 

single word terms like “don” and “re” does not make any sense at all and we cannot put them in 

any context. 

 

So can we conclude that this type of text mining algorithm is not useful? We disagree; the text 

mining algorithm has produced something interesting. Take a look at the other data in the 

columns count and score. A first look at those columns does not tell us anything, however this 

information can be used for further computing. 

 

When we take a look at the terms that are ranked based on the computed Bval: 

  
                           

 

where       denotes the Length column,       denotes the frequency column and       

denotes the weight which is given by the text mining algorithm. Since the used algorithm gives 

us a high negative score for a relevant term which appears a lot, the most relevant terms based on 

the Bval are the terms with the highest negative score (lowest scores). An important note on this 

is that the weight of a term must be relevant to its occurrence within the corpus compared to 

other terms found.  

According to the B Ranking-Method the most relevant term is “Special effects”, which puts the 

term at position 1 (Figure 2: Results ranked by the value of the B Ranking-Method) . Based on 

frequency this term is ranked 114 in figure 1: Results ranked by frequency of the term. 

Figure 3: Terms with Bval 0, shows us the terms with a weight of 0. As we can see these are not 

valid terms and should be included in the stop list. 

 

Based on the 50 reviews we randomly selected and read, we felt in line with the trend given by 

the B Ranking-Method. Most reviews where about science fiction we found several sequels of 

science fiction movies and some of them refer to other science fiction movies. The term “ve 

seen” is wrongly placed in the list because the stop list we set did remove ‘ and changed broke 

“I’ve seen” into “I ve seen” where “I” is a stop word. For this reason we cannot blame the text 

mining algorithm to consider “ve seen” as a two word term. We do not found it necessary to 

change the stop list, add a filter and redo all the steps to compute results again. Instead we chose 

to ignore the ranking of this term.  

The term “Film” appears so many times it cannot be ignored. 
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6.2 Second Experiment 

Not completely unsatisfied with the results from the initial experiment a second experiment 

was setup to test the B Ranking-Method on different corpuses and varying its size. We added 

two more corpuses: a data set consisting of 129,000 abstracts describing NSF awards for basic 

research  http://archive.ics.uci.edu/ml/databases/nsfabs/Part1.zip and the titles of every paper to 

appear in the Proceedings of the National Academy of Sciences (USA) from its inception in 

1915 until March 2005 http://www.cs.nyu.edu/~roweis/data/pnas_all.tar (about 80,000 papers) 

we also decided to re-run the Movie Review corpus again but this time varying its size, from 100 

to 1000. We changed the minimal occurrence of a term to five and changed our implementation 

of the scoring algorithm to a positive log. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://archive.ics.uci.edu/ml/databases/nsfabs/Part1.zip
http://www.cs.nyu.edu/~roweis/data/pnas_all.tar
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6.3 Results Second Experiment 

 

Abstracts “awards_1990\awd_1990_00” documents. 

 

 
Figure 4: Results ranked by frequency of the term. 

It is interesting to see that multi word terms appear in the top 10 terms based on the frequency of 

the term. The term, sub term “estimated“ appears a lot in the corpus. This is because each 

document has these terms in their headers. 
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Figure 5: Results ranked by score. 

Knowing the headers of the documents in the corpus it is interesting to see how the results are 

ranked differently by the score. Because the multi word terms appear frequent their respective 

language models are bigger and they receive a better score thus; pushing single word terms down 

the list. 
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Results ranked by the value of the B Ranking-Method. 

Compared to the results of the score we expected a further refinement of the data by pushing 

context less single word terms even further down the list, however; this was not entirely the case. 

On one hand it improved the position of certain multi term words but also ranked some single 

word terms higher on the list. 
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All Titles of the National Academy of Sciences (USA) corpus. 

 

 
Results ranked by score. 

When scoring the titles corpus the ranking of terms based on the score there is only one multi 

word term in the 10 top terms list. The list provides us with some context from the single word 

terms but this is mainly because the terms are domain specific. 



  

 

30 

 

 
Results ranked by the value of the B Ranking-Method. 

When we rank the terms on the B Ranking-Method more context about the source documents 

is provided, however; there are still a lot of single term words in the top 10 ranking and we 

discovered this makes it hard to convert the results into knowledge about the source content. 
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Movie Review (1000) 

 

 
Results ranked by score. 

Again, the top terms in the list are single word terms. The corpus reveals no clue about its 

contents apart from the, already known fact, that its contents is mainly about films and movies. 
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Results ranked by the value of the B Ranking-Method. 

When the results are ranked by the B Ranking-Method. There is a shift in the ranking but the 

multi word terms do not appear in the top term list. 
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Movie Review (100) 

 

 
Results ranked by score. 

When we reduce the size of the corpus, there is little change in the results when we rank the 

terms by their scores. 
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Results ranked by the value of the B Ranking-Method 

The results ranked by the B Ranking-Method show little change when the corpus size is 

reduced. 
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6.4 Third experiment. 

When studying the results of our second experiment we discovered a valuable hint about 

context terms and non-context terms. When giving thought to our research objective we came up 

with a new idea based on the following relation: The relevance of terms should be based on the 

context it has. It became apparent to us that single word terms carry no context at all. Single 

word terms like “movie” or “award” does not provide us with any knowledge, however; Multi-

word terms like “action movie” or “nsf award” does. 

 

Based on our thoughts from the second experiment we decided to run another experiment 

where we de-coupled the B Ranking-Method scoring algorithm from the scoring mechanism and 

put the weight of the score of a term to its length. We also decided to exclude single word terms. 

The algorithm was changed into the following: 

  

                                        
 

where       denotes the number of characters in a term  ,       the number of words in a term   

and       the frequency of a term   in the corpus. with a minimal term occurrence of five. 

 

In order to make a proper comparison we decided to run the algorithm twice, once including 

single term-words and once more to include them. We then ran the algorithm on the Movie 

Review (1000) corpus and it produced the following results: 
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Results ranked by score. 

As before the ranking based on the scoring method provides us little knowledge of the content 

of the corpus. 
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Bval with Tl(t)>0 

Running the B Ranking-method algorithm against the corpus including single word terms 

does not provide us with more insight about the corpus context then the selected scoring 

mechanism. 
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Bval with Tl(t)>1 

When excluding single word terms and applying our new algorithm for the B ranking-method 

we can reveal knowledge about the content of the corpus. As you can see when you look at the 

frequency column, even though some terms appear more frequent then terms ranked higher by 

the B Ranking-Method. The terms also have various rankings based on the scoring column. 

When looking to the top terms provided by the B Ranking-Method knowledge about the content 

of the corpus is revealed. When compared with the other term lists from our third experiment we 

can say the term list created with the B Ranking-Method where we exclude the single word terms 

provides us more knowledge then the other lists. 
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7. Discussion 

 

We start off with a general conclusion. We consider this research to be successful, however; 

we cannot conclude yet if the B Ranking-Method adds to this success directly. The reason is that 

more research must be conducted to provide us proof that the B Ranking-Method provides us the 

information or the fact that excluding single word terms provides us more insight. The relation 

between information, the number of words in a term and context is useful. Also the redefinition 

of terms, multi-word terms is one step towards our goal to gain information and acquire insights 

about the content of large document collections without having to read them. We also defined the 

following sub questions:  

 

1. Can we extract multi-word terms out of small text document collections? 

2. Can we make sense out of multi-word terms without using dictionaries? 

3. Can current methods be applied to large collections of small text documents? 

 

We have come to the following conclusions: 

 

Can we extract multi-word terms out of small text document collections? 

Using a language model approach to keyphrase extraction (Tomokiyo & Hurst, 2003). 

 

Can we make sense out of multi-word terms without using dictionaries? 

By weighing multi-word terms on term count, length and removing single word terms. 

 

Can current methods be applied to large collections of small text documents? 

 

Yes they can. During this research we mined data which contains over one million terms. 

 

We plan to continue our research concerning the B Ranking-Method in the future. We have 

the feeling that when extracting knowledge from information the focus must lay more on context 

and less on terms. Maybe single term words can be useful at all? Maybe we should ignore the 

length of terms and focus purely on the terms or vice versa? Maybe we can optimize our 

preprocessing and it will result in a much better ranking? 
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Appendix A 

 

Binomial log likelihood algorithm (Dunning, 1993). 

 

 

where 

 

also,   and . 

 

For the multinomial case, this formulae becomes: 

 
where 

 
 


