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Abstract

Organisations process a huge amount of documents on a daily basis. Such documents are often stored in an unstructured manner, e.g. HTML, Word or PDF files. The term “unstructured data” refers to information that isn’t stored in a traditional relational database. Such data can contain valuable information, but it is hard to find and organise since the data does not follow a fixed structure. Tagging resources, annotating them with keywords, is a great way to improve findability of resources in a large collection of resources.

Tagging is however a human task. This research focuses on the task of tag recommendation, which involves finding and suggesting relevant keywords for documents from their content and relations between users, documents and tag-words. We discuss various types of algorithms and test their performance on three real world datasets. Besides some well known algorithms, we implemented a system proposed by Lipczak et al. which won a major scientific event focused on tag recommendation. His system outperforms the well known algorithms and returns a maximum F1 score of 0.3127 on the DeliciousT140 dataset. We propose two extensions to his system which respectively achieve a maximum F1 score of 0.3167 and 0.3216.
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Chapter 1: Introduction

While the amount of digital information is growing at an enormous speed and the use of Big Data technologies allow us to discover information hidden within the data, most of the stored data is not utilized for data mining and analytics tasks. Estimations by IDC, Forrester and Gartner suggest that over 80% of all enterprise data consists of unstructured data. Unstructured data, as opposed to structured data, does not follow a fixed, pre-defined structure. It is typically human-generated and is not suitable for storage in a traditional database. The content is saved in formats such as Word, PDF or HTML. These are examples of mostly textual documents, but unstructured data also includes o.a. audio and video recordings, PowerPoint-presentations and e-mails.

The massive amount of unstructured data is a great potential source of information, however it asks for different technologies as used on machine-generated data (e.g. sensor information). The field of text mining is involved with deriving relevant information from text, e.g., sentiment analysis in which an opinion is extracted from a document. This research covers topics in information retrieval and natural language processing, both tasks in text mining. We investigate a tag recommendation system, a system which reads textual documents and recommends tags based on the document content. A resource can be annotated with words identifying the resource. The words, or tags, are relevant to the resource and can be helpful when searching for a resource in a large collection of resources.

A folksonomy is a ‘collaborative tagging system’. In a folksonomy, users annotate resources with tags. The tags are not restricted to a limited set of words and thus a folksonomy vocabulary arises from the user’s personal vocabularies. Folksonomies became popular with the introduction of web services such as Flickr and Delicious. Such services are very valuable for research on tag recommendation systems since recommendation algorithms can be validated given the user tags connected to resources.

In this research we investigate several tag recommendation algorithms, which are validated using folksonomy datasets made available for research purposes. We develop a system which recommends tags given resources. The goal of annotating resources with tags is to make the resources easier findable in a large collection of resources. In this chapter, we discuss the motivation, challenges and objectives behind this research. We formalize the problem and define three research questions which we intend to answer during this research.

1.1. Tag recommendation

A tag is a piece of metadata describing a resource. Metadata is additional information about a resource, describing e.g. the time of creation, author, location, size of a photo or content of the resource.

In Figure 1.1 we see a tag cloud\(^1\). A tag cloud is a visualization of words in which the words are formatted such that the most important, frequent or relevant words are displayed. Given a large collection of tagged documents, one can easily see the most important keywords in the collection in the cloud of words.

\(^1\)Generated from this document using Wordle [http://www.wordle.net](http://www.wordle.net).
Figure 1.1: Tag cloud example

*Tag recommendation* is the process of finding and recommending the most relevant words for a given document. The process of finding relevant words is used in various other applications:

- Indexing [21]
- Document annotation
- Metadata generation [30]
- Feature selection [6]
- Labelling [28]
- Keyword extraction [27]

1.2. Motivation

The continuously growing amount of information makes it impossible to find the right piece of information without the help of technology. Companies process millions of resources on a daily basis. Annotating resources with tags, which characterize the resource, are extremely helpful in finding and organising resources. Adding tags however is a human task. Processing natural language is a very hard task for computers and remains an active field of research.

This research is a collaboration between Leiden University and Capgemini Netherlands. One of Capgemini’s content management products is Nuxeo. Nuxeo is an open source Enterprise Content Management (ECM) platform, which allows document management, case management, digital asset management and other applications. The Nuxeo platform’s first release was in February 2007. Up to now, users can manually add tags to resources. There is no way of automatically generating tags from a resource.

Manually adding tags is a time-consuming process and not all users take the time to annotate resources. Annotated resources are easier to find and thus it would be very useful if all resources could be tagged automatically. This research is intended to investigate a ‘tag recommendation system’, i.e. a system that is able to recommend relevant tags for a given resource.

\[\text{http://www.nuxeo.com}\]
1.3. Challenges

The recommendation task faces several challenges. The cold start problem is a general issue in recommender systems since no information is known about new items, whether it’s a new user or a new resource. Personalisation remains a challenge, since it is always debatable whether or not tags must include a user’s tagging history. The ‘curse of dimensionality’ is a large issue for most recommendation systems. A document can contain many unique words. For example, take a collection of 20,000 tagged documents by 5,000 unique tag-words and 100 users. Storing such information in a $d \times t \times u$-matrix results in $20,000 \times 5,000 \times 100 = 10$ billion entries, of which most are empty and thus the resulting matrix is extremely large yet extremely sparse. We require smart techniques for dealing with large amounts of information.

Traditional recommender systems are applied to problems such as product recommendation based on user ratings. Such problems are two-dimensional: the data can be stored in a 2-D matrix in which rows represent users and columns represent items. Each cell is a numerical rating given by the user to the item. Tag recommender systems are more complex since there is an extra dimension in the form of tags. A user can tag a resource using one or more words. Numerical ratings such as ‘1’ and ‘5’ can be easily compared, but it is very hard for a computer to compare e.g. ‘train’ and ‘car’. The fact that words can have multiple meanings adds complexity to the challenge.

1.3.1. Natural Language Processing

The field of Natural Language Processing (NLP) focusses on computer systems for understanding and interacting using human language. The language can be either written or spoken. Some research topics in NLP are optical character recognition (OCR, reading handwritten text), automatic summarization, automatic translation, entity recognition, sentiment analysis and speech processing.

1.3.2. Information Retrieval

Information Retrieval (IR) is a research field closely related to NLP in which the goal is to extract relevant pieces of information from a large number of resources. Processing text is a primary
task in IR, in which NLP techniques are useful. The typical IR task is a search task that returns a ranked list of items that are relevant to a search query. In Figure 1.3 we see a search for “computer science books” on Amazon. 148033 results are returned, ordered from most to least relevant. The screenshot shows the top 5 results. None of the titles of these items contain all three words “computer”, “science” and “books”, yet Amazon’s system returns them as relevant to the search query. In tag recommendation, the search query is a resource, and the relevant items are tag-words.

Figure 1.3: Search query for “computer science books” on Amazon

1.3.3. Semantics

Semantics is the study of meaning, a challenge for both NLP and IR. Natural language contains relationships between words, making it hard to interpret by computers. Some concepts in semantics are:

1. **Synonymy** Different words having one meaning, e.g., “buy” and “purchase”.

2. **Polysemy** One word having multiple meanings, e.g. “bank” meaning a financial institution or a river bank.

3. **Antonymy** Words having opposite meanings, e.g., “plus” and “minus”.

4. **Hyponymy** A relation between an instance and its general term (its hypernym). For example: “red”, “green” and “blue” are all hyponyms of “colour”. Hierarchical relationships between words are often displayed using a tree structure, called a taxonomy.

5. **Word order** For example:
   - Bob walks to the park after dinner.
   - **Only** Bob walks to the park after dinner. (nobody else walks to the park)
   - Bob **only** walks to the park after dinner. (he does nothing else after dinner)
• Bob walks **only** to the park after dinner. (he goes nowhere else after dinner)
• Bob walks to the park **only** after dinner. (he doesn’t walk at other times)

1.3.4. Social and enterprise tagging strategies

Most research in the field of tagging strategies focusses on **social tagging**. These systems are characterized by the fact that individual users tag or bookmark items, and share the items publicly. **Enterprise tagging** knows a number of limitations. Social tagging systems don’t contain restrictions, i.e., there is no structure or regulation of vocabulary, which is desirable in a corporate environment. Corporate content is used for specific tasks, and everybody in a company benefits from improved document findability. Also, the number of users in an enterprise environment is generally much lower. Millions of people use services such as Facebook or Instagram, while a company with only a thousand employees would already be considered a large company. Privacy and security issues are also important since some information might be kept secret, even to employees within the same company. Lastly, the quality of tags is more important in enterprise tagging. People tend to tag inconsistently and tag items for the best personal findability, while those tags might not be of use to other users. Adding clear and consistent tags will benefit everybody in a company.

While we do not focus specifically on social or enterprise tagging in this research, it is clear that the need for sophisticated tag recommendation techniques is even more present in enterprise tagging.

Social information systems are designed in different ways. **Ontology** is the study concerned with the existence of categories of entities that (may) exist is a domain. An ontology is usually depicted in a mindmap. A taxonomy is a hierarchical classification system in which the hierarchy, or categories and sub-categories, is controlled by experts. The word taxonomy derives from the Greek words taxis (arrangement or division) and nomos (law). **Folksonomies** are also hierarchical classification systems, but differ from taxonomies because the tags or categories are not assigned by experts. All content in folksonomies is collaboratively controlled by the community, i.e., users add their own tags, based on their own vocabulary. Folksonomies are applied on many social media platforms, e.g. Flickr[^3], Wordpress[^4], and Tumblr[^5].

1.4. Objectives

The objective of this work is to investigate and improve existing work in the field of tag recommendation and gain knowledge and experience in the functioning of such algorithms. We want to discover how content from documents can be extracted and handled in order to retrieve relevant tag-words from documents, i.e. we would like to transform unstructured data into some form of structured data in order to retrieve relevant information.

Given the fact that this research is a collaboration between Leiden University and Capgemini Netherlands, we focus on ‘as real as possible’ challenges, i.e. we include o.a. processing speed of algorithms in the testing of algorithms and are interested in finding an optimal number of tags to recommend.

1.5. Formal problem definition

The tag recommendation problem consists of three components: users $u_i \in U$, resources $r_j \in R$ and tags $t_k \in T$.

[^3]: https://www.flickr.com
[^4]: http://wordpress.org
[^5]: https://www.tumblr.com
The users, tags and resources are connected by posts. A post is a triplet \( p_{ij} \in (u_i, r_j, T_{ij}) \) where \( T_{ij} = \{t_k\} \) is a set of tags between a user and a resource. The entire folksonomy is a set of posts. We refer to a triplet as URT.

We formally define a folksonomy as \( \mathcal{F} := (U, T, R, Y) \). \( U \), \( T \) and \( R \) are finite sets whose elements are respectively users \( u \in U \), tags \( t \in T \) and resources \( r \in R \). \( Y \) defines a ternary relation between \( U \), \( T \) and \( R \): \( Y \subseteq U \times T \times R \), which are tag assignments.

From the folksonomy \( \mathcal{F} \) we can derive various subsets:

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Y_u )</td>
<td>All tag assignments by user ( u )</td>
<td>( Y_u := Y \cap ({u} \times T \times R) )</td>
</tr>
<tr>
<td>( Y_t )</td>
<td>All tag assignments for tag ( t )</td>
<td>( Y_t := Y \cap (U \times {t} \times R) )</td>
</tr>
<tr>
<td>( Y_r )</td>
<td>All tag assignments on resource ( r )</td>
<td>( Y_r := Y \cap (U \times T \times {r}) )</td>
</tr>
<tr>
<td>( Y_{u,t} )</td>
<td>All tag assignments by user ( u ) using tag ( t )</td>
<td>( Y_{u,t} := Y \cap ({u} \times {t} \times R) )</td>
</tr>
<tr>
<td>( T_u )</td>
<td>All tags assigned by user ( u )</td>
<td>( T_u := {t \in T</td>
</tr>
<tr>
<td>( T_{u,r} )</td>
<td>All tags assigned by user ( u ) to resource ( r )</td>
<td>( T_{u,r} := {t \in T</td>
</tr>
<tr>
<td>( P )</td>
<td>A set of all posts. A post consists of a user, a resource and all tags that the user assigned to the resource</td>
<td>( P := {(u, S, r)</td>
</tr>
</tbody>
</table>

Table 1.1: Folksonomy subsets

Users are usually represented by a user ID, tags can be any combination of characters, i.e. a string, and the identification of resources depends on the system. Most document management systems create a unique ID and store the resources on a hard drive and save the location of the file in a database.

### 1.6. Research questions

We formulate three research questions:

**RQ1. How can the content of resources be used to recommend accurate tags?**

We focus on previously untagged resources, i.e. the resources uploaded by users have not been uploaded before and thus no tags are added to it yet. We want to recommend tags based purely on a resource’s content, without any other knowledge from e.g. the folksonomy.

**RQ2. How can algorithms be combined in order to produce stronger tag recommendations?**
Combining multiple algorithms to produce a single, improved recommendation is a much applied technique in other types of recommendation. In the tag recommendation challenge, there have been only a handful attempts. The most well known one (to the best of our knowledge) was by Lipczak et al. [14] which was submitted to the ECML PKDD 2009 competition and won in the categories ‘content-based’ and ‘online’ tag recommendation and placed third in the ‘graph-based’ category. We would like to investigate how multiple tag recommenders can be combined and optimized.

RQ3. **Is there an optimal number of tags to recommend?**

Most related research that deals with tag recommendation checks accuracy by testing a range of tags, usually one to twenty tags. A real world system cannot simply return ‘a range of tags’, but must return a specific number of tags to the user. Since we’re dealing with a real world system which isn’t used in an experimental setting, we are interested in the optimal number of tags to recommend. This could be a variable number, e.g. depending on a minimum score threshold or user preference.

1.7. **Thesis structure**

This thesis is organized as follows. Chapter 2 describes several ‘building blocks’ for a tag recommendation system, e.g. the general functioning of a typical tag recommendation system, open data for testing the performance of tag recommendation algorithms, etc. Before entering resources into a recommendation system, several ‘preprocessing’ techniques can filter garbage from the resources which helps achieving better tag recommendation results. These techniques are discussed in Chapter 3. Next, we discuss various tag recommendation techniques in Chapter 4. We suggest two new algorithms in Chapter 5. All preprocessing techniques and recommendation algorithms have been implemented and tested. This process has been described in Chapter 6. The experimental settings and results are given in Chapter 7. We finish this thesis with a discussion (Chapter 8) and suggestions for future work (Chapter 9). For readability of the thesis, we discuss the most important results in the chapters mentioned above. The full results are given in the Appendices.
Chapter 2: Building blocks

Several ‘building blocks’ for creating a tag recommendation system are discussed in this chapter. Existing software is listed in Section 2.1. Data is required for training and testing the performance of recommendation algorithms. Open data, publicly available data useful for training and testing algorithms, is discussed in Section 2.2. Linked datasets, which are huge datasets in which all data is connected to form a network of information, are described in ?? An overview of the architecture of a tag recommendation system is given in Section 2.3.

2.1. Software solutions

A number of text processing software packages are listed in this section. They offer various tools helpful for the tag recommendation task. All listed packages are open source.

1. Apache Lucene (http://lucene.apache.org)
   Apache Lucene is an open source library for full text indexing and search. It was first written in Java and has been ported to many other programming languages.

2. Apache OpenNLP (https://opennlp.apache.org)
   Apache OpenNLP is a Java-based open source library for NLP tasks such as tokenization, sentence segmentation or parsing.

3. Apache Stanbol (https://stanbol.apache.org)
   Apache Stanbol’s goal is to extend traditional content management systems with semantic services.

4. NLTK (http://www.nltk.org)
   Natural Language Toolkit is a Python library providing text processing tools such as tokenization, stemming or tagging. Tagging in NLTK is not tag suggestion but part-of-speech (POS) labelling, i.e., detecting the category of words in a text. POS labels are linguistic categories such as noun, verb or conjunction.

   A language detection library made in Java by Google, able to detect 53 languages, trained on Wikipedia articles. The library has been ported to Python (https://pypi.python.org/pypi/langdetect).

6. Topic modelling libraries
   There are several libraries offering topic modelling tools. These are very helpful since they contain efficient and optimized implementations of topic modelling algorithms.

   (a) Gensim (http://radimrehurek.com/gensim)
       “Generate similar”, or Gensim[22], is a Python library supporting o.a. TF.IDF, LSI and LDA.

   (b) MALLET (http://mallet.cs.umass.edu)
       “MAchine Learning for Language Toolkit”, or MALLET, is a Java library offering several natural language processing tools.
2.2. Open Data

Data from several collaborative tagging services can be used for testing tag recommendation systems. A typical bookmarking or tagging service allows users to bookmark content (e.g., a webpage) and add tags and a description to the content. BibSonomy allows users to tag and share scientific publications. Delicious allows users to tag websites and CiteULike also allows users to save, tag, and share academic papers. Stack Exchange is a collection of communities, each covering a specific topic. Users can ask and reply to questions. Each service allows users to add tags from their own vocabulary, thus creating a folksonomy.

Several dumps from tagging services have been made for research purposes. Most of them only consist of the URT triplets and not resource content. For this research, we required at least the resource title. The following datasets were selected:

1. DeliciousT140
   DeliciousT140 contains 144574 random documents from the web, most in HTML format, with corresponding tags and users from the Delicious service. It was created June 2008 and published by A. Zubiaga et al. [33].

2. Wiki10+
   The Wiki10+ dataset was created April 2009 and released by the same authors as the DeliciousT140 dataset. It contains 20762 Wikipedia articles and associated users and tags from the Delicious service [32].

3. MovieLens 10M
   The GroupLens research group made MovieLens (online movie recommender service) data available in various sizes, containing respectively 100k, 1M and 10M movie ratings. The ratings are expressed using a number between 1 and 5, but tags were also added to some movies. The data is interesting for this research since the type of content is different than the other datasets (movies vs documents). Users, movie titles and tags are given.

Lastly, it is noteworthy to mention Wikipedia serves dumps of all pages. Dumps from the English Wikipedia can be downloaded from http://dumps.wikimedia.org/enwiki Each page including history can be downloaded. The English Wikipedia dump is 10.5GB in .bz2 format. Unpacked its size is almost 50GB and contains a single XML file. Wikipedia articles are written using templates. The template mark-up is contained in the XML file so it has to be stripped before processing the dump. Wikipedia’s dumps are valuable since Wikipedia is available in 287 languages and 37 of those languages have over 100,000 articles from which information can be extracted, e.g., topics and entities can be learned from the articles.

2.2.1. Data characteristics

Statistics from all datasets are given in Table 2.1. The densities are expressed in percentages, showing how dense (or sparse) the relations are. For example, if there are 500 users and 1000 resources, and 2000 user-resource relations are given, the density is \( \frac{2000}{500 \times 1000} \times 100 = 0.4\% \). The fact that social tagging services are extremely sparse is a large challenge for tag recommendation systems.
Table 2.1: Dataset statistics

<table>
<thead>
<tr>
<th>Dataset</th>
<th>DeliciousT140</th>
<th>Wiki10+</th>
<th>MovieLens 10M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posts</td>
<td>144574</td>
<td>20762</td>
<td>82103</td>
</tr>
<tr>
<td>URT triplets</td>
<td>2012804</td>
<td>457708</td>
<td>95580</td>
</tr>
<tr>
<td>User/resource density (%)</td>
<td>0.00030</td>
<td>0.00265</td>
<td>0.00013</td>
</tr>
<tr>
<td>User/tag density (%)</td>
<td>0.37895</td>
<td>0.72037</td>
<td>0.06604</td>
</tr>
<tr>
<td>Resource/tag density (%)</td>
<td>0.02071</td>
<td>0.02223</td>
<td>0.05664</td>
</tr>
<tr>
<td>Tag/tag density (%)</td>
<td>0.14251</td>
<td>0.07116</td>
<td>0.02328</td>
</tr>
<tr>
<td>Unique resources</td>
<td>144574</td>
<td>20762</td>
<td>7601</td>
</tr>
<tr>
<td>Avg users per resource</td>
<td>1</td>
<td>1</td>
<td>10.80</td>
</tr>
<tr>
<td>Avg unique users per resource</td>
<td>1</td>
<td>1</td>
<td>7.30</td>
</tr>
<tr>
<td>Avg tags per resource</td>
<td>13.92</td>
<td>22.05</td>
<td>12.57</td>
</tr>
<tr>
<td>Avg unique tags per resource</td>
<td>13.92</td>
<td>22.05</td>
<td>9.36</td>
</tr>
<tr>
<td>Unique users</td>
<td>3378</td>
<td>377</td>
<td>4009</td>
</tr>
<tr>
<td>Avg resources per user</td>
<td>42.80</td>
<td>55.07</td>
<td>20.48</td>
</tr>
<tr>
<td>Avg unique resources per user</td>
<td>42.80</td>
<td>55.07</td>
<td>13.84</td>
</tr>
<tr>
<td>Avg tags per user</td>
<td>595.86</td>
<td>1214.08</td>
<td>23.84</td>
</tr>
<tr>
<td>Avg unique tags per user</td>
<td>254.72</td>
<td>714.34</td>
<td>10.92</td>
</tr>
<tr>
<td>Unique tags</td>
<td>67217</td>
<td>99162</td>
<td>16529</td>
</tr>
<tr>
<td>Avg tags per post</td>
<td>13.92</td>
<td>22.05</td>
<td>1.16</td>
</tr>
<tr>
<td>Avg users per tag</td>
<td>29.94</td>
<td>4.62</td>
<td>5.78</td>
</tr>
<tr>
<td>Avg unique users per tag</td>
<td>12.80</td>
<td>2.72</td>
<td>2.65</td>
</tr>
<tr>
<td>Avg resources per tag</td>
<td>29.94</td>
<td>4.62</td>
<td>5.78</td>
</tr>
<tr>
<td>Avg unique resources per tag</td>
<td>29.94</td>
<td>4.62</td>
<td>4.30</td>
</tr>
<tr>
<td>Avg related tags per tag</td>
<td>567.68</td>
<td>112.63</td>
<td>9.06</td>
</tr>
<tr>
<td>Avg unique related tags per tag</td>
<td>95.79</td>
<td>70.56</td>
<td>3.85</td>
</tr>
</tbody>
</table>

Most datasets are post-core level 1 datasets (described in Subsection 2.2.2). We see users tagged each resource only once in DeliciousT140 and Wiki10+. This means that tag recommenders are probably more dependant on resource content than graph-based relations given these datasets. We also see large differences between the datasets, e.g. the vocabularies of users in DeliciousT140 and Wiki10+ are quite large, contrary to MovieLens users.

2.2.2. Post-core selection

Tag recommendation algorithms are often evaluated on post-core datasets, which are subsets of complete datasets [12]. Post-core level $n$ of a dataset consists of all posts in which users, resources and tags appear in $n$ or more posts. The goal is to work with dense data to allow algorithms to perform good and reduce the cold start problem.

Over 60% of all users in the DeliciousT140 dataset tagged two or more documents. However, the dataset only contains documents tagged by a single user. Thus, post-core >1 datasets could not be made.
2.3. IR system architecture

A typical information retrieval system consists of two parts: an offline and an online part. The offline part consists of training a model on a large amount of data, which takes long and is thus impractical to do real-time. During this stage model parameters are learned and indexes are created. The online part is performed real-time. After a user makes a request, a recommender service is expected to return results immediately and it should thus be very efficient. Generally it consists of a simple calculation or lookup in the pre-computed index.

In Figure 2.1 we see a simplified model of such a system: training data is processed in the offline stage and its results are stored in memory or a database. In the online stage, a user submits a document to a recommender service, which processes only the single document. The recommender service fetches the precomputed data, inserts the document into the learned model, and returns the tags.

![Figure 2.1: IR system architecture](image-url)
Chapter 3: Text preprocessing

Text preprocessing is intended to transform raw textual data into usable data by removing and/or converting unnecessary data. The expression “garbage in, garbage out” is used in the computer science field to indicate that no matter how good an information processing system is, when one starts with garbage, one always ends with garbage.

This section describes various steps in a text preprocessing-process. Techniques described in this chapter aren’t ‘holy grails’ and are active fields of research. They all have strengths and weaknesses and it is questionable whether the techniques must be used.

3.1. Text clean-up

Documents come from different sources and need to be handled differently in order to extract usable textual data. Many documents from the web come in HTML format, which contain elements such as `<img src="smiley.gif">`, which can be stripped. A text extraction algorithm is required for each format, e.g., HTML, XML, PDF or Word-documents.

Also, a filter for the word length can be applied. Text preprocessing tools generally remove one- or two-letter words such as “a” and “of”. A maximum word length can also be applied.

Infrequent words may be erased by setting a minimum frequency threshold. Rare words are unlikely to identify documents and over 50% of distinct words may occur only a single time, so removing infrequent words will yield large savings in document size [6].

Lastly, text can be converted to lowercase characters. The meaning of words will not change, but the number of unique words in a text can be reduced by converting uppercase characters to lowercase characters.

3.2. Stop word removal

Tag words should describe and identify a document. Words such as ‘the’ or ‘and’, which typically occur in almost every document are not descriptive and can therefore be filtered out. Highly frequent words can be identified by setting a maximum frequency threshold, e.g. by counting the number of documents a word occurs in, or by maintaining a list of stop words, and checking every word in a document against the list of stop words. A word is removed if its frequency appears above the threshold or if it is present in the stop word list. Stop words are language-specific and lists are publicly available for most languages, although domain-specific lists might be used. For example, the word ‘can’ appears in most public stop word lists, but might be distinctive in the document collection of a recycling company [6].

Stop word removal is an easy method for reducing file size (documents in the DeliciousT140 dataset consist of 20% – 30% stop words) and improving efficiency of the system since stop words aren’t indexed.
3.3. Stemming

*Stemming* is the process of ‘linguistic normalisation’, i.e., a technique for transforming derivations of a word to the stem of the word. The stem (also called root) of a word is the most basic form of a word. For example, the stem of the words ‘driving’, ‘drove’ and ‘driven’ is ‘drive’.

Stemming programs are called stemmers, and unfortunately they are not perfect. Combining words by stemming could reduce the file size of most documents up to 50% [25]. However, some of problems are computational time (stemming algorithms are computationally expensive), accuracy and languages. Most stemming techniques are applied to English language, although stemmers for other languages do exist. The three major stemming algorithms are Porter, Snowball (Porter2) and Lancaster (Paice/Husk), ordered from least to most aggressive.

3.4. Tokenization

*Tokenization* is the process of splitting text into tokens (chunks of text). A tokenizer can split texts into words, sentences or other units. Generally a rule based system using regular expressions is employed. Western European languages are handled relatively well. Tokenizers are unfortunately not perfect, e.g. a classic example where naive tokenizers fail is “New York-based”, where the tokenizer splits at the whitespace. Advanced tokenizers use rules for handling i.a. e-mail addresses, phone numbers, city names and dates.

Multilingual tokenization is complicated. Languages such as Dutch tend to concatenate most compound words (e.g. “huizenprijzen”), while English tends to keep such words separated by dashes or spaces (e.g. “housing prices”). Compound word rules are complex and change over time, making it hard to build perfect tokenizers.

3.5. Part-of-speech tagging

Part-of-speech tagging, or POS tagging, is the process of identifying the lexical class of words. For example the sentence “this research is very interesting”:

<table>
<thead>
<tr>
<th>This</th>
<th>research</th>
<th>is</th>
<th>very</th>
<th>interesting</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT (determiner)</td>
<td>NN (singular noun)</td>
<td>VBZ (verb, 3rd person singular present)</td>
<td>RB (adverb)</td>
<td>JJ (adjective)</td>
</tr>
</tbody>
</table>

Table 3.1: POS tagging example

The English language is divided into eight lexical categories. By filtering certain categories the number of words in a document can be vastly reduced. For example, filtering only nouns in the example would result in only “research” and removing 4 out of 5 words.

3.6. Document representation models

After documents are stripped, cleaned and filtered, the last step is to represent the data in a way that is usable by recommender models, also called mid-level representation. One way to store URT triplets is to create a three-dimensional matrix and store the number of times a user u tagged a resource r with tag t (usually once). This requires a $u \times r \times t$-matrix. Most entries will be zero, and given the smallest dataset in this paper (Wiki10+), this results in $20762 \times 377 \times 99162 = 776$ billion entries. If each entry takes one byte, this would result in storing 776 gigabytes of data. This is obviously a very inefficient way of storing the data since non-existing URT triplets also take up one element in the matrix. More efficient mid-level representation models are discussed in this subsection.
3.6.1. Bag of words (BOW)

A common way to represent documents in the form of a matrix is ‘bag-of-words’ (BOW). From a
document, or a collection of documents, an \( n \times t \) document-term matrix is constructed, where \( n \)
is the number of documents and \( t \) is the number of distinct terms. For example:

**Document 1** Bob walks to the park only after dinner.

**Document 2** Bob never walks to the park by himself.

**Document 3** Bob always walks with the dog to the park.

From these documents, a dictionary or vocabulary is created where each term is given a unique
id:

1. Bob
2. walks
3. to
4. the
5. park
6. only
7. after
8. dinner
9. never
10. by
11. himself
12. always
13. with
14. dog

Next, a document-term matrix is created in which each document is represented by a vector of
word-counts. Word order is lost using this model.

<table>
<thead>
<tr>
<th>Document</th>
<th>Word</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Document 1</td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Document 2</td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Document 3</td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.2: Documents represented by word count vectors.

This representation faces the same issue as shown in the example at the start of this subsection:
the matrix grows very fast as more documents are added (it is in fact the same, but without the
third dimension of users). Therefore, a BOW model is stored more efficient using two steps:

1. Create dictionary of words
2. Create sparse BOW vectors

First, all documents in a dataset are read and all distinct words are stored. This forms the
dictionary. All words are given a unique identifier. After that, all documents are read a second
time, but now a BOW vector is created for each document. Given the example above, documents
are represented as follows:

**Document 1** [(1,1), (2,1), (3,1), (4,1), (5,1), (6,1), (7,1), (8,1)]

**Document 2** [(1,1), (2,1), (3,1), (4,1), (5,1), (9,1), (10,1), (11,1)]

**Document 3** [(1,1), (2,1), (3,1), (4,2), (5,1), (12,1), (13,1), (14,1)]

User-tag relations can be stored in similar fashion. This greatly reduces the number of stored
elements since non-existing tag assignments are not stored. Since documents and folksonomies are
extremely sparse, this is a much needed feature. This model is also abbreviated as \( \text{sBoW} \) (sparse
Bag-of-Words) \[31\].

3.6.2. TF.IDF

From the BOW model a TF.IDF model (described in Subsection 4.2.2) can be derived in which
the IDF scores can be pre-computed for each term. When a new document is processed, only the
BOW-vector for the new document has to be generated and inserted into the TF.IDF model. For each term in a corpus, its IDF score is calculated as:

$$IDF_t = \log \frac{D}{df_t}$$  \hspace{1cm} (3.1)

Where $D$ is the number of documents in the corpus and $df_t$ is the document frequency of term $t$ (the number of documents in which term $t$ appears). The base of the logarithm is typically set to 2 or 10. Given the three documents above, this results in 14 IDF-scores.

1. 0  
2. 0  
3. 0  
4. 0  
5. 0  
6. $\log(\frac{3}{1})$  
7. $\log(\frac{3}{1})$  
8. $\log(\frac{3}{1})$  
9. $\log(\frac{1}{7})$  
10. $\log(\frac{1}{7})$  
11. $\log(\frac{1}{7})$  
12. $\log(\frac{1}{7})$  
13. $\log(\frac{7}{1})$  
14. $\log(\frac{7}{1})$

Since a dictionary can be very large (100000+ terms), the size of the dictionary is often limited to e.g. 50,000 or 100,000 terms. The dictionary of single documents is often limited to a small number of terms such as 100 or 1000. Limiting the dictionary size does have one disadvantage: if a new document is inserted into a TF.IDF model and a term is unknown in the pre-computed IDF scores, a TF.IDF score cannot be computed for the term. However, given a large enough dictionary this should not be a problem since most other terms will be present in the dictionary.

### 3.6.3. Other representation models

An often discussed limitation of the BOW and TF.IDF model is the lack of ability to handle sentiment \[31\]. A dictionary can contain 100,000+ terms but a single document contains a much smaller dictionary, e.g. 100 – 1000 terms. Each word is considered to be unique in the BOW and TF.IDF model. However, natural language contains synonyms and thus many terms can be closely related. For example, the English word with the most synonyms is “good” (300+ synonyms). Good can also be described as e.g. “excellent”, “wonderful” or “splendid”. However, without semantics these three words have no relation.

Two representation models without this limitation are Dense Cohort of Terms (dCoT) \[31\] and Latent Dirichlet Allocation (LDA) \[2\]. dCoT maps high-dimensional sparse vectors into low-dimensional dense representations. The mapping is trained to reconstruct frequent words from infrequent words. When removing common words from a text, the model should reconstruct the removed words from the remaining words. LDA (described in more detail in Subsubsection 4.2.3) is a topic modelling framework. It models co-occurring words into topics. For example, one could have a topic “computers” with words ‘network’, ‘hardware’, ‘networks’, ‘keyboard’ and ‘mouse’. Another topic could be “animals” containing the words ‘cat’, ‘cats’, ‘dog’, ‘mouse’ and ‘pets’. Since words can have multiple meanings, they can belong to multiple topics.
Chapter 4: Tag recommendation techniques

Tag recommendation techniques are based on different assumptions and are applied to different perspectives of data, e.g. a user’s tag history or a document’s title. The techniques described in this section are applied in order to predict a set of tags that a user will most likely add to a resource.

Several techniques for tag recommendation have been proposed over the years. Most are variations on one of the few major algorithms. An overview of different types of algorithms and their characteristics is given in this chapter. The types are divided over sections, where each section discusses one type of algorithms. Section 4.1 describes popularity based methods. Content based and graph based methods are respectively addressed in Section 4.2 and Section 4.3 and hybrid approaches, in which models are combined, are discussed in Section 4.4. Lastly, measurements for measuring the performance of algorithms are discussed in Section 4.5.

4.1. Popularity based methods

Popularity-based recommenders are naive methods but very simple and fast to apply since they simply sort tags by frequency.

4.1.1. Global popular tags

The simplest solution is to recommend the top tags in a dataset sorted by frequency. The most popular tags for any user \( u \in U \) and resource \( r \in R \) are calculated from the set \( Y_t \) (where \( |Y| \) denotes the cardinality of set \( Y \)):

\[
\hat{T}_{u,r} := \underset{t \in T}{\text{argmax}}(|Y_t|) \tag{4.1}
\]

4.1.2. User popular tags

Variations shown in [26] select the most popular tags by (a combination of) user, resource or item. For example, the following recommends the most popular tags from a user’s set of tags and is thus presumably better at recommending tags (if the user has previously tagged resources):

\[
\hat{T}_{u,r} := \underset{t \in T}{\text{argmax}}(|Y_{u,t}|) \tag{4.2}
\]

These recommenders are very simple and fast to use, but have several drawbacks. First, they suffer from the cold start problem. The global popular tag recommender suffers only minimally from this problem, but more specific recommenders require more training in order to produce relevant tags. When a user processes his first document, he won’t have a tag history and the global tag recommender can be used as a backup.
4.2. Content based methods

Content based recommendation techniques focus on extracting features and structure from resources themselves, such as the title, headings or anchor tags.

4.2.1. Content sources

Different sources of content can be URL, resource content, resource title, etc. File types such as PDF store data unstructured making it difficult to extract text according to any structure from the document. Other file types such as XML and HTML store the data structured, allowing to extract separate pieces of documents. These types are referred to as semi-structured, since they don’t reside in a database but they do contain elements which follow a pre-defined structure. The impact of document titles was researched by Lipczak et al. in [15]. Findings showed “a strong relation between the resource title and the choice of tags”.

We checked this claim on the DeliciousT140 dataset. Titles, h1 to h6 tags, anchor tags and remaining content were separately extracted from HTML documents and the ratio between words and user-tags was averaged over all documents. The user-tag-density of each source, ordered from most to least dense, showed to be (1) title, (2) h1, (3) anchor tags, (4) h2, (5) h3, (6) remaining content, (7) h4, (8) h5 and (9) h6. The experiments and results are discussed in Section 7.1.

4.2.2. TF.IDF

Term Frequency Inverse Document Frequency (TF.IDF) is a term-weighting algorithm which shows the importance of a term $t$ within a document $d$ within a corpus $D$. The IDF function was proposed in 1972 [23].

Term Frequency

The term frequency $TF_{t,d}$ defines the frequency of term $t$ in document $d$. The $TF$ value is typically normalized in some way to prevent a bias towards longer documents. For example:

$$TF_{t,d} = n_{t,d}$$

(4.3)

$$TF_{t,d} = \frac{n_{t,d}}{\sum_k n_{k,d}}$$

(4.4)

$$TF_{t,d} = \frac{n_{t,d}}{\max_k n_{k,d}}$$

(4.5)

The variable $n_{t,d}$ is the number of occurrences of term $t$ in document $d$. The denominator in Equation 4.4 denotes the sum of all occurrences of all terms in a document $d$, which is the number of words in the document. The denominator in Equation 4.5 gives the maximum number of occurrences of any term in a document.

Inverse Document Frequency

The inverse document frequency $IDF_t$ shows the rarity of a term in a document collection:

$$IDF_{t,D} = \log \frac{D}{df_t}$$

(4.6)

Where $D$ is the number of documents in the collection and $df_t$ is the document frequency of term $t$, the number of documents containing the term. The IDF scores can be pre-computed from a
corpus, after which only the TF scores (small computation) will need to be computed and IDF scores fetched for calculating the complete TF.IDF score.

**TF.IDF**

The TF.IDF statistic is calculated as $TF.IDF_{t,d,D} = TF_{t,d} \times IDF_{t,D}$. The idea is that words appearing in all documents become less important because of the IDF measure, and words appearing a lot in a single document become important as a result of the TF measure. When processing a previously unseen document, the TF scores for the given document are calculated and multiplied by the pre-computed IDF scores.

There are several drawbacks. State of the art research focuses on semantics, i.e., identification of topics, since language is complex and contains synonyms. The vocabulary of TF.IDF is limited to the words within a document, which are often not sufficient as tags. There’s no way to deal with synonyms or polysemes. From a performance viewpoint, pre-processing the corpus takes a large amount of memory and requires a lot of computational time. To train the model, more documents have to be added, increasing the required memory to store the processed corpus.

Also, normalization of the TF vector does not benefit the tag recommendation task in which the most important terms for individual documents are determined. For example, given a document with three terms with respective TF scores 5, 10 and 15. Normalization will not change the proportion between the scores, e.g. maximum frequency normalization will result in $\frac{1}{5}$, $\frac{1}{3}$ and $\frac{1}{5}$. If the document contents would be duplicated the resulting TF scores will be 10, 20 and 30. If these scores were to be compared to the original document’s TF scores, the duplicated document’s TF scores are higher since there are more words in the document. Normalization will balance these scores and benefit applications such as document similarity measures.

**Variations**

Variations on TF.IDF have been proposed in order to emphasize different characteristics of documents. Basili et al. [4] proposed IWF, Inverse Word Frequency, as a variation on IDF:

$$IWF_{t,D} = \log \frac{N}{f_t} \quad (4.7)$$

Where $N$ is the sum of all frequencies of words, i.e. the total number of words in the corpus. The variable $f_t$ is the overall frequency of term $t$, instead of the the document frequency used in the IDF measure. The IWF measure is also referred to as Inverse Term Frequency (ITF) in related literature. Also, to compute the final importance of a term, Basili squared the IWF measure since it is too biased by the term frequency [4].

$$TF.IWF_{t,d} = TF \times IWF \times IWF = n_{t,d} \times \left( \log \frac{N}{f_t} \right)^2 \quad (4.8)$$

Other variations are included in the SMART (System for the Mechanical Analysis and Retrieval of Text) Information Retrieval System, developed at Cornell University [24]. Some search engines allow different weighting schemes for queries vs. documents. The SMART model defines several weighting combinations.

The SMART notation is written in the format “ddd.qqq”, where the ddd specifies a document vector weighting scheme and qqq specifies a query vector weighting scheme, e.g. inc.ltc. We can apply the term and document frequency variants to the tag recommendation task.
4.2.3. Topic modelling

The concept of topic modelling was first addressed by Papadimitriou et al. in 1998 [20]. Major publications were made by T. Hofmann with the introduction of Probabilistic Latent Semantic Indexing (PLSI) in 1999 [8] and D. Blei with the introduction of Latent Dirichlet Allocation (LDA) in 2003 [2].

Most search engines such as Google Search use algorithms based on keywords, number of connecting pages, etc. to find webpages related to a query. Since natural language contains synonymy, polysemy and other word relationships, simple search engines are claimed to be inaccurate. For example, a document could contain words such as “auto”, “bonnet” and “boot”, while a user searches for “car”, “hood” or “trunk”. Semantic search engines (e.g. DuckDuckGo\footnote{https://duckduckgo.com}) take word semantics into account. E.g., a query for “set” on DuckDuckGo first shows multiple meanings of the word ‘set’ in the fields of ‘Mathematics and Programming’, ‘Chemistry’, ‘Psychology’, ‘Technology’, etc.

Topic models are mathematical frameworks for discovering semantically coherent clusters of words, known as topics. The topics are called latent topics, which are present but hidden topics. Figure 4.1 shows the challenge of topic modelling: there are various topics and words can be mapped to one or more topics.

![Figure 4.1: Problem of mapping topics to words](image)

The idea behind topic modelling is that documents consist of topics, which are distributions over words. In the language modelling domain, topics are considered as ‘a probability distribution over

---

### Table 4.1: SMART system

<table>
<thead>
<tr>
<th>Term Frequency</th>
<th>Document Frequency</th>
<th>Normalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>n (natural): $t_{f_t,d}$</td>
<td>n (no): 1</td>
<td>n (none): 1</td>
</tr>
<tr>
<td>l (logarithm): $1 + \log(t_{f_t,d})$</td>
<td>t (idf): $\log(\frac{N}{df_t})$</td>
<td>c (cosine): $\frac{1}{\sqrt{w_1^2 + w_2^2 + \ldots + w_M^2}}$</td>
</tr>
<tr>
<td>a (augmented): $0.5 + \frac{0.5 t_{f_t,d}}{\max(\text{CharLength})}$</td>
<td>p (prob idf): $\max\left(0, \log\frac{N}{df_t} - \frac{df_t}{N}\right)$</td>
<td>b (byte size): $1/\text{CharLength}^\alpha$, $\alpha &lt; 1$</td>
</tr>
<tr>
<td>b (boolean): $1$ if $t_{f_t,d} &gt; 0$, $0$ otherwise</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L (log average): $\frac{1 + \log(t_{f_t,d})}{1 + \log(\text{average}(t_{f_t,d}))}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
a vocabulary of words’. Each word in a vocabulary has a probability between 0 and 1 to belong to each topic.

**LDA**

*Latent Dirichlet Allocation* (LDA) is a topic modelling framework. It cannot be applied directly to the tag recommendation challenge as it finds topics that belong to a document, but it is unclear how tags can be suggested from those topics. LDA was applied to tag recommendation by Krestel et al. [11], but they trained an LDA model on tag-words from already tagged resources with the goal of extending the set of tags for each resource. This research focuses on recommending tags for previously untagged resources. However, their method for suggesting tags from learnt topics is applicable. Per word, they select the topic with the highest probability for that word, and select all words from the topic with a probability above a certain threshold.

Diaz-Aviles et al. [5] applied LDA to tag recommendation for previously untagged documents. They extract a document’s content and combine this with the titles and summaries from the top ten search results of BOSS (Yahoo!’s open search platform). They train an LDA model ‘on-the-fly’ on the combined corpus and select the first word from all topics (the number of topics was varied).

An extension to the LDA model was published by Si et al. [27] which they called ‘Tag-LDA’. Standard LDA models documents, topics and words. Tag-LDA also models tags. After training their model, recommendations are made for new documents by inferring the probability for tags given the document and the top $n$ tags are selected.

We see three different approaches for recommending tags for a document: (1) select top $n$ words from topic with highest probability, (2) select first word from top $n$ topics sorted by probability and (3) infer tag probabilities from Tag-LDA model. Unfortunately all three methods were applied on different datasets.

![Smoothed LDA model](image)

**Figure 4.2: Smoothed LDA model**

Due to complexity and availability of great topic modelling libraries, we use the gensim Python library for testing with LDA. An older topic modelling framework called LSI is also provided. We implemented a tag recommendation function as suggested in (1) ourselves.

### 4.3. Graph based methods

Graph based tag recommendation focuses on learning relations between users, resources and tags from previous posts. These algorithms are typically tested on post core level $> 1$ datasets. Well-known algorithms are collaborative filtering (applied to the tag recommendation task in i.a. [18, 10, 29]) and FolkRank [10]. In collaborative filtering, the idea is to recommend tags based on the recommendations on similar resources. Similar resources are determined by calculating a similarity measure such as Cosine similarity between all resources, after which a set of tags is selected from those resources.

In this research we focus on content-based tag recommendation, the suggestion of tags on previously unseen resources in post core level 1 datasets. Therefore we do not include graph-based techniques in the experiments.
4.4. Hybrid approaches

Various techniques have been proposed for tag recommendation. However, the number of recommenders in which techniques are combined to ‘join forces’ appears to be limited. The goal of a hybrid approach is to combine multiple ‘weak’ recommenders into a single ‘strong’ recommender, as shown in Figure 4.3.

Figure 4.3: Hybrid tag recommendation system setup

Lipczak et al. published two papers in which multiple recommenders are combined [14, 16]. All recommenders produce a set of tags with scores \( s \in [0, 1] \). Each recommender’s set of tags is combined by a merger which takes two recommendation sets and re-scores the tags given a merge coefficient \( p_{merge} \in [0, 1] \) which represents the importance of both recommendations. The merge value determines the accuracy of the system and is learned from the training data.

Burke [3] lists seven types of methods for combining multiple recommenders:

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted</td>
<td>The scores (or votes) of several recommendation techniques are combined together to produce a single recommendation.</td>
</tr>
<tr>
<td>Switching</td>
<td>The system switches between recommendation techniques depending on the current situation.</td>
</tr>
<tr>
<td>Mixed</td>
<td>Recommendations from several different recommenders are presented at the same time.</td>
</tr>
<tr>
<td>Feature combination</td>
<td>Features from different recommendation data sources are thrown together into a single recommendation algorithm.</td>
</tr>
<tr>
<td>Cascade</td>
<td>One recommender refines the recommendations given by another.</td>
</tr>
<tr>
<td>Feature augmentation</td>
<td>Output from one technique is used as an input feature to another.</td>
</tr>
<tr>
<td>Meta-level</td>
<td>The model learned by one recommender is used as input to another.</td>
</tr>
</tbody>
</table>

Table 4.2: Hybridization method types as listed by Burke

In other types of recommender systems combining models is very common to achieve better accuracy. In the Netflix challenge, a million-dollar prize competition where the goal was to predict user ratings as accurately as possible, the winning team used gradient boosted decision trees to combine over 500 models [9]. Using a large amount of models might improve accuracy by minimal differences but will not benefit efficiency in a real-time system. However, using a combination of just three models an RMSE close to the winning RMSE was achieved.

4.4.1. Ensemble types

Ensemble learning is the field of research concerned with combining multiple models in order to solve computational challenges [17]. Data fusion is a particular application of ensemble learning. A tag recommender system will output a set of tags and multiple recommenders will output multiple sets of tags. Combining those sets can result in improved accuracy and is known as data fusion.

\[\text{http://blog.echen.me/2011/10/24/winning-the-netflix-prize-a-summary}\]
Bagging

Bagging (Bootstrap Aggregation) is designed to reduce the variance of predictions. Each model in the ensemble has equal weight. In order to reduce model variance, each model in the ensemble is trained using a randomly drawn subset of the training set.

Boosting

Boosting algorithms try to combine methods using a weighted average approach.

Stacking

Stacking consists of two phases: first individual models are learned. Next, the output of all models is given to a second learning algorithm producing the final results.

4.4.2. Ensembles for tag recommendation

Fox and Shaw defined several popular combination methods [7] which have become the standard methods for data fusion. Before combining, the scores in each list must be normalized within that list. The most used normalization was proposed by Lee [13]:

\[
\text{score}_{\text{normalized}} = \frac{\text{score}_{\text{original}} - \text{score}_{\text{min}}}{\text{score}_{\text{max}} - \text{score}_{\text{min}}} \quad (4.9)
\]

After normalization, Fox’s and Shaw’s methods shown in Table 4.3 can be applied. There are \( k \) recommendation models and each model returns tags \( t_j \) with an associated score \( s_{kj} \) [19], e.g.:

\[
\begin{align*}
\{(t_1, s_{11}), (t_2, s_{12}), (t_3, s_{13}), (t_j, s_{1j})\} \\
\{(t_1, s_{21}), (t_4, s_{24}), (t_5, s_{25}), (t_j, s_{2j})\} \\
\{(t_3, s_{33}), (t_4, s_{34}), (t_6, s_{36}), (t_j, s_{3j})\} \\
\vdots \\
\{(t_j, s_{k_j}), (t_j, s_{k_j}), (t_j, s_{k_j}), (t_j, s_{k_j})\}
\end{align*}
\]

Where \( j = \{1, 2, \ldots\} \) (\( j \) word ids in dictionary) and \( k = \{1, 2, \ldots\} \) (\( k \) recommenders). Each recommender returns a (different) set of words. As we see in the example, word \( t_1 \) is recommended by recommenders \( k_1 \) and \( k_2 \), but not by \( k_3 \).

The methods listed above are unweighted, i.e., they all have equal influence in the final recommendation. Intuitively this is odd: each recommendation engine’s performance is differently, so they should influence the final result differently. Bartell et al. [11] applied a linear combination to combine multiple recommenders:

\[
\text{combined} = \sum_{n=1}^{N} w_n * s_{kj} \quad (4.15)
\]

Where weight \( w \) in range [0,1]. The next subsection describes Lipczak’s system in which a combination of weighted recommendations are applied, and weights are learned on a part of the data.
<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CombMIN</td>
<td>Minimum of all scores for a tag.</td>
</tr>
<tr>
<td></td>
<td>( \text{CombMIN}(t_j) = \min(s_{1j}, s_{2j}, \ldots, s_{kj}) ) (4.10)</td>
</tr>
<tr>
<td>CombMAX</td>
<td>Maximum of all scores for a tag.</td>
</tr>
<tr>
<td></td>
<td>( \text{CombMAX}(t_j) = \max(s_{1j}, s_{2j}, \ldots, s_{kj}) ) (4.11)</td>
</tr>
<tr>
<td>CombSUM</td>
<td>The sum of all scores for a tag.</td>
</tr>
<tr>
<td></td>
<td>( \text{CombSUM}(t_j) = \sum_{i=1}^{k} s_{ij} ) (4.12)</td>
</tr>
<tr>
<td>CombANZ</td>
<td>The CombSUM score divided by number of times a tag was recommended.</td>
</tr>
<tr>
<td></td>
<td>( \text{CombANZ}(t_j) = \frac{\text{CombSUM}(t_j)}{</td>
</tr>
<tr>
<td>CombMNZ</td>
<td>The CombSUM score times the number of times a tag was recommended.</td>
</tr>
<tr>
<td></td>
<td>( \text{CombMNZ}(t_j) = \text{CombSUM}(t_j) \times</td>
</tr>
</tbody>
</table>

Table 4.3: Combination methods proposed by Fox and Shaw

4.4.3. Lipczak’s tag recommendation system

Lipczak et al. presented a system [16, 14] consisting of multiple tag recommenders which are combined to output a single recommendation. His system won 2 out of 3 tasks at the ECML PKDD 2009 challenge. The system was applied to Bibsonomy data. His system consists of six basic recommenders:

1. URL recommender
2. Title recommender
3. TitleToTag recommender
4. TagToTag recommender
5. Resource recommender
6. User recommender

The URL and title recommenders are trained on words found in respectively the URL and title. Each word’s score was calculated as the number of times the word was used in a title/URL and as a tag, divided by the number of times the word was used in the title/URL, as in Equation 4.16.

\[
\text{score}_{\text{word}} = \frac{|\text{frequency}_{\text{title}\cap\text{tag}}|}{|\text{frequency}_{\text{title}}|} \tag{4.16}
\]

Words with a score below 0.05 were removed, these are assumed to be of too low quality. The resulting word scores are rescored using a ‘leading precision rescorer’ as in Equation 4.17 since they’re the result of independent recommenders. This ensures that tags from more accurate
Each recommender returns a set of tags $t$ with scores $s$: $(t_j, s_{kj})$. The Precision $\left( \frac{|\text{correct tags}|}{|\text{recommended tags}|} \right)$ for each recommendation was calculated and the highest score $s_1$ was given the average precision score. Following scores $s_i$ were re-calculated using the leading precision rescorer.

The result of the title recommender is used as input for the TitleToTag recommender. For each word in each post title, the related tags are stored. The related tag scores are calculated as the title recommender’s score times the TitleToTag confidence, which is the co-occurrence frequency of the titleword and the tagword, divided by the frequency of the titleword:

$$score_{\text{TitleToTag}} = score_{\text{TitleRecommender}} \times \frac{\text{frequency}(\text{titleword} \cap \text{tagword})}{\text{frequency}(\text{titleword})}$$ (4.18)

In similar fashion, the combined result of the URL and title recommenders is used as input for the TagToTag recommender. This recommender captures tag-to-tag relations and the word scores are calculated as the combined tag scores times the TagToTag confidence, which is the co-occurrence frequency of two words $t_1$ and $t_2$, divided by the frequency of $t_1$. The ‘sumProb merger’ shown in Figure 4.4 merges two probabilities, i.e. tag scores, using the equation in Equation 4.19

$$score_{\text{merged}} = 1 - \prod_{i} (1 - score_i)$$ (4.19)

Lastly, the resource and user recommenders base their recommendations on respectively the resource tag history and the user tag history. The resource tag scores are calculated as number of
occurrences of the tag divided by the resource frequency. The user recommender is a combination of tag frequency and tag recency in the user's set of tags. The two sets are merged by testing for the best Precision and combined into a single set of user related tags.

The 'multiplication merger' merges two sets of tag recommendations by multiplying the scores of tags occurring in both sets.

Lipczak's system uses a combination of ensemble methods listed in the previous subsection. The URL and title recommender's input is merged using a stacking technique. The (merged) result is then passed the TitleToTag and TagToTag recommenders, called meta-level hybridization by Burke. The scores are normalized by the leading precision rescorer and the resource and user related tags are merged using a multiplication merger which is similar to the methods proposed by Fox and Shaw.

Data flow

To demonstrate the functioning of Lipczak's system, we show the performed calculations by processing a post with the title “Content-based tag recommendation algorithms for unstructured data”. The results from each step are shown in Table 4.4. Step (1) is preprocessing of the title. We skip some preprocessing methods for this example and apply tokenisation, conversion to lowercase and stop word removal, which results in [“content-based”, “tag”, “recommendation”, “algorithms”, “unstructured”, “data”]. In step (2), the tokens are used as input for the TitleRecommender. This returns the same tokens, paired with a score. In step (3), the TitleRecommender's result is used as input for the TitleToTag and TagToTag recommenders. These recommenders retrieve a list of related words and scores for each word. In step (4), the related scores are multiplied by the scores from the TitleRecommender. For each step, the scores are merged using the SumProb merger in Equation 4.19. Thereafter, in step (5), all scores are rescored by a pre-computed merge coefficient. The value of the merge coefficient is determined by resoring using a range of values and testing the Recall@5. Let's assume the merge coefficient between the TitleToTagRecommender and the TagToTagRecommender is 0.3, meaning TitleToTagRecommender*0.3 and TagToTagRecommender*(1-0.3). Finally, in step (7), we merge the results of both recommendations using, again, the SumProb merger.

For illustration, we created the network in Figure 4.5. Each node represents a word. A post containing three words is inserted, activating three nodes in the Title recommender. The title recommender result is forwarded to the TitleToTag and TagToTag recommender. In the TitleToTag recommender, each word contains a set of related words. Once a word is activated, the set of related words (red nodes in the TitleToTag recommender) is forwarded for the final result. In the TagToTag recommender, the words form a different network structure. Each word can be connected to other words. When words from the Title recommender are passed to the TagToTag recommender, related words are selected for recommendation from the TagToTag network (red nodes). We apply a single pass for selecting related words.
Figure 4.5: Network of words in Lipczak's system. Blue nodes are selected from the post's title but not recommended. Red nodes are recommended.
4.5. Evaluation

The performance of a tag recommendation algorithm can be measured by comparing the recommended tags with tags added by users. The user supplied tags are seen as ‘true’ tags.

4.5.1. Cross-validation

Cross-validation (CV) is a method for checking the performance of predictive systems. Data is first split into \( n \) folds. In Figure 4.6 we see an example of 5-fold cross validation. The data is tested \( n \) times, where each testcase consists of one fold as testset while the other folds serve as the training set. The data serving as testset and training set alternates in all tests and results are averaged.

![Figure 4.6: 5-fold cross-validation setup](image)

4.5.2. Performance metrics

In order to evaluate the accuracy of tag recommender systems, three performance metrics are applied. We first identify four types of results:

From the confusion matrix in Figure 4.7 we can derive the following performance metrics:

1. **Precision**
   Precision measures the ratio between the correctly recommended tags and the total recommended tags. It returns a value between 0 and 1, where 0 means none of the recommended tags match the user tags and 1 means that all recommended tags are also user tags, although user tags might be missed.

\[ precision = \frac{|TP|}{|TP+FP|} = \frac{|\text{correct tags}|}{|\text{recommended tags}|} \]

2. **Recall**
   Recall measures the ratio between the correctly recommended tags and the number of user tags. It also returns a value between 0 and 1, where 0 means none of the recommended tags match the user tags and 1 means that all user tags were recommended. However, recommended tags which are not user tags (FP) are not taken into account and thus a lot of false tags could be included.

\[ recall = \frac{|TP|}{|TP+FN|} = \frac{|\text{correct tags}|}{|\text{user tags}|} \]

3. **F1**
   Using either Precision or Recall we cannot determine the optimal performance of an algorithm since they both lack information. The \( F_1 \) measure combines both:

\[ F_1 = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} = \frac{2 \cdot |TP|}{|TP| + |FP| + |FN|} \]
Figure 4.7: Recommendation confusion matrix

\[
F_1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

In Figure 4.8, we see Precision versus Recall, and the blue lines show the respective F1 scores. The top left, where precision = 1 and recall = 0, means only matching user tags were recommended but doesn’t tell how many, i.e. a lot of user tags might not be recommended. The bottom right, where precision = 0 and recall = 1, means all user tags were recommended, but doesn’t tell how many non user tags were recommended, i.e. false tags might also be recommended.

Figure 4.8: Distribution of F1 scores given Precision and Recall

By combining Precision and Recall into the F1 measure a ratio is obtained between the recommended matching user tags (TP), recommended but not matching user tags (FP) and
not recommended user tags (FN). An F1 score of 1 (precision and recall both 1) means that all recommended tags are also user tags (TP), and no other tags were recommended, i.e. the recommended tags perfectly match the user tags.
Chapter 5: Proposed techniques

We discussed various preprocessing techniques, document sources for tags and tag recommendation techniques. During this research we implemented and tested all techniques and developed ideas for improvement of the discussed theories. We found that Lipczak’s algorithm worked best on content-based tag recommendation. His recommendation engine combines very basic recommendation models to produce a single, very precise recommendation. We believe this is since his model is the only model that learns relationships between titlewords and tagwords. In fact, while we managed to improve the F1 scores on all algorithms by applying preprocessing techniques, we did not manage to do so on Lipczak’s model (F1 actually decreased very slightly) since he learns this title-tag relationship. All preprocessing techniques filter out mostly garbage, but also filter out some relevant words. When applying models based on words frequencies, preprocessing will improve the F1 results since garbage is filtered out. When applying Lipczak’s model, the garbage-words will never appear in the final recommendation since only words used as tags by users are recommended (which aren’t considered as garbage). Preprocessing will filter out a couple of those words, leading to a lower F1 score.

Based on Lipczak’s model, we developed two ideas:

1. Expansion of the TitleRecommender’s space by adding a title-to-title recommender.
2. Weighting of the recommendation based on tag popularity.

5.1. Expansion of title search space

A document’s title is used as input for the system. When the title is very short, e.g. 1 word, its tag search space is quite small. To expand the search space for relevant tags, we suggest adding a ‘title-to-title’ recommender. This works in similar fashion as the TitleToTag and TagToTag recommenders. When training the model on a set of documents, words appearing together in document titles are stored as shown in Figure 5.1. For each word in the document’s title in the training set, we produce a set of related words. The related word scores are calculated as:

\[ s_{t_1 \rightarrow t_2} = \frac{\text{frequency}_{t_1 \cap t_2}}{\text{frequency}_{t_1}} \]  

(5.1)

Where the variable \( s_{t_1 \rightarrow t_2} \) represents the relation score from term \( t_1 \) to \( t_2 \). When a document is inserted, the title-to-title recommender will produce a set of related words for each word in the title. The sets are combined using the sumProb merger. Next, the TitleRecommender and TitleToTitle recommender’s merge coefficient is learned by testing the Recall@05 on a subset of the training data. The scores are rescored by the leading precision rescorer and merged using the sumProb merger. After this, the resulting set of tags will continue the flow as in the original Lipczak model.
algorithms

Figure 5.1: Co-occurring words in titles are connected by the title-to-title recommender. Here we see connected words given the sentence ‘tag recommendation algorithms for unstructured data’. All edges have a score in both directions. A short sentence, e.g. ‘tag recommendation’ can be expanded by searching in the network of related title-to-title words.

The graph in Figure 5.2 illustrates the flow of data through the modified network. Each node represents a word. Blue nodes are activated and red nodes indicate recommended words. The TitleToTitle recommender expands the number of nodes forwarded to the TitleToTag and TagToTag recommenders.

Figure 5.2: Network of words in Lipczak’s system. Each node represents a word, blue nodes are selected from the post’s title but not recommended and red nodes are recommended.

5.2. Weighted recommendation based on tag popularity

Lipczak’s system does not take tag popularity into account but we think it could benefit from incorporating a weighted function based on tag popularity. The system produces various sets of
tags in several stages. We add a popularity weighted function after the TitleRecommender. We first rescore the Title recommender’s recommendation by multiplying each score by the normalized tag popularity:

$$s'_t = s_t \times \frac{f_t}{f_{\text{max}}}$$  \hspace{1cm} (5.2)

Each score $s_t$ is multiplied by the tag frequency of $t$ divided by the maximum tag frequency in the training data $f_{\text{max}}$. However, we figured that the new scores were too biased by the tag frequency multiplier. A smoothing term $\alpha$ was added to reduce the effect of the multiplier:

$$s'_t = s_t \times \left( 1 + (1 - \alpha) \times \frac{f_t}{f_{\text{max}}} \right)$$  \hspace{1cm} (5.3)

However, this appeared to have the same effect as normalization discussed earlier in the TF.IDF section (Subsection 4.2.2): tags were rescored but the ordering between them did not change by varying the value of $\alpha$. We finally implemented the rescoring function as:

$$s'_t = \begin{cases} 
    s_t \times \left( 1 + \frac{f_t}{f_{\text{max}}} \right) & \text{if } f_t \text{ exists} \\
    s_t & \text{otherwise}
\end{cases}$$  \hspace{1cm} (5.4)

Where the value of $s_t$ is multiplied by a value between 1 (infrequent tag) and 2 (frequent tag). The value of $s_t$ remains the same if $t$ is unknown in the set of trained tags.
Chapter 6: Implementation

In this chapter, we discuss how raw data was transformed in order to use it in the experiments (Section 6.1) and discuss how all algorithms were implemented/applied in this research (Section 6.2).

6.1. Data extraction

Each dataset is published in a different format. All datasets were first transformed into a generic format in order to use them in the experiments. Two files were created from each dataset:

1. **posts**
   Each line in this file corresponds to a post in a folksonomy. Data is stored in the format: \((\text{post, user, resource, [tags]})\). \(\text{Post}\) is a unique identifier. Some datasets don’t supply post ids so the id numbers were automatically generated. \(\text{User}\) corresponds to a unique user id, \(\text{resource}\) to a unique resource id and \(\text{tags}\) is an array of tag-words used to annotate the resource.

2. **resources**
   Each line in this file contains: \((\text{resource, title})\). The resource is a unique id which relates to the resource ids in \(\text{posts}\), and the title is the title of the resource. The titles are kept separate from \(\text{posts}\) since resources can be used multiple times and storing the titles in \(\text{posts}\) would result in duplicate data.

During the transformation to generic format, some documents were lost. For example, the DeliciousT140 dataset contained mostly HTML files (99.4%), but also some files in other formats such as PDF, plain text or XML. The extraction of titles from HTML files is simple since it contains title elements \((<\text{title}>\text{Document name}</\text{title}>\)). Extraction from other file formats is less straightforward so those files were dropped from the experiments. Also, some HTML files appeared to be empty and thus no titles could be extracted. Some resources could not be matched with a title so those resources were also removed. The number of remaining posts after extraction for each dataset is given in Table 6.1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Posts</th>
<th>Extracted posts</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeliciousT140</td>
<td>144574</td>
<td>121886</td>
</tr>
<tr>
<td>Wiki10+</td>
<td>20762</td>
<td>20762</td>
</tr>
<tr>
<td>MovieLens 10M</td>
<td>82103</td>
<td>81167</td>
</tr>
</tbody>
</table>

Table 6.1: Number of remaining posts after data extraction.

A summary of the extraction process per dataset:

1. **DeliciousT140**
   Data consisted of an XML file (188MB) containing users/resources/tags and a folder containing complete HTML documents (6.92GB). Python was used for extracting \(\text{posts}\) from...
the XML file and extraction of titles from each individual HTML file for resources (using
beautifulsoup4 library).

2. Wiki10+
The dataset contained an XML file (38MB) containing users/resources/tags/titles. Complete
documents were also supplied (1.73GB). Python was used to parse the XML and store posts
and resources. Complete documents were not used since the XML file contained resource
titles.

3. MovieLens 10M
Data was supplied in multiple .dat files, each containing several attributes separated by two
colons ‘::’. Python was used for extracting posts and resources from the .dat files.

6.2. Code implementation
All coding was done using Python 2.7. Programming was done on two systems: (1) Windows
7 Professional SP1 using an Intel Core i7-2600 CPU @ 3.40GHz and 8GB of RAM and (2) OS
X 10.9.5 using an Intel Core i7-2677M CPU @ 1.8GHz and 4GB of RAM. All experiments were
run only on the Windows system since it was faster and to assure equal processing speeds on all
algorithms.

All algorithms were tested using a self-written framework in Python which selected data, created
folds from the data, trained and tested one or more algorithms on the data and averaged the
results (as described in Subsection 4.5.1). All algorithms consist of a training stage and a testing
stage. We give a summary of the implementation of each algorithm. Pseudocode is given in
Appendix A.

The NLTK library was applied for some preprocessing tasks. It was applied to strip HTML,
tokenize text, remove stopwords and tag POS categories. Other tasks such as word length filters
and non-alphanumeric filters were self implemented. The NLTK tokenizer and stopword remover
appeared to miss a lot of ‘garbage’, mostly punctuation and HTML markup. Therefore additional
stopwords were added

1

Algorithm                      | Implementation method                  |
-------------------------------|----------------------------------------|
Global popular tags            | Implemented in Python                  |
User popular tags              | Implemented in Python                  |
TF.IDF & variants              | Implemented in Python                  |
LSI and LDA                    | Used gensim [22] implementation for training and implemented tag recommendation function |
Lipczak & variants             | Implemented in Python                  |

Table 6.2: Implementation of algorithms

Each algorithm was implemented as a Python Class with (at least) two functions: train and test.
This ensured every algorithm could be addressed in the same generic way. The train function
takes a collection of posts and the test function takes a single post and parameter n_tags, which
is the number of desired tags. During the training stage, the posts contain the tags assigned by a
users. During the testing stage, the tags have been removed and tags are recommended based on
the remaining post content.

1From: https://github.com/ewencp/twitter-sirikata-vis/blob/master/baseline.py
Global popular tags

During training, a dictionary of tags was created with their respective frequencies. The tags in the dictionary were sorted by frequency (decreasingly). During testing, the top \( n \) tags were returned.

User popular tags

During training, a list of users with their tags sorted by frequency was collected. During testing, the user was selected and his top \( n \) most frequent tags were returned. In case the test-post was made by an unknown user or the user’s set of tags was too small, tags were added from the global popular tag recommender.

TF.IDF

A TF.IDF implementation is available in gensim, however this appeared to be not flexible enough to support all variants and thus an own implementation was written in Python. In the training stage, all IDF values were precomputed. First all document frequencies of tags were counted. Next, for each tag in the dictionary its IDF score was calculated as \( IDF_t = \log_{10} \frac{D}{df_t} \).

In the testing stage, for each post a term-frequency (TF) vector was created based on the words in the title. Each term’s TF.IDF score was then calculated as \( TF_t \times IDF_t \). The resulting tags and scores were sorted by TF.IDF score. If the resulting number of tags was lower than the requested number of tags, the global popular tag recommender was used to add remaining tags.

LSI and LDA

We started implementing LDA in Python but quickly discovered that the gensim implementation would be a better option to use since the algorithms were more complex to implement. The gensim model allows to train a model on given documents, but does not have a recommendation option. This was implemented ourself.

Lipczak

Lipczak’s system was described in two papers and source code was available to his website\(^2\). The source code was undocumented and written in Java. Since we implemented everything in Python, and in order to understand the functioning of the system, we implemented the system based on his papers. Since we focus on content-based tag recommendation in this research we decided to only implement the content-based part of his system. In Figure 6.1 we see two flowcharts: Figure 6.1a shows the part of Lipczak’s system that we implemented (the content-based part). Figure 6.1b shows the same system, but with additions as described in Chapter 5.

\(^2\)https://web.cs.dal.ca/~lipczak/old/tr09/src.php
(a) Implemented part of Lipczak's system.

(b) Yellow blocks indicate additions to the system.

Figure 6.1: Implemented recommendation system based on Lipczak's papers.
Chapter 7: Experiments

In this chapter, results of experiments in different settings are listed. Experiments are conducted to measure various algorithms on speed and accuracy and to discover which parameters produce optimal results. First, data is preprocessed in order to use it in the experiments. Words are filtered during the preprocessing stage and thus the results are influenced by it.

Extraction of data and transformation to a usable format is described in Section 6.1. Experiments on different sources of words and preprocessing techniques are conducted in respectively Section 7.1 and Section 7.2. Experiments on tag recommendation techniques are carried out in Section 7.3.

Since the number of possible experimental settings is unlimited, a number of experiments were defined to give a comprehensive, yet clear and concise understanding of the performance of algorithms. Most research was done using the DeliciousT140 dataset and thus the results on DeliciousT140 are described comprehensively. Results on other datasets are described in a summarized manner, but complete results are given in the Appendices.

7.1. Tag sources

The DeliciousT140 dataset provides most documents in HTML format. This format allows to select different elements from the document and test them individually to check their performance or 'tag-density'. From each HTML document, the <title>, <h1> to <h6>, <a> and remaining content in the <body> elements were selected. Basic preprocessing steps were applied to the text from all extracted elements:

1. Conversion to lowercase
2. HTML code stripped
3. Words tokenized
4. Removed words of length 1
5. Removed stopwords

Next, the remaining words were recommended as tags and the Precision, Recall and F1-scores were calculated. This shows which elements are the most tag-dense and provide the best source for possible tags. This process was performed for each document in the DeliciousT140 dataset and results were averaged over all documents. Figure 7.1 shows four plots, respectively the Precision, Recall, F1 and average number of tokens per element in the document (with and without duplicates).
7.2. Preprocessing

Given the results from the previous section, we tested the performance of various preprocessing techniques on the titles of documents. Three necessary preprocessing steps were performed: (1) HTML was stripped, (2) text was converted to lowercase and (3) titles were tokenized. After these steps, each preprocessing step was individually executed and the F1 score was calculated given the remaining tokens.

7.2.1. Word length thresholds

The word length filter is two-fold: it consists of a minimum and maximum word length threshold. A minimum threshold range of \([2, 5]\) combined with a maximum threshold range of \([6, 20]\) was tested. The F1 score for the remaining tags was calculated and results were averaged over all documents. Table 7.1 shows the results for all combinations of the two ranges.
Table 7.1: DeliciousT140 F1-scores after word length filtering.
Rows = minimum word length, columns = maximum word length.

<p>| | | | | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.1184</td>
<td>0.1399</td>
<td>0.1561</td>
<td>0.1689</td>
<td>0.1758</td>
<td>0.1816</td>
<td>0.1824</td>
<td>0.1826</td>
<td>0.1830</td>
<td>0.1826</td>
<td>0.1824</td>
<td>0.1824</td>
<td>0.1824</td>
<td>0.1824</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.1204</td>
<td>0.1426</td>
<td>0.1591</td>
<td>0.1722</td>
<td>0.1789</td>
<td>0.1835</td>
<td>0.1864</td>
<td>0.1860</td>
<td>0.1862</td>
<td>0.1864</td>
<td>0.1861</td>
<td>0.1860</td>
<td>0.1859</td>
<td>0.1859</td>
<td>0.1859</td>
</tr>
<tr>
<td>4</td>
<td>0.1079</td>
<td>0.1321</td>
<td>0.1499</td>
<td>0.1639</td>
<td>0.1711</td>
<td>0.1761</td>
<td>0.1778</td>
<td>0.1787</td>
<td>0.1789</td>
<td>0.1789</td>
<td>0.1789</td>
<td>0.1789</td>
<td>0.1787</td>
<td>0.1787</td>
<td>0.1787</td>
</tr>
<tr>
<td>5</td>
<td>0.0801</td>
<td>0.1075</td>
<td>0.1274</td>
<td>0.1430</td>
<td>0.1510</td>
<td>0.1565</td>
<td>0.1584</td>
<td>0.1594</td>
<td>0.1597</td>
<td>0.1597</td>
<td>0.1597</td>
<td>0.1596</td>
<td>0.1595</td>
<td>0.1595</td>
<td>0.1595</td>
</tr>
</tbody>
</table>

The same experiments were run on other datasets. The complete results are given in Appendix B. Table 7.2 below gives a summary of the optimal thresholds found for each dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Optimal minimum length</th>
<th>Optimal maximum length</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeliciousT140</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>Wiki10+</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>MovieLens 10M</td>
<td>4</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 7.2: Optimal word length thresholds for all datasets.

7.2.2. Part-of-speech filtering

POS tagging and filtering (Section 3.5) was tested by plotting the distribution of POS categories for both title-words and tag-words (Figure 7.2). The bar-plots show the percentage of each POS category averaged over all posts.

![Figure 7.2: Distribution of DeliciousT140 POS categories. Left: title-word POS distribution, right: tag-word POS distribution.](http://www.comp.leeds.ac.uk/ccalas/tagsets/upenn.html)

Given the top 20 POS categories of the tag-words, a combination of POS filters on the title-words was tested by filtering only the top n POS categories. For example: Filter #1: only NN, Filter #2: only NN & NNS, Filter #3: only NN, NNS & JJ, etc. The results for all datasets are given in Table 7.3.

1The POS categories displayed in the plots are the POS categories as defined in the Penn Treebank Project: [http://www.comp.leeds.ac.uk/ccalas/tagsets/upenn.html](http://www.comp.leeds.ac.uk/ccalas/tagsets/upenn.html)
### Dataset

<table>
<thead>
<tr>
<th>Filter top # of POS</th>
<th>DeliciousT140</th>
<th>Wiki10+</th>
<th>MovieLens 10M</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1510</td>
<td>0.0919</td>
<td>0.0068</td>
</tr>
<tr>
<td>2</td>
<td>0.1747</td>
<td>0.1022</td>
<td>0.0072</td>
</tr>
<tr>
<td>3</td>
<td>0.1849</td>
<td>0.1133</td>
<td>0.0085</td>
</tr>
<tr>
<td>4</td>
<td>0.1861</td>
<td>0.1138</td>
<td>0.00896</td>
</tr>
<tr>
<td>5</td>
<td>0.1883</td>
<td>0.1156</td>
<td>0.00903</td>
</tr>
<tr>
<td>6</td>
<td>0.1892</td>
<td>0.1184</td>
<td>0.0066</td>
</tr>
<tr>
<td>7</td>
<td>0.1891</td>
<td>0.1193</td>
<td>0.0067</td>
</tr>
<tr>
<td>8</td>
<td>0.1906</td>
<td>0.1238</td>
<td>0.0067</td>
</tr>
<tr>
<td>9</td>
<td>0.1911</td>
<td>0.1239</td>
<td>0.0067</td>
</tr>
<tr>
<td>10</td>
<td>0.1873</td>
<td>0.1243</td>
<td>0.0067</td>
</tr>
<tr>
<td>11</td>
<td>0.1875</td>
<td>0.1264</td>
<td>0.0065</td>
</tr>
<tr>
<td>12</td>
<td>0.1869</td>
<td>0.1272</td>
<td>0.0064</td>
</tr>
<tr>
<td>13</td>
<td>0.1871</td>
<td>0.1267</td>
<td>0.0064</td>
</tr>
<tr>
<td>14</td>
<td>0.1770</td>
<td>0.1273</td>
<td>0.0064</td>
</tr>
<tr>
<td>15</td>
<td>0.1779</td>
<td>0.1276</td>
<td>0.0064</td>
</tr>
<tr>
<td>16</td>
<td>0.1778</td>
<td>0.1277</td>
<td>0.0064</td>
</tr>
<tr>
<td>17</td>
<td>0.1775</td>
<td>0.1279</td>
<td>0.0064</td>
</tr>
<tr>
<td>18</td>
<td>0.1775</td>
<td>0.1283</td>
<td>0.0064</td>
</tr>
<tr>
<td>19</td>
<td>0.1775</td>
<td>0.12850</td>
<td>0.0064</td>
</tr>
<tr>
<td>20</td>
<td>0.1775</td>
<td>0.12854</td>
<td>0.0064</td>
</tr>
</tbody>
</table>

Table 7.3: F1-scores after POS filtering. The top POS categories are determined from the user supplied tags. Best result per dataset is highlighted orange (results for each dataset are independent).

### 7.2.3. Other preprocessing

Other preprocessing techniques (those that don’t require any parameters) are tested in this subsection. The top results from the word length filter and POS filter are included in the results for reference. For each preprocessing technique, the average number of remaining words, the average F1-score and average processing time are listed. The results on DeliciousT140 are given in Table 7.4; the results on other datasets are given in Appendix C.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Number of tokens</th>
<th>Number of unique tokens</th>
<th>F1</th>
<th>Processing time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw data</td>
<td>7.86</td>
<td>7.24</td>
<td>0.1689</td>
<td>n.a.</td>
</tr>
<tr>
<td>Remove non-alphabetic</td>
<td>6.31</td>
<td>6.01</td>
<td>0.1828</td>
<td>0.000016</td>
</tr>
<tr>
<td>Remove non-alphanumeric</td>
<td>6.43</td>
<td>6.13</td>
<td>0.1824</td>
<td>0.000016</td>
</tr>
<tr>
<td>Remove stopwords</td>
<td>5.94</td>
<td>5.98</td>
<td>0.1933</td>
<td>0.000253</td>
</tr>
<tr>
<td>Word length ≥ 3 filter</td>
<td>5.80</td>
<td>5.53</td>
<td>0.1857</td>
<td>0.000003</td>
</tr>
<tr>
<td>Word length ≤ 14 filter</td>
<td>7.77</td>
<td>7.15</td>
<td>0.1691</td>
<td>0.000003</td>
</tr>
<tr>
<td>Word length ≥ 3 and &lt; 14 filter</td>
<td>5.71</td>
<td>5.44</td>
<td>0.1862</td>
<td>0.000003</td>
</tr>
<tr>
<td>POS top 9 usertag categories filter</td>
<td>4.92</td>
<td>4.70</td>
<td>0.1911</td>
<td>0.065877</td>
</tr>
<tr>
<td>Stemming Porter</td>
<td>7.86</td>
<td>7.21</td>
<td>0.1056</td>
<td>0.000104</td>
</tr>
</tbody>
</table>

Table 7.4: DeliciousT140 preprocessing techniques results.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Remove non-alphabetic/ non-alphanumeric</th>
<th>Remove stopwords</th>
<th>Word length filter</th>
<th>POS filter</th>
<th>Stemming</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeliciousT140</td>
<td>Apply</td>
<td>≤3 and &gt;14</td>
<td>top 9 usertag categories</td>
<td>Don't apply</td>
<td></td>
</tr>
<tr>
<td>Wiki10+</td>
<td>Apply</td>
<td>≤2</td>
<td>Don't apply</td>
<td>Don't apply</td>
<td></td>
</tr>
<tr>
<td>MovieLens 10M</td>
<td>Apply</td>
<td>≤3 and ≤12</td>
<td>top 9 usertag categories</td>
<td>Don't apply</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.5: Summary of optimal preprocessing settings for each dataset.
7.3. Tag recommendation algorithms

Several algorithms are implemented and compared:

1. Global popular tags (Subsection 4.1.1)
2. User popular tags (Subsection 4.1.2)
3. TF.IDF & variants (Subsection 4.2.2)
4. LSI (Subsubsection 4.2.3)
5. LDA (Subsubsection 4.2.3)
6. Lipczak & variants (Subsection 4.4.3)

The performance of all algorithms is tested on various datasets (Section 2.2) and using various parameters. All experiments are defined in the next subsection.

7.3.1. Experiment settings

A very large number of experiments can be performed: various algorithms, each with various parameters, on various datasets with a varying number of documents and multiple sources of data. Therefore the number of experiments was limited in order to provide the most important information. All experiments produce a range of 1 - 20 tags and all results are based on three evaluation measures: Precision, Recall and F1.

The following experiments have been carried out. All results displayed in this section are based on DeliciousT140 due to readability. Results on other datasets are given in Appendix D.

<table>
<thead>
<tr>
<th>#</th>
<th>Setting</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Popular global tags</td>
<td>Subsection 4.1.1</td>
</tr>
<tr>
<td>2</td>
<td>Popular user tags</td>
<td>Subsection 4.1.2</td>
</tr>
<tr>
<td>3</td>
<td>TF.IDF</td>
<td>Subsection 4.2.2</td>
</tr>
<tr>
<td>4</td>
<td>TF.IWF</td>
<td>Subsection 4.2.2</td>
</tr>
<tr>
<td>5</td>
<td>TF.IWF^2</td>
<td>Subsection 4.2.2</td>
</tr>
<tr>
<td>6</td>
<td>WF.IDF</td>
<td>Logarithmic TF.IDF Subsection 4.2.2</td>
</tr>
<tr>
<td>7</td>
<td>BTF.IDF</td>
<td>Boolean TF.IDF Subsection 4.2.2</td>
</tr>
<tr>
<td>8-18</td>
<td>NTF.IDF(0, 0.1, 0.2, ..., 1)</td>
<td>Augmented TF.IDF Subsection 4.2.2</td>
</tr>
<tr>
<td>19</td>
<td>LSI (5 topics)</td>
<td>Subsection 4.2.3</td>
</tr>
<tr>
<td>20-29</td>
<td>LSI (10, 20, 30, ..., 100 topics)</td>
<td>Subsection 4.2.3</td>
</tr>
<tr>
<td>30</td>
<td>LDA (5 topics)</td>
<td>Subsection 4.2.3</td>
</tr>
<tr>
<td>31-40</td>
<td>LDA (10, 20, 30, ..., 100 topics)</td>
<td>Subsection 4.2.3</td>
</tr>
<tr>
<td>41</td>
<td>LDA trained on Wikipedia (50 topics)</td>
<td>LDA trained on English Wikipedia Subsection 4.2.3</td>
</tr>
<tr>
<td>42-46</td>
<td>LDA trained on Wikipedia (100, 200, ..., 500 topics)</td>
<td>LDA trained on English Wikipedia Subsection 4.2.3</td>
</tr>
<tr>
<td>47</td>
<td>Content-based Lipczak</td>
<td>Standard Lipczak content-based system Subsection 4.4.3</td>
</tr>
<tr>
<td>48</td>
<td>TitleToTitle</td>
<td>Section 5.1</td>
</tr>
<tr>
<td>49</td>
<td>Tag popularity multiplier</td>
<td>Section 5.1</td>
</tr>
<tr>
<td>50</td>
<td>TitleToTitle &amp; Tag popularity multiplier</td>
<td>TitleToTitle and tag popularity multiplier combined</td>
</tr>
</tbody>
</table>

Table 7.6: Experiment settings

Memory usage

Measuring the memory usage of objects types other than built-in types (e.g. int and float) appeared to be not possible. We decided to apply the following approach to get an indication of the required memory. Each recommender was serialized to a string after training of the recommender and written to disk. The size of the file is used as an approximation of the memory usage of the recommender. There is some overhead, e.g. each recommender contains a “name” field which is
also serialized. However, these attributes take very little memory and are thus negligible. The objects were serialized using the Python pickle library\(^2\).

**Processing time**

The processing time was measured using the Python time library\(^3\). We measured the training stage and testing stage separately. Due to deviations when measuring very small processing times, we measured the execution time of the full training and testing stage and divided the result by the number of processed posts.

### 7.3.2. Results

The results consist of three measurements: Precision, Recall and F1. The F1 measure is a combination of Precision and Recall and is the most used measure in the field of information retrieval. The performance of algorithms is ultimately based on the F1 score, so only the F1 results are given in this subsection. The full results including Precision and Recall scores are given in Appendix D. The algorithms shown in the legends are ordered by the summed value of all F1 scores.

\(^2\)https://docs.python.org/2/library/pickle.html
\(^3\)https://docs.python.org/2/library/time.html
First, we show the complete F1 results for all experiments in Figure 7.3. We see three separate sections in the F1 scores: at the top (near 0.32) we see four scores which are Lipczak & contributions. The second section (around 0.21) consists of TF.IDF and variations and we group the other results into a third section.

We first further investigate the TF.IDF results. We see variance between the TF.IDF results, mostly in the range of 1-10 tags (Figure 7.4):
The variation in results is quite small so we zoom even closer to the F1 scores for recommending 3 tags:

The TF.IWF scores are on top. Second and third place is taken by NTF.IDF ($\alpha = 0$) and regular TF.IDF. The yellow plot of NTF.IDF overlaps the blue TF.IDF since the results score exactly the same. For $\alpha = 0$ we get: $\alpha + (1 - \alpha) \frac{tf_{t,d}}{tf_{max}(d)} \times IDF_t = \frac{tf_{t,d}}{tf_{max}(d)} \times IDF_t$. As discussed in the TF.IDF chapter, normalisation does not affect the results in the tag recommendation task. Therefore, we can remove the normalisation which results in $tf_{t,d} \times IDF_t$, which equals the regular TF.IDF measure.

Next, we investigate the functioning of Lipczak’s system and the novel contributions. The system consists of several stages: training, learning of optimal parameters and testing. We first examine the size of the network of words.

During the experiments, we train on 80% of the data and test on the remaining 20% of the data. In Lipczak’s system, we use 80% of the training data to fill the network with words and relations, and the remaining 20% of the training data to learn the optimal merge coefficients. The DeliciousT140 dataset consists of 121886 posts. Each fold contains 97509 training posts of which 78008 are used for filling the network and 19502 posts are used for learning of the merge coefficients. 24380 posts serve as testing data. The individual recommenders produced the following statistics after training:
**Title recommender**  Learned on 404863 titlewords of which 61602 unique, 5.19 average titlewords per post (4.95 unique)

**TitleToTag recommender**  Learned on 61602 titlewords and 1549063 related tagwords = 25.15 related tagwords per titleword

**TagToTag recommender**  Learned on 1081620 tagwords, of which 46708 unique and 4195484 relations = 89.82 related tagwords per tagword

**TitleToTitle recommender**  Learned on 404863 titlewords of which 61602 unique and 1526972 relations = 24.79 related titlewords per titleword

Next, optimal merge coefficients are learned which took 306.20 seconds on average on the original Lipczak system and 411.13 seconds on average with the addition of the TitleToTitle recommender. Both recommenders were serialized. The original Lipczak system took 193.28MB on average on disk and with the additional TitleToTitle recommender it took 251.75MB on average on disk.

The merge coefficients on Lipczak’s system were learned by testing the Recall@5 (Recall given top 5 tags) after rescoring two recommenders given merge coefficient values ranging between 0 and 1 with steps of 0.01. His original system learns optimal values between the TitleToTag recommender and the TagToTag recommender (Figure 7.6a). The addition of the TitleToTitle recommender requires a merge with the Title recommender. We plotted the results of this merger in Figure 7.6b.

![Optimal merge coefficients on DeliciousT140 based on Recall@5](image)

**Figure 7.6**: Optimal merge coefficients on DeliciousT140 based on Recall@5

The merge coefficient plots shown above are the result of a single fold. The optimal values for all folds are shown below in Table 7.7.
Table 7.7: Merge coefficients of different systems on DeliciousT140

<table>
<thead>
<tr>
<th>Fold</th>
<th>TitleToTag-TagToTag</th>
<th>Fold</th>
<th>TitleToTag-TagToTag</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.50</td>
<td>1</td>
<td>0.21</td>
</tr>
<tr>
<td>2</td>
<td>0.59</td>
<td>2</td>
<td>0.16</td>
</tr>
<tr>
<td>3</td>
<td>0.42</td>
<td>3</td>
<td>0.18</td>
</tr>
<tr>
<td>4</td>
<td>0.45</td>
<td>4</td>
<td>0.17</td>
</tr>
<tr>
<td>5</td>
<td>0.50</td>
<td>5</td>
<td>0.18</td>
</tr>
</tbody>
</table>

(a) Lipczak’s content-based merge coefficients

(b) Merge coefficients with TitleToTitle

<table>
<thead>
<tr>
<th>Fold</th>
<th>Title-To-Title</th>
<th>TitleToTag-TagToTag</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.21</td>
<td>0.59</td>
</tr>
<tr>
<td>2</td>
<td>0.16</td>
<td>0.60</td>
</tr>
<tr>
<td>3</td>
<td>0.18</td>
<td>0.59</td>
</tr>
<tr>
<td>4</td>
<td>0.17</td>
<td>0.60</td>
</tr>
<tr>
<td>5</td>
<td>0.18</td>
<td>0.48</td>
</tr>
</tbody>
</table>

(c) Merge coefficients with popularity multiplication

(d) Merge coefficients with TitleToTitle and popularity multiplication

Lastly, we zoom in on the results on Lipczak’s system for 7 to 17 tags in Figure 7.7. We see a clear peak at 12 tags.

Figure 7.7: DeliciousT140 F1 results for Lipczak, TitleToTitle and popularity multiplier

To see if the number of trained posts influenced the performance of the system, we also trained on a varying number of posts:
The F1 score increases with an increase in the number of posts. However, we see only a small improvement after 100,000 posts. Results on other datasets are given in Appendix D.
Chapter 8: Discussion

We started this research with the goal of improving content-based tag recommendation given a collection of posts containing users, resources, tags and resource titles.

**Tag sources**

We start the experiments by testing various content sources for their tag-density. We tested on all HTML documents in the DeliciousT140 dataset by calculating Precision, Recall and F1 scores after extraction of content from various document elements and basic preprocessing. We see that the body (text within `<body>` tags and words from `<h1>` to `<h6>` and `<a>` removed) contains the most words also seen in the set of user tags (highest Recall score). However, it is also the most imprecise source of tag-words since it contains over 1000 words on average. Words in the title prove to be the most accurate source of tags (highest F1 score). The average title contains about five words, giving the highest ratio of words also found in the set of user tags. After the title, words in respectively h1, a, h2 and h3 elements gave the highest F1 score. In 6th place came content, finally followed by h4, h5 and h6 elements.

**Preprocessing**

Next, we compare the performance of various preprocessing methods. We applied all preprocessing techniques on the titles in the DeliciousT140 dataset, since this proved to be the most precise source of tags. The remaining tokens after preprocessing were checked against user tags. The POS tagging took longest to perform, although the processing time is negligible (0.006 seconds). However, we found that the POS tagger did significantly influence the processing time during training of the system. We often trained on 100,000+ documents and found that the POS tagger substantially delayed the system when preprocessing so many documents. During the testing stage, POS tagging was applied on single documents and did not noticeably delay the system. Accuracy-wise, we found that all techniques except stemming had a positive influence on the results. A number of ‘garbage’ tokens was removed and the resulting F1 scores increased after preprocessing. Stemming also altered many relevant words and thus worsened the results.

**Tag recommendation techniques**

After preprocessing, we applied a number of recommendation algorithms to three real world datasets. DeliciousT140 and Wiki10+ are post-core level 1 datasets. All resources were tagged by a single user and thus a ‘resource profile’ containing previously added tags to a resource was of no use. Recommending global popular tags and user popular tags was possible since there were enough posts to train on. When a user profile was not available for a given post, we applied the global popular tag recommender as a backup. The popularity based recommenders scored similar, i.e. the difference in results was small.
TF.IDF & variants

Next, we applied TF.IDF and several variations. We implemented it ourselves since the gensim implementation did not offer enough flexibility to apply the variants. We implemented it so that TF.IDF would recommend tags given a resource’s title, and extend the set of recommended tags using the set of global popular tags in case not enough tags could be recommended. This was often the case since we tested up to 20 tags and the average title in DeliciousT140 was 7.24 words long. The result of this is noticeable: TF.IDF calculates the significance of each word in a set of words, but does not extend this set of words. So when given the titles, which are about 7.24 words long, TF.IDF will only return that number of tags. The extended tags added from the set of global popular tags will always be the same, regardless of the TF.IDF variant. The effect is shown in Figure 8.1 where we see the results converging. The differences in TF.IDF variants is clearer in Figure 8.2 in which we zoomed to the F1 scores given 3 tags. We see interesting results in the low range of tags: the TF.IWF variant outperforms TF.IDF. Other variants such as WF.IDF, normalized/augmented TF.IDF (NTF.IDF) and boolean TF.IDF (BTF.IDF) perform worse.

![Figure 8.1: DeliciousT140 TF.IDF F1 results zoomed to 1-10 tags. Algorithms in the legend are sorted by summed F1 scores. We see the results converse, which is because of the length of the titles (7.24 words on average)](image)

![Figure 8.2: DeliciousT140 TF.IDF F1 results zoomed to 3 tags.](image)

Topic modelling techniques

Next, we focused on topic modelling techniques. We applied the gensim implementation of the LSI and LDA algorithms. The idea is that co-occurring words are clustered into topics. Given a new document, the most related topics are determined and tags can be recommended from those topics. The learning of topic clusters was handled by the gensim library, the tag recommendation was self implemented. We learned the topics from the user tags and tested on resource titles.
However, the clustering seemed inaccurate for the tag recommendation task. The algorithms returned the lowest scores over all experiments over all datasets. We varied the number of topics but did not manage to achieve significantly better results.

The low scores can be explained by the fact that topic models are very similar to popularity based methods in the tag recommendation task (given our implementation). We determine the topic with the highest probability given a post, and select the top $n$ words from that topic as tags. This returns the most frequent words per topic, but those words are often very generic and not able to represent individual documents.

We also trained an LDA model on the English Wikipedia with varying number of topics, but these resulted in the lowest results over all datasets. This is presumably because each dataset is retrieved from a certain domain, containing certain domain-specific or domain-popular words. Also, the tagging process using LSI and LDA models was a time-consuming process ($>0.1$ second per post = over 3 hours to tag the entire DeliciousT140 dataset). The experiments had to be run overnight, although this could be solved since the last gensim update offers a multicore implementation: [http://radimrehurek.com/gensim/models/ldamulticore.html](http://radimrehurek.com/gensim/models/ldamulticore.html).

**Lipczak’s system**

The fact that TF.IDF (or TF.IWF) remained the best-scoring algorithm felt counter-intuitive. We discovered the ECML 2009 challenge in which a winning system was created by Lipczak et al. His system consists of several basic recommenders which are rescored and merged. We implemented the content-based part of his system using Python based on two of his papers. The system learns relations between title-words, tag-words and co-occurring tag-words. The system outperformed TF.IDF significantly.

The testing of merge coefficients was the most time-consuming process. An optimal merge coefficient between the TitleToTag and TagToTag recommender was empirically found by testing 101 values between 0 and 1. When training on a large dataset, the number of related words per word can grow quickly. For example, on DeliciousT140 we learned 46708 unique tagwords with 90 related tagwords on average. Thus, every combination of two recommenders involved merging hundreds of values, sorting these, and selecting only a top number of tags ($\leq 20$). This is unnecessary and a limit to the number of processed words could be set.

**Novel contributions**

We proposed two additions to Lipczak’s system. First a TitleToTitle recommender which creates a network of related title-words. This is helpful when given a post with a short title since the post’s title can be extended using the TitleToTitle graph. The TitleToTitle recommender was placed parallel with the Title recommender and the scores of the two were merged by testing 101 merge coefficient values between 0 and 1. On the DeliciousT140 dataset, we found optimal merge coefficients around 0.20, where the TitleToTitle recommender is given a weight of 0.20 and the Title recommender a weight of $1-0.20=0.80$. This indicates that the Title recommender remains the primary source of tags, but the TitleToTitle recommender is a good addition. This is confirmed given the results: the F1 scores improved on all three datasets with the addition of the TitleToTitle recommender:

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Lipczak</th>
<th>TitleToTitle</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeliciousT140</td>
<td>0.3127 (12 tags)</td>
<td>0.3167 (12 tags)</td>
</tr>
<tr>
<td>Wiki10+</td>
<td>0.2189 (13 tags)</td>
<td>0.2193 (13 tags)</td>
</tr>
<tr>
<td>MovieLens 10M</td>
<td>0.0370 (6 tags)</td>
<td>0.0909 (3 tags)</td>
</tr>
</tbody>
</table>

Table 8.1: Best F1 scores original Lipczak versus Lipczak with TitleToTitle
Second, we propose a popularity-based rescoring function. Suggested tags are rescored based on their popularity in the dataset. The results are varying. We measured an improvement on the DeliciousT140 dataset, no change on the Wiki10+ dataset and a slight decrease on the MovieLens 10M dataset.

The DeliciousT140 and Wiki10+ datasets are typical social tagging datasets: they consist of documents which were annotated with tags by users. The MovieLens 10M dataset differs since it is focussed on movie ratings and non-descriptive tags seem to be added. i.e., the tags were not added with the goal of findability. Also, the tags are not supplied as an array of tag-words, but as one sentence, e.g.: “Hunting Party, The (2007)”. The tag-sentences were split at whitespaces. Most tags only contained a movie year and name. All these facts clearly translated into poor results: the best algorithm was the popular user tag recommender scoring 0.1736 at 2 tags. Second came Lipczak’s system with the additional TitleToTitle recommender. On Wiki10+, the range of results was wider. LSI and LDA models performed poor, next came popularity based methods, followed by TF.IDF and variants. Lipczak’s system outperformed TF.IDF and our TitleToTitle extension combined with the popularity rescorer gave the best F1 score of 0.2193 at 13 tags. On DeliciousT140, LSI and LDA also performed poorest, followed by popularity based methods and again TF.IDF and variants. Lipczak’s system outperforms TF.IDF and our additions again outperform the original Lipczak system. The best F1 score was 0.3216 for 12 tags. An optimal number of tags differs per dataset. MovieLens 10M contained 1.16 tags per post, DeliciousT140 13.92 tags and Wiki10+ 22.05 tags per post. We see this in our results: we see peaks in the results at or near those numbers.
Chapter 9: Future work

We investigated various tag recommendation techniques on various datasets. During this research, we found that Lipczak’s system performed the best. Our additional popularity rescorer showed varying results and the TitleToTitle recommender outperformed the original system on all three datasets. We are pleased with the results but see several possibilities for future work.

One issue we faced during the research was the performance. Lipczak’s model grows fast in memory. Although the TitleToTitle recommender improves results, it also consumes additional memory. A more efficient implementation of the system could greatly improve the usability of the system, e.g. by setting a score threshold before processing a word.

In other research, Lipczak applied post date in order to build a user profile recommender. Not all datasets provide a post date and thus we decided not to apply this method. However, additional data can easily be fitted into the system. For example, we can incorporate movie ratings between 1 and 5 from MovieLens 10M in the recommendation task. Or, we could add weights to tags based on the number of views of a resource in a system. This however depends on the dataset. Lipczak’s method of learning optimal merge coefficients for Recall@5 proves to work accurate and is thus very helpful in determining an optimal ratio between multiple recommenders.

For a generic improvement, we could imagine handling multiword concepts, personalisation and selecting other sources than the title from the content. We did a thorough analysis of the tag-density of various document sources in DeliciousT140 and found that h1 tags were the second best source of tags. This could provide additional information in the tag recommendation task.
Chapter 10: Bibliography


Appendix A: Algorithm pseudocode

The pseudocode is written in a slightly Pythonic way. A dict is a container consisting of (key,value) pairs. `dict[key]` will return a key’s value from the dict. `dict.get(key,0)` will also return a key’s value, but return 0 if the key doesn’t exist.

### Algorithm 1 Global popular tag recommender

1. function `TRAIN(posts)`
2.     global_tags = dict()
3.     for each p in posts do
4.         for each word in p.tags do
5.             global_tags[word] = global_tags.get(word,0) + 1 \(\triangleright\) Add +1 for each tag occurrence
6.         end for
7.     end for
8.     global_tags = sorted(global_tags)
9. end function

10. function `TEST(post, n_tags)`
11.     return global_tags[:n_tags] \(\triangleright\) Return top `n_tags` global tags
12. end function

### Algorithm 2 User popular tag recommender

1. function `TRAIN(posts)`
2.     user_tags = dict()
3.     global_tags = dict()
4.     for each p in posts do
5.         user_dict = user_tags.get(p.user,dict()) \(\triangleright\) Get user specific tags
6.         for each word in p.tags do
7.             user_dict[word] = user_dict.get(word,0) + 1 \(\triangleright\) Count user tag
8.             global_tags[word] = global_tags.get(word,0) + 1 \(\triangleright\) Count global tag
9.         end for
10.     user_tags[p.user] = sorted(user_dict)
11. end for
12. global_tags = sorted(global_tags)
13. end function

14. function `TEST(post, n_tags)`
15.     result = user_tags[p.user][:n_tags]
16.     if length(result) < n_tags then
17.         result += global_tags[:n_tags - length(result)] \(\triangleright\) Add global popular tags
18.     end if
19.     return result
20. end function
Algorithm 3 TF.IDF recommender

1: function TRAIN(posts)
2:    for each p in posts do
3:        for each word in set(p.tags) do
4:            term_doccount[word] = term_doccount.get(word,0) + 1 ▶ Count term-document frequency
5:        end for
6:    end for
7:    for each term, doccount in term_doccount do
8:        idf[term] = log10(length(posts)/doccount) ▶ Compute IDF for each term
9:    end for
10: end function

Algorithm 4 LSI and LDA recommender

1: function TRAIN(posts, k)
2:    if LSI then
3:        model = gensim.LSI(posts, k) ▶ Train LSI
4:    else if LDA then
5:        model = gensim.LDA(posts, k) ▶ Train LDA
6:    end if
7: end function

8: function TEST(post, n_tags, strategy)
9:    topics = InferTopicDistribution(post.title)
10:    if strategy == 1 then ▶ Top 1 from all topics
11:        return topics[0] for t in topics[:n_tags]
12:    else if strategy == 2 then ▶ Top n_tags from top topic
13:        return topics[0][:n_tags]
14:    end if
15: end function
Algorithm 5 Lipczak recommender

1: function TRAIN(posts)
2:    trainPosts = posts[:len(posts)*0.8] ▹ Use 80% of posts for training
3:    learnPosts = posts[len(posts)*0.2:] ▹ Use 20% of posts for learning merge coefficients
4:    titleRecommender = TitleRecommender.train(trainPosts)
5:    titleToTitleRecommender = titleToTitleRecommender.train(trainPosts)
6:    titleToTagRecommender = titleToTagRecommender.train(trainPosts)
7:    learnMergeCoefficients(learnPosts)
8: end function

9: function TEST(post, n_tags)
10:    ▹ Get recommendations
11:    titleRec = TitleRecommender.test(post)
12:    titleToTagRec = TitleToTagRecommender.test(titleRec)
13:    tagToTagRec = TagToTagRecommender.test(titleRec)
14:    ▹ Rescore recommendations
15:    titleToTagRec = rescore(titleToTagRec, titleToTag_mergeCoefficient)
16:    tagToTagRec = rescore(tagToTagRec, tagToTag_mergeCoefficient)
17:    ▹ Merge recommendations
18:    contentRec = SumProbMerge([titleToTagRec, tagToTagRec])
19:    return contentRec[:n_tags]
20: end function

Algorithm 6 Title recommender

1: function TRAIN(posts, low_freq, low_freq_score, low_score_threshold)
2:    titleWords = dict()
3:    titleTagWords = dict()
4:    for each p in posts do
5:        for each word in p.title do
6:            titleWords[word] = titleWords.get(word,0)+1 ▹ Count titlewords
7:                if word in p.tags then
8:                    titleTagWords[word] = titleTagWords.get(word,0)+1 ▹ Count title&tag-words
9:                end if
10:            end for
11:        end for
12:    titleWordScores = dict()
13:    for each titleword, titleword_freq in titleWords do
14:        if titleword_freq < low_freq then
15:            ▹ Set default score for low frequency words
16:                titleWordScores[titleword] = low_freq_score
17:        else
18:            score = titleTagWords[titleword]/titleword_freq
19:                if score ≥ low_score_threshold then
20:                    ▹ Drop words with low score
21:                    titleWordScores[titleword] = score
22:                end if
23:        end if
24:    end for
25: end function

26: function TEST(post)
27:    result = titleWordScore[w] for w in post.title ▹ result = [(word1,score1),(word2,score2)....]
28:    return sorted(result)
29: end function
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Algorithm 7 TitleToTag recommender

1: function TRAIN(posts)
2:    titleWordCount = dict()
3:    titleTagGraph = dict()
4:    for each p in posts do
5:        for each titleword in p.title do
6:            titleWordCount[titleword] = titleWordCount.get(titleword,0)+1
7:            titleTagGraph[titleword] += p.tags
8:        end for
9:    end for
10:    titleTagScores = dict()
11:    for each titleword,titletags in titleTagGraph do
12:        titletag_scores = dict()
13:        for each tag in titletags do
14:            titletag_scores[tag] = titletag_scores.get(tag,0)+1
15:        end for
16:        for each tag,tag_freq in titletag_scores do
17:            titletag_scores[tag] = tag_freq / titleWordCount[titleword]
18:        end for
19:    end for
20:    end function
21:
22: function TEST(wordscores)
23:    ▶ wordscores = [(word1,score1),(word2,score2)....] from TitleRecommender
24:    for each word,score in wordscore do
25:        relatedTags = titleTagScores[word]
26:        result += relatedTags * score
27:    end for
28:    ▶ result = [[(word1,score1),(word_p,score_p)],[(word1,score1),(word_p,score_p)]]....]
29:    ▶ (one array of related tagwords/scores for each word from TitleRecommender)
30:    result = SumProbMerge(result)
31:    return result
32: end function
33:

Algorithm 8 SumProb merge

1: function SUMPROBMERGE(recommendations)
2:    ▶ recommendations = [((word1,score1),(word2,score2))((word1,score1),(word2,score2))]....]
3:    products = dict()
4:    for each rec in recommendations do
5:        for each word,score in rec do
6:            products[word] = products.get(word,1) * (1-score)
7:        end for
8:    end for
9:    for each word,score in products do
10:       products[word] = 1-score
11:    end for
12:    ▶ products = [(word1,score1),(word2,score2), ...,(word_p,score_p)]
13:    return products
14: end function
Algorithm 9 TagToTag recommender

```plaintext
1: function TRAIN(posts)
2:     tagFrequencies = dict()
3:     tagGraph = dict()
4:   for each p in posts do
5:       for each tag in p.tags do
6:         tagFrequencies[tag] = tagFrequencies.get(tag,0)+1  ▷ Store tag frequency
7:         tagGraph[tag] += p.tags  ▷ Store co-occurring tags
8:     end for
9:   end for
10:   for each t1, t1related in tagGraph do  ▷ Calculate tag relation scores
11:       t1related_frequencies = count(t1related)
12:       for each t2, t2frequency in t1related_frequencies do
13:         t1related_scores[t2] = t2frequency / tagFrequencies[t1]
14:     end for
15:   end function
```

Algorithm 10 Learn merge coefficients

```plaintext
1: function LEARNMERGECOEFFICIENTS(posts)
2:     mergeRange = [0, 0.01, 0.02, ..., 1]  ▷ Merge values to test
3:   for each p in posts do
4:     titleRec = TitleRecommender.test(p)  ▷ Get title recommendation
5:     titleToTagRec = titleToTagRecommender.test(titleRec)  ▷ Title-to-tag recommendation
6:     tagToTagRec = tagToTagRecommender.test(titleRec)  ▷ Tag-to-tag recommendation
7:       for each m in mergeRange do
8:         titleToTagRec = rescore(titleToTagRec, m)  ▷ Rescore
9:         tagToTagRec = rescore(tagToTagRec, 1-m)  ▷ Rescore
10:       result = SumProbMerge(titleToTagRec, tagToTagRec)  ▷ Merge
11:       recall = Recall@5(result)  ▷ Check result
12:     end for
13:     setMergeCoefficients(max(recall))
14:   end function
```

Algorithm 11 Rescoring function

```plaintext
1: function RESCORE(recommendation, mergeCoefficient)
2:     ▷ recommendation = [((word1,score1),(word2,score2), ...]
3:     ▷ mergeCoefficient = value between 0 and 1
4:     scoreFactor = mergeCoefficient/recommendation[0]  ▷ Divide by first score
5:     rescoredRecommendation = r*scoreFactor for r in recommendation
6:     return rescoredRecommendation
7: end function
```
Algorithm 12 TitleToTitle recommender

```
1: function TRAIN(posts)
2:     titleWordCount = dict() ▷ For counting title-words
3:     titleGraph = dict() ▷ For storing related title-words
4: for each p in posts do
5:     for each word in p.title do
6:         titleWordCount[word] = titleWordCount.get(word,0)+1 ▷ Count word
7:         titleGraph[word] = count([word for word in p.title]) ▷ Count related words
8:     end for
9: end for
10: for each titleword, related_words in titleGraph do ▷ Calculate tag relation scores
11:     for each related_titleword,count in related_words do
12:         scores[titleword → related_titleword] = count/titleWordCount[titleword]
13:     end for
14: end for
15: end function

16: function TEST(post)
17:     for each word in post.title do
18:         for each related_word,related_score in scores[word] do
19:             result += (related_word,related_score) ▷ Add related words & scores to result
20:         end for
21:     end for
22: end function
```

Algorithm 13 Smoothed tag frequency multiplier

```
1: function RESCOREBYPOPULARITY(recommendation,alpha)
2:     ▷ Assume variable ‘‘frequencies’’ contains tag frequencies
3: for each word,score in recommendation do
4:     score = score*(1+(1-alpha))*(frequencies[word]/max(frequencies))
5: end for
6: return recommendation
7: end function
```
Appendix B: Word length filter results

The tables in this chapter show the F1 scores after recommending title-words which have been filtered by word length as described in the experiments in Subsection 7.2.1. Each table contains the results for one dataset.

All results are displayed using four decimals. In case multiple settings scored best due to the rounding, the number of decimals was increased until a single best score was found.

Table B.1: DeliciousT140 F1-scores after word length filtering.
Rows = minimum word length, columns = maximum word length.

<table>
<thead>
<tr>
<th></th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.1181</td>
<td>0.1399</td>
<td>0.1561</td>
<td>0.1689</td>
<td>0.1755</td>
<td>0.1800</td>
<td>0.1816</td>
<td>0.1824</td>
<td>0.1826</td>
<td>0.1826</td>
<td>0.1826</td>
<td>0.1826</td>
<td>0.1825</td>
<td>0.1824</td>
<td>0.1824</td>
</tr>
<tr>
<td>3</td>
<td>0.1204</td>
<td>0.1426</td>
<td>0.1591</td>
<td>0.1722</td>
<td>0.1855</td>
<td>0.1883</td>
<td>0.1899</td>
<td>0.1906</td>
<td>0.1904</td>
<td>0.1894</td>
<td>0.1889</td>
<td>0.1889</td>
<td>0.1889</td>
<td>0.1889</td>
<td>0.1889</td>
</tr>
<tr>
<td>4</td>
<td>0.1079</td>
<td>0.1274</td>
<td>0.1430</td>
<td>0.1591</td>
<td>0.1761</td>
<td>0.1835</td>
<td>0.1851</td>
<td>0.1860</td>
<td>0.1862</td>
<td>0.1861</td>
<td>0.1861</td>
<td>0.1861</td>
<td>0.1860</td>
<td>0.1859</td>
<td>0.1859</td>
</tr>
<tr>
<td>5</td>
<td>0.0801</td>
<td>0.1075</td>
<td>0.1274</td>
<td>0.1430</td>
<td>0.1591</td>
<td>0.1761</td>
<td>0.1835</td>
<td>0.1851</td>
<td>0.1860</td>
<td>0.1862</td>
<td>0.1861</td>
<td>0.1861</td>
<td>0.1860</td>
<td>0.1859</td>
<td>0.1859</td>
</tr>
</tbody>
</table>

Table B.2: Wiki10+ F1-scores after word length filtering.
Rows = minimum word length, columns = maximum word length.

<table>
<thead>
<tr>
<th></th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.0636</td>
<td>0.0820</td>
<td>0.0981</td>
<td>0.1091</td>
<td>0.1169</td>
<td>0.1225</td>
<td>0.1253</td>
<td>0.1269</td>
<td>0.1279</td>
<td>0.1284</td>
<td>0.1288</td>
<td>0.1288</td>
<td>0.1289</td>
<td>0.1289</td>
<td>0.1289</td>
</tr>
<tr>
<td>3</td>
<td>0.0615</td>
<td>0.0801</td>
<td>0.0963</td>
<td>0.1074</td>
<td>0.1153</td>
<td>0.1209</td>
<td>0.1237</td>
<td>0.1254</td>
<td>0.1263</td>
<td>0.1288</td>
<td>0.1272</td>
<td>0.1272</td>
<td>0.1273</td>
<td>0.1273</td>
<td>0.1273</td>
</tr>
<tr>
<td>4</td>
<td>0.0547</td>
<td>0.0735</td>
<td>0.0898</td>
<td>0.1010</td>
<td>0.1090</td>
<td>0.1145</td>
<td>0.1174</td>
<td>0.1191</td>
<td>0.1200</td>
<td>0.1205</td>
<td>0.1210</td>
<td>0.1210</td>
<td>0.1211</td>
<td>0.1211</td>
<td>0.1211</td>
</tr>
<tr>
<td>5</td>
<td>0.0387</td>
<td>0.0577</td>
<td>0.0743</td>
<td>0.0857</td>
<td>0.0938</td>
<td>0.0994</td>
<td>0.1023</td>
<td>0.1040</td>
<td>0.1050</td>
<td>0.1059</td>
<td>0.1060</td>
<td>0.1060</td>
<td>0.1060</td>
<td>0.1060</td>
<td>0.1060</td>
</tr>
</tbody>
</table>

Table B.3: MovieLens 10M F1-scores after word length filtering.
Rows = minimum word length, columns = maximum word length.

<table>
<thead>
<tr>
<th></th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.0060</td>
<td>0.0066</td>
<td>0.0070</td>
<td>0.0074</td>
<td>0.0074</td>
<td>0.0074</td>
<td>0.0074</td>
<td>0.0074</td>
<td>0.0074</td>
<td>0.0074</td>
<td>0.0074</td>
<td>0.0074</td>
<td>0.0074</td>
<td>0.0074</td>
<td>0.0074</td>
</tr>
<tr>
<td>3</td>
<td>0.0066</td>
<td>0.0069</td>
<td>0.0072</td>
<td>0.0075</td>
<td>0.0078</td>
<td>0.0080</td>
<td>0.0081</td>
<td>0.0084</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
</tr>
<tr>
<td>4</td>
<td>0.0066</td>
<td>0.0072</td>
<td>0.0077</td>
<td>0.0080</td>
<td>0.0088</td>
<td>0.0092</td>
<td>0.0098</td>
<td>0.0105</td>
<td>0.0113</td>
<td>0.0114</td>
<td>0.0114</td>
<td>0.0114</td>
<td>0.0114</td>
<td>0.0114</td>
<td>0.0114</td>
</tr>
<tr>
<td>5</td>
<td>0.0066</td>
<td>0.0069</td>
<td>0.0072</td>
<td>0.0074</td>
<td>0.0077</td>
<td>0.0080</td>
<td>0.0085</td>
<td>0.0087</td>
<td>0.0091</td>
<td>0.0094</td>
<td>0.0095</td>
<td>0.0095</td>
<td>0.0095</td>
<td>0.0095</td>
<td>0.0095</td>
</tr>
</tbody>
</table>
Appendix C: Preprocessing results

The performance of various preprocessing techniques is tested on all datasets. Only titles were used in these tests. The titles were preprocessed and recommended as tags. The resulting F1 scores are given in the tables below.

All titles are initially stripped from HTML, tokenized and converted to lowercase. After that, each preprocessing technique is applied and measured. Grey cells show the initial F1 score (only initial preprocessing), green cells show an increase in F1 score and red cells denote a decrease in F1 score.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Number of tokens</th>
<th>Number of unique tokens</th>
<th>F1</th>
<th>Processing time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw data</td>
<td>7.80</td>
<td>7.43</td>
<td>0.1689</td>
<td>n.a.</td>
</tr>
<tr>
<td>Remove non-alphabetic</td>
<td>6.31</td>
<td>6.04</td>
<td>0.1828</td>
<td>0.000016</td>
</tr>
<tr>
<td>Remove non-alphanumeric</td>
<td>6.43</td>
<td>6.13</td>
<td>0.1824</td>
<td>0.000016</td>
</tr>
<tr>
<td>Remove stopwords</td>
<td>5.94</td>
<td>5.68</td>
<td>0.1833</td>
<td>0.000253</td>
</tr>
<tr>
<td>Word length ≥14 filter</td>
<td>5.90</td>
<td>5.53</td>
<td>0.1857</td>
<td>0.000003</td>
</tr>
<tr>
<td>Word length ≥3 and ≤14 filter</td>
<td>7.77</td>
<td>7.15</td>
<td>0.1961</td>
<td>0.000003</td>
</tr>
<tr>
<td>Word length ≥3 and ≤14 filter</td>
<td>5.71</td>
<td>5.44</td>
<td>0.1862</td>
<td>0.000003</td>
</tr>
<tr>
<td>POS top 9 user tag categories filter</td>
<td>4.92</td>
<td>4.70</td>
<td>0.1911</td>
<td>0.000577</td>
</tr>
<tr>
<td>Stemming Porter</td>
<td>7.90</td>
<td>7.24</td>
<td>0.1056</td>
<td>0.000104</td>
</tr>
</tbody>
</table>

Table C.1: DeliciousT140 preprocessing techniques results.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Number of tokens</th>
<th>Number of unique tokens</th>
<th>F1</th>
<th>Processing time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw data</td>
<td>2.29</td>
<td>2.26</td>
<td>0.12834</td>
<td>n.a.</td>
</tr>
<tr>
<td>Remove non-alphabetic</td>
<td>2.17</td>
<td>2.16</td>
<td>0.1286</td>
<td>0.000007</td>
</tr>
<tr>
<td>Remove non-alphanumeric</td>
<td>2.18</td>
<td>2.18</td>
<td>0.1292</td>
<td>0.000006</td>
</tr>
<tr>
<td>Remove stopwords</td>
<td>2.00</td>
<td>2.00</td>
<td>0.12831</td>
<td>0.000016</td>
</tr>
<tr>
<td>Word length ≥2 filter</td>
<td>2.17</td>
<td>2.17</td>
<td>0.1289</td>
<td>0.000002</td>
</tr>
<tr>
<td>Word length ≤20 filter</td>
<td>2.29</td>
<td>2.28</td>
<td>0.12813</td>
<td>0.000002</td>
</tr>
<tr>
<td>Word length ≥2 and ≤20 filter</td>
<td>2.17</td>
<td>2.16</td>
<td>0.1289</td>
<td>0.000002</td>
</tr>
<tr>
<td>POS top 20 user tag categories filter</td>
<td>2.24</td>
<td>2.23</td>
<td>0.1288</td>
<td>0.000154</td>
</tr>
<tr>
<td>Stemming Porter</td>
<td>2.29</td>
<td>2.28</td>
<td>0.0770</td>
<td>0.000012</td>
</tr>
</tbody>
</table>

Table C.2: Wiki10+ preprocessing techniques results.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Number of tokens</th>
<th>Number of unique tokens</th>
<th>F1</th>
<th>Processing time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw data</td>
<td>6.99</td>
<td>6.57</td>
<td>0.00517</td>
<td>n.a.</td>
</tr>
<tr>
<td>Remove non-alphabetic</td>
<td>3.28</td>
<td>3.15</td>
<td>0.0081</td>
<td>0.000015</td>
</tr>
<tr>
<td>Remove non-alphanumeric</td>
<td>4.34</td>
<td>4.20</td>
<td>0.0072</td>
<td>0.000015</td>
</tr>
<tr>
<td>Remove stopwords</td>
<td>3.45</td>
<td>3.39</td>
<td>0.0083</td>
<td>0.000126</td>
</tr>
<tr>
<td>Word length ≥4 filter</td>
<td>3.16</td>
<td>3.14</td>
<td>0.0080</td>
<td>0.000003</td>
</tr>
<tr>
<td>Word length ≤12 filter</td>
<td>6.98</td>
<td>6.55</td>
<td>0.00518</td>
<td>0.000003</td>
</tr>
<tr>
<td>Word length ≥4 and ≤12 filter</td>
<td>3.14</td>
<td>3.10</td>
<td>0.0080</td>
<td>0.000003</td>
</tr>
<tr>
<td>POS top 9 user tag categories filter</td>
<td>2.19</td>
<td>2.13</td>
<td>0.0050</td>
<td>0.000579</td>
</tr>
<tr>
<td>Stemming Porter</td>
<td>6.99</td>
<td>6.36</td>
<td>0.0035</td>
<td>0.000099</td>
</tr>
</tbody>
</table>

Table C.3: MovieLens 10M preprocessing techniques results.
Appendix D: Experiment results

The results are organized per dataset. Each section contains the results of one dataset and consists of (1) processing time and memory usage results, (2) a plot of the Precision/Recall/F1 results and (3) all F1 scores. Other statistics and plots are given at points of interesting behaviour.
## D.1. DeliciousT140

<table>
<thead>
<tr>
<th>Technique</th>
<th>DeliciousT140</th>
<th>DeliciousT140</th>
<th>DeliciousT140</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training stage (seconds per post)</td>
<td>Testing stage (seconds per post)</td>
<td>Memory usage (MB)</td>
</tr>
<tr>
<td>Popular global tags</td>
<td>0.000004</td>
<td>0.000027</td>
<td>1.69</td>
</tr>
<tr>
<td>Popular user tags</td>
<td>0.000004</td>
<td>0.000027</td>
<td>14.25</td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.000004</td>
<td>0.000027</td>
<td>3.01</td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.000004</td>
<td>0.000027</td>
<td>3.01</td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.000004</td>
<td>0.000027</td>
<td>3.01</td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.000004</td>
<td>0.000027</td>
<td>3.01</td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.000004</td>
<td>0.000027</td>
<td>3.01</td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.000004</td>
<td>0.000027</td>
<td>3.01</td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.000004</td>
<td>0.000027</td>
<td>3.01</td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.000004</td>
<td>0.000027</td>
<td>3.01</td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.000004</td>
<td>0.000027</td>
<td>3.01</td>
</tr>
</tbody>
</table>

Table D.1: Processing time per post and memory usage results on DeliciousT140. Times are measured over the entire training/testing stage and divided by the number of posts.
Figure D.1: Precision, Recall and F1 results on DeliciousT140 dataset. Algorithms are sorted by summed F1 scores.

Figure D.2: Top F1 results between 10-15 tags on DeliciousT140 dataset. Algorithms are sorted by summed F1 scores.
<table>
<thead>
<tr>
<th>Technique</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Popular global tags</td>
<td>0.0924</td>
<td>0.1289</td>
<td>0.1708</td>
<td>0.2191</td>
<td>0.2752</td>
<td>0.3302</td>
<td>0.3834</td>
<td>0.4357</td>
<td>0.4864</td>
<td>0.5358</td>
<td>0.5837</td>
<td>0.6306</td>
<td>0.6765</td>
<td>0.7213</td>
<td>0.7654</td>
<td>0.8085</td>
<td>0.8507</td>
<td>0.8919</td>
<td></td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.0560</td>
<td>0.0923</td>
<td>0.1289</td>
<td>0.1659</td>
<td>0.2028</td>
<td>0.2397</td>
<td>0.2766</td>
<td>0.3135</td>
<td>0.3504</td>
<td>0.3873</td>
<td>0.4242</td>
<td>0.4611</td>
<td>0.4981</td>
<td>0.5350</td>
<td>0.5719</td>
<td>0.6088</td>
<td>0.6457</td>
<td>0.6826</td>
<td></td>
</tr>
<tr>
<td>TF.IDF^2</td>
<td>0.0560</td>
<td>0.0923</td>
<td>0.1289</td>
<td>0.1659</td>
<td>0.2028</td>
<td>0.2397</td>
<td>0.2766</td>
<td>0.3135</td>
<td>0.3504</td>
<td>0.3873</td>
<td>0.4242</td>
<td>0.4611</td>
<td>0.4981</td>
<td>0.5350</td>
<td>0.5719</td>
<td>0.6088</td>
<td>0.6457</td>
<td>0.6826</td>
<td></td>
</tr>
<tr>
<td>TF.IDF/LDA</td>
<td>0.0560</td>
<td>0.0923</td>
<td>0.1289</td>
<td>0.1659</td>
<td>0.2028</td>
<td>0.2397</td>
<td>0.2766</td>
<td>0.3135</td>
<td>0.3504</td>
<td>0.3873</td>
<td>0.4242</td>
<td>0.4611</td>
<td>0.4981</td>
<td>0.5350</td>
<td>0.5719</td>
<td>0.6088</td>
<td>0.6457</td>
<td>0.6826</td>
<td></td>
</tr>
<tr>
<td>TF.IDF/LDA^2</td>
<td>0.0560</td>
<td>0.0923</td>
<td>0.1289</td>
<td>0.1659</td>
<td>0.2028</td>
<td>0.2397</td>
<td>0.2766</td>
<td>0.3135</td>
<td>0.3504</td>
<td>0.3873</td>
<td>0.4242</td>
<td>0.4611</td>
<td>0.4981</td>
<td>0.5350</td>
<td>0.5719</td>
<td>0.6088</td>
<td>0.6457</td>
<td>0.6826</td>
<td></td>
</tr>
</tbody>
</table>

Table D.2: F1 results on DeliciousT140 dataset.  
Green = best result per algorithm, orange = best overall result.
### D.2. Wiki10+

<table>
<thead>
<tr>
<th>Technique</th>
<th>Training stage (seconds per post)</th>
<th>Testing stage (seconds per post)</th>
<th>Memory usage (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Popular global tags</td>
<td>0.00001</td>
<td>0.00024</td>
<td>2.84</td>
</tr>
<tr>
<td>Popular user tags</td>
<td>0.00003</td>
<td>0.00024</td>
<td>1.46</td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.00002</td>
<td>0.00024</td>
<td>0.03</td>
</tr>
<tr>
<td>TF.IWF</td>
<td>0.00002</td>
<td>0.00024</td>
<td>5.02</td>
</tr>
<tr>
<td>NTF.IDF (a = 0)</td>
<td>0.00002</td>
<td>0.00024</td>
<td>5.03</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.1)</td>
<td>0.00002</td>
<td>0.00024</td>
<td>5.03</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.2)</td>
<td>0.00002</td>
<td>0.00024</td>
<td>5.03</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.3)</td>
<td>0.00002</td>
<td>0.00024</td>
<td>5.03</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.4)</td>
<td>0.00002</td>
<td>0.00024</td>
<td>5.03</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.5)</td>
<td>0.00002</td>
<td>0.00024</td>
<td>5.03</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.6)</td>
<td>0.00002</td>
<td>0.00024</td>
<td>5.03</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.7)</td>
<td>0.00002</td>
<td>0.00024</td>
<td>5.03</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.8)</td>
<td>0.00002</td>
<td>0.00024</td>
<td>5.03</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.9)</td>
<td>0.00002</td>
<td>0.00024</td>
<td>5.03</td>
</tr>
<tr>
<td>NTF.IDF (a = 1)</td>
<td>0.00002</td>
<td>0.00024</td>
<td>5.03</td>
</tr>
<tr>
<td>LSI (5 topics)</td>
<td>0.00049</td>
<td>0.00024</td>
<td>16.44</td>
</tr>
<tr>
<td>LSI (10 topics)</td>
<td>0.00051</td>
<td>0.00024</td>
<td>25.10</td>
</tr>
<tr>
<td>LSI (20 topics)</td>
<td>0.00054</td>
<td>0.00024</td>
<td>42.94</td>
</tr>
<tr>
<td>LSI (30 topics)</td>
<td>0.00054</td>
<td>0.00024</td>
<td>66.55</td>
</tr>
<tr>
<td>LSI (40 topics)</td>
<td>0.00054</td>
<td>0.00024</td>
<td>75.23</td>
</tr>
<tr>
<td>LSI (50 topics)</td>
<td>0.00045</td>
<td>0.00024</td>
<td>95.85</td>
</tr>
<tr>
<td>LSI (60 topics)</td>
<td>0.00048</td>
<td>0.00024</td>
<td>111.50</td>
</tr>
<tr>
<td>LSI (70 topics)</td>
<td>0.00049</td>
<td>0.00024</td>
<td>130.90</td>
</tr>
<tr>
<td>LSI (80 topics)</td>
<td>0.00054</td>
<td>0.00024</td>
<td>145.31</td>
</tr>
<tr>
<td>LSI (90 topics)</td>
<td>0.00056</td>
<td>0.00024</td>
<td>165.74</td>
</tr>
<tr>
<td>LSI (100 topics)</td>
<td>0.00061</td>
<td>0.00024</td>
<td>183.10</td>
</tr>
<tr>
<td>LDA (5 topics)</td>
<td>0.00353</td>
<td>0.00024</td>
<td>24.13</td>
</tr>
<tr>
<td>LDA (10 topics)</td>
<td>0.00501</td>
<td>0.00024</td>
<td>42.96</td>
</tr>
<tr>
<td>LDA (20 topics)</td>
<td>0.00310</td>
<td>0.01586</td>
<td>74.97</td>
</tr>
<tr>
<td>LDA (30 topics)</td>
<td>0.00333</td>
<td>0.03122</td>
<td>108.09</td>
</tr>
<tr>
<td>LDA (40 topics)</td>
<td>0.00353</td>
<td>0.04299</td>
<td>143.11</td>
</tr>
<tr>
<td>LDA (50 topics)</td>
<td>0.00377</td>
<td>0.05714</td>
<td>181.14</td>
</tr>
<tr>
<td>LDA (60 topics)</td>
<td>0.00385</td>
<td>0.07282</td>
<td>211.83</td>
</tr>
<tr>
<td>LDA (70 topics)</td>
<td>0.00429</td>
<td>0.08934</td>
<td>241.58</td>
</tr>
<tr>
<td>LDA (80 topics)</td>
<td>0.00444</td>
<td>0.10474</td>
<td>281.38</td>
</tr>
<tr>
<td>LDA (90 topics)</td>
<td>0.00465</td>
<td>0.12290</td>
<td>316.67</td>
</tr>
<tr>
<td>LDA (100 topics)</td>
<td>0.00479</td>
<td>0.13526</td>
<td>357.30</td>
</tr>
<tr>
<td>LDA (Wikipedia) (50 topics)</td>
<td>n.a.</td>
<td>0.02207</td>
<td>205.95</td>
</tr>
<tr>
<td>LDA (Wikipedia) (100 topics)</td>
<td>n.a.</td>
<td>0.03140</td>
<td>427.78</td>
</tr>
<tr>
<td>LDA (Wikipedia) (200 topics)</td>
<td>n.a.</td>
<td>0.06494</td>
<td>843.91</td>
</tr>
<tr>
<td>LDA (Wikipedia) (300 topics)</td>
<td>n.a.</td>
<td>0.08590</td>
<td>1259.20</td>
</tr>
<tr>
<td>LDA (Wikipedia) (400 topics)</td>
<td>n.a.</td>
<td>0.10329</td>
<td>1839.01</td>
</tr>
<tr>
<td>LDA (Wikipedia) (500 topics)</td>
<td>n.a.</td>
<td>0.12746</td>
<td>2332.01</td>
</tr>
<tr>
<td>Lipczak</td>
<td>0.00153</td>
<td>0.00716</td>
<td>164.08</td>
</tr>
<tr>
<td>TitleToTitle</td>
<td>0.00128</td>
<td>0.00887</td>
<td>106.36</td>
</tr>
<tr>
<td>Tag popularity multiplier</td>
<td>0.00142</td>
<td>0.00091</td>
<td>164.98</td>
</tr>
<tr>
<td>TitleToTitle &amp; popularity multiplier</td>
<td>0.00127</td>
<td>0.00083</td>
<td>166.37</td>
</tr>
</tbody>
</table>

Table D.3: Processing time per post and memory usage results on Wiki10+. Times are measured over the entire training/testing stage and divided by the number of posts.
We see two plots near the top: the light-blue line at the top between 1-8 tags (TF.IDF & variants) and the dark-blue line >8 tags (Lipczak & contributions). In Figure D.4 we zoom in on the results between 5-10 tags.

In Figure D.5 we zoom on the Lipczak results between 9-17 tags. We see two lines: the TitleToTitle recommender (& popularity multiplier) and second the original system (& popularity multiplier). The popularity multiplier appears to have no significant effect on the results, but the TitleToTitle recommender shows an improvement on the original system.
Figure D.4: F1 results on Wiki10+ dataset between 5-10 recommended tags. We see Lipczak and additions increasing in F1 score while TF.IDF and variants decrease after 7 tags.

Figure D.5: Maximum F1 results on Wiki10+ dataset between 9-17 tags.

Wiki10+ consists of 20762 posts. 80% = 16610 posts serve as training data and 20% = 4152 posts serve as test data. Lipczak’s system trains on 80% of the training data = 13288 posts and learns parameters on 20% of the training data = 3322 posts. The recommenders produced the following statistics:

**Title recommender** Learned on 26346 titlewords of which 13003 unique, 1.983 average title-words per post (1.981 unique)

**TitleToTag recommender** Learned on 13003 titlewords and 452987 related tagwords = 34.84 related tagwords per titleword

**TagToTag recommender** Learned on 293074 tagwords, of which 72761 unique and 4741887 relations = 65.17 related tagwords per tagword

**TitleToTitle recommender** Learned on 26346 titlewords of which 13003 unique and 32780 relations = 2.52 related titlewords per titleword
Table D.4: F1 results on Wiki10+ dataset.

Green = best result per algorithm, orange = best overall result.

Table D.5: Merge coefficients of different systems on Wiki10+.
### D.3. MovieLens 10M

<table>
<thead>
<tr>
<th>Technique</th>
<th>MovieLens 10M</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training stage (seconds per post)</td>
</tr>
<tr>
<td>Popular global tags</td>
<td>0.000001</td>
</tr>
<tr>
<td>Popular user tags</td>
<td>0.000002</td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.000002</td>
</tr>
<tr>
<td>TF.IWF</td>
<td>0.000002</td>
</tr>
<tr>
<td>TF.IWF'</td>
<td>0.000002</td>
</tr>
<tr>
<td>WIF.IDF</td>
<td>0.000002</td>
</tr>
<tr>
<td>NTF.IDF (a = 0)</td>
<td>0.000002</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.1)</td>
<td>0.000002</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.2)</td>
<td>0.000002</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.3)</td>
<td>0.000002</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.4)</td>
<td>0.000002</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.5)</td>
<td>0.000002</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.6)</td>
<td>0.000002</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.7)</td>
<td>0.000002</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.8)</td>
<td>0.000002</td>
</tr>
<tr>
<td>NTF.IDF (a = 0.9)</td>
<td>0.000002</td>
</tr>
<tr>
<td>NTF.IDF (a = 1)</td>
<td>0.000002</td>
</tr>
<tr>
<td>LSI (5 topics)</td>
<td>0.000008</td>
</tr>
<tr>
<td>LSI (10 topics)</td>
<td>0.000008</td>
</tr>
<tr>
<td>LSI (20 topics)</td>
<td>0.000009</td>
</tr>
<tr>
<td>LSI (30 topics)</td>
<td>0.000009</td>
</tr>
<tr>
<td>LSI (40 topics)</td>
<td>0.000008</td>
</tr>
<tr>
<td>LSI (50 topics)</td>
<td>0.000009</td>
</tr>
<tr>
<td>LSI (60 topics)</td>
<td>0.000008</td>
</tr>
<tr>
<td>LSI (70 topics)</td>
<td>0.000009</td>
</tr>
<tr>
<td>LSI (80 topics)</td>
<td>0.000009</td>
</tr>
<tr>
<td>LSI (90 topics)</td>
<td>0.00010</td>
</tr>
<tr>
<td>LSI (100 topics)</td>
<td>0.00011</td>
</tr>
<tr>
<td>LDA (5 topics)</td>
<td>0.000046</td>
</tr>
<tr>
<td>LDA (10 topics)</td>
<td>0.000059</td>
</tr>
<tr>
<td>LDA (20 topics)</td>
<td>0.000088</td>
</tr>
<tr>
<td>LDA (30 topics)</td>
<td>0.00038</td>
</tr>
<tr>
<td>LDA (40 topics)</td>
<td>0.000037</td>
</tr>
<tr>
<td>LDA (50 topics)</td>
<td>0.000038</td>
</tr>
<tr>
<td>LDA (60 topics)</td>
<td>0.000039</td>
</tr>
<tr>
<td>LDA (70 topics)</td>
<td>0.000340</td>
</tr>
<tr>
<td>LDA (80 topics)</td>
<td>0.00041</td>
</tr>
<tr>
<td>LDA (90 topics)</td>
<td>0.00043</td>
</tr>
<tr>
<td>LDA (100 topics)</td>
<td>0.00043</td>
</tr>
<tr>
<td>LDA (Wikipedia) (50 topics)</td>
<td>n.a.</td>
</tr>
<tr>
<td>LDA (Wikipedia) (100 topics)</td>
<td>n.a.</td>
</tr>
<tr>
<td>LDA (Wikipedia) (200 topics)</td>
<td>n.a.</td>
</tr>
<tr>
<td>LDA (Wikipedia) (300 topics)</td>
<td>n.a.</td>
</tr>
<tr>
<td>LDA (Wikipedia) (400 topics)</td>
<td>n.a.</td>
</tr>
<tr>
<td>LDA (Wikipedia) (500 topics)</td>
<td>n.a.</td>
</tr>
<tr>
<td>Lipczak</td>
<td>0.00014</td>
</tr>
<tr>
<td>TitleToTitle</td>
<td>0.00005</td>
</tr>
<tr>
<td>Tag popularity multiplier</td>
<td>0.00014</td>
</tr>
<tr>
<td>TitleToTitle &amp; popularity multiplier</td>
<td>0.00005</td>
</tr>
</tbody>
</table>

Table D.6: Processing time per post and memory usage results on MovieLens 10M. Times are measured over the entire training/testing stage and divided by the number of posts.
The popular user tags clearly scored the best with a peak at 2 tags giving an F1 score of 0.1736. The second best performing algorithm is Lipczak’s system with the TitleToTitle recommender with a score of 0.0909 at 3 tags. Third is the original Lipczak system with a score of 0.0370 at 6 tags.
MovieLens 10M consists of 81167 posts. 80% = 64934 posts serve as training data and 20% = 16233 posts serve as test data. Lipczak’s system trains on 80% of the training data = 51947 posts and learns parameters on 20% of the training data = 12987 posts. The recommenders produced the following statistics:

**Title recommender** Learned on 177460 titlewords of which 7415 unique, 3.4162 average titlewords per post (3.3593 unique)

**TitleToTag recommender** Learned on 7415 unique titlewords and 64707 related tagwords = 8.73 related tagwords per titleword

**TagToTag recommender** Learned on 100659 tagwords, of which 10130 unique and 120360 relations = 11.88 related tagwords per tagword

**TitleToTitle recommender** Learned on 177460 titlewords of which 7415 unique and 63388 relations = 8.55 related titlewords per titleword

Table D.7: F1 results on MovieLens 10M dataset.
Green = best result per algorithm, orange = best overall result.
Table D.8: Merge coefficients of different systems on MovieLens 10M

(a) Lipczak’s content-based merge coefficients

<table>
<thead>
<tr>
<th>Fold</th>
<th>TitleToTag-TagToTag</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.95</td>
</tr>
<tr>
<td>2</td>
<td>0.81</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0.69</td>
</tr>
<tr>
<td>5</td>
<td>0.81</td>
</tr>
</tbody>
</table>

(b) Merge coefficients with TitleToTitle

<table>
<thead>
<tr>
<th>Fold</th>
<th>Title-ToTitle</th>
<th>TitleToTag-TagToTag</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>2</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>3</td>
<td>0.99</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.81</td>
</tr>
</tbody>
</table>

(c) Merge coefficients with popularity multiplication

<table>
<thead>
<tr>
<th>Fold</th>
<th>TitleToTag-TagToTag</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.95</td>
</tr>
<tr>
<td>2</td>
<td>0.81</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0.69</td>
</tr>
<tr>
<td>5</td>
<td>0.81</td>
</tr>
</tbody>
</table>

(d) Merge coefficients with TitleToTitle and popularity multiplier

<table>
<thead>
<tr>
<th>Fold</th>
<th>Title-ToTitle</th>
<th>TitleToTag-TagToTag with popularity multiplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>2</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>3</td>
<td>0.99</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.81</td>
</tr>
</tbody>
</table>