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Abstract

Solvency Il is a new regulation for insurance companies that operate in Europe. The regulation aims
to provide protection to policy holders establishing strict capital requirements and risk management
standards for insurance companies. Implementing a proper Data Management structure plays a key
role in the regulation as high quality data increases reliability of the required calculations. However,
a recent review by the Financial Services Authority' showed that insurance companies still have a
long way to go in establishing a Solvency Il compliant Data Management structure. Since the
directive does not attempt to standardize Data Quality Management (DQM), this study aims to
provide guidance to insurance companies and other similar enterprises in implementing a suitable
DQM structure. First, we analyze the RA NB O (i hin$easion D@ utilizing Requirements
Analysis techniques. Second, we transform these requirements to system specifications of intended
DQM system. Finally, we explain the implementation tasks required for each system specification. In
addition, we provide a review of available DQM methodologies in the literature to understand
whether they could be adopted by insurance companies. The review results in several proposed
extensions to the available methodologies in order to achieve Solvency Il compliance. As a part of the
GiKSarax | FASEtR adGdzReé Aa O2yRdzOGSR Ay Fy Ayadz
Solvency Il project. Through the field study, practical information on utilizing DQM concepts is
obtained as well as information on insurance business and its data sensitivity.
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Chapter 1. Introduction

The Solvency Il directive is introduced by the European Union to increase the protection of insurance
policy holders across the EU. The directive applies to all insurance companies that operate in the EU
and it enables a better coverage of all the risk run by an insurance company. The directive introduces
new risk management standards for companies in order to guarantee that they can survive during
difficult periods such as floods, storms. According to the new rules, insurers are required to hold a
certain amount of capital against risks they are exposed to. Whereas current regulative requirements
are mainly based on historical data, the new regulation requires consideration of future
developments that might affectiy’ & dzZNBE NDa FA[YlI yOALf LIRaAlGA2Y

Successful data management establishes the basis of sound risk and capital management for
companies. Without having reliable data sources, companies cannot assess their actual status
effectively. As a result they cannot represent their actual risk exposure level to the regulatory
authorities. In that sense, quality of data used in financial calculations is very critical as it increases

the reliability of the results. Consequently, the Solvency Il regulation includes specific data quality
requirements in order to emphasize the importance of the issue and to set the standards for
insurance companies on data management: dViember States shall ensure that insurance and
reinsurance undertakings have énhal processes and procedures in place to ensure the
appropriateness, completeness and accuracy of the data used in the calculation of their technical
provisiong2]® ¢

But how can companies increase the quality of data they collect and work with? And how can they
maintain a high level of quality on a continuous basis? Since data quality is in the center of Solvency
II, what are the data quality specific requirements of the directive? How can an insurance company
address those requirements with its existing IT infrastructure?

Since the directive was introduced in 2009, many questions such as above are waiting to be
answered. Companies are trying to find their way within the regulatory documents and translate the
new rules to their own environment with the guidance of consultancy companies. This study aims to
answer some of these questions in a structured way and provide guidance to companies that need to
be compliant with the directive.

In this chapter, we represent the underlying research questions of the study including why these
questions are relevant to investigate. Then, we outline the objectives of the study and the research
methodology used trough out the thesis. Figure 1 presents the development of research organized as
theoretical and practical parts.
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1.1. Problem Statement

This study poses the following research questions:
1. What are the requirements of the Solvency Il regulation on Data Quality Management?
2. What are the characteristics (or specifications) of a Data Quality Management system which
will be used by an insurance company to address these requirements.

In relation to above questions two sub questions will also be investigated:
3. To what degree do existing Data Quality Management methodologies meet Solvency |
requirements?
4. How can we fill the gaps between the regulatory requirements and the available
methodologies based on above identified system specifications?

During the research, a field study in a Dutch insurance company took place to understand how
insurance O2 YLJ YA S& I NB 02 Lidstaualkityiréguiremignits AlsoRtheMiddQtildy & S Q
provided an opportunity for practicing operationalization of some of the identified system
specifications.

1.2. Research Objectives and Contribution

Many Data Quality Management (DQM) methodologies are available in the literature with different
emphasis and different perspectives [3] [4] [5]. Some of them are designed for a specific data type
such as web data or health records, while others are more generic approaches. However, there is no
generally agreed and standardized solution for implementing a DQM structure in an enterprise
environment. In most cases, companies produce their own solution using bits and pieces from
various approaches or commit to a vendor solution.

Solvency Il being the first directive to have a clear emphasis on data quality, introduces specific data

quality (DQ) requirements and documentation, however without mentioning any specific Data

Quality Management Methodology. Also, since organization types and scales vary, the directive does

not provide information about the implementation steps that need to be taken to produce high

quality data: & X @ a 2 NB ndedtdingsi shall deévalop their own concept of data quality

starting from a basic inLINB G G A2y 3JIAGSY F2N (& &S NKIRMLIND O dzf
[6]. To be able to develop a custom concept, the companies should derive what is exactly required on

data quality from the regulatory documentation and translate those requirements into the

requirements for their specific environment.

The objective of that study is providing guidance on Data Quality Management to insurance
companies which need to be complied with the Solvency Il regulation. First of all, a structured
analysis of the requirements on DQ will be performed using the Solvency Il regulatory
documentation. Although, a specific regulatory document Consultation Paper 43 (CP 43) written
towards DQ standards is available, some additional documents such as CP 56 and CP 75 should also
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be reviewed to derive the complete set of requirements [2] [6] [7]. Secondly, those requirements will
be translated to the system specifications of a Data Quality Management System which could be
implemented by an insurance company.

Furthermore, while the study examines the well-known methodologies, it will also shed a light on
what additional steps need to be taken in utilizing those methods to achieve Solvency Il compliance.
Additional field study gives the opportunity to analyze the operations of a large insurance company
which runs a Solvency Il project.

Until now, Solvency Il and data quality requirements are mentioned in the several white papers
usually written by the consultancy companies [8] [9] [10]. However, none of the available studies are
(a) Deriving the specifications of a Data Quality Management system from the Solvency Il perspective
via structured requirement analysis, (b) Examining usability of the existing methodologies by the
insurance companies, (c) Exploring what is specific to Solvency Il in relation to the Data Quality
Management concepts.

1.3. Research Methodology

Throughout this study a deductive researclapproach associated with a quantitative analysishas
been used [11]. Via this approach, general statements of the Solvency Il regulation have been used to
reach conclusions about the specifics of the intended DQM system.

The literature review phase started by examining the academic literature on Data Quality, Data
Quality Management and Requirements Engineering. Secondly, Solvency Il related literature is
reviewed. Available Solvency Il literature could be organized in three groups; regulatory documents
by the EIOPA?, white papers from the consultancy companies and academic research papers. Finally,
during the field study the internal documents of the insurance company about the Solvency Il project
are reviewed and several interviews with the project members are conducted. After the initial
literature review phase, based on the existing knowledge and findings, the system requirements
have been analyzed. Then, those requirements are transformed to the system specifications. As a
practical example, two of the specifications have been operationalized via qualitative and
guantitative analysis methods using actual data obtained from a Dutch insurance company.

High level findings of the literature review phase are visualized as a MindMap diagram in Appendix II.
The MindMap is used as a reference throughout the study; to keep the focus on selected topic areas;
to structure the document around the selected topics and to associate reference articles to the
selected topics. Figure 1 represents the development of research structure which is divided as a
Theoretical Base and a Field Study. The Theoretical Base concludes with System Specifications of the
intended DQM system and the proposed extensions for the existing methodologies. The Field Study
concludes with recommendations for the Insurance Company (INSC).

? European Insurance and Occupational Pensions Authority (former CEIOPS: The Committee of European
Insurance and Occupational Pensions Supervisors).
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1.4. Document Organization

The remainder of this study is organized as the following: In Chapter 1, the research problem,
relevance of this study and the research method is explained. In Chapter 2 and Chapter 3, the
background of the study is outlined under Solvency Il and Data Quality titles. In Chapter 4, a Data
Quality Management system is proposed via requirements analysis. Chapter 5 includes analysis of
the existing DQM methodologies. Chapter 6 consists of the practical part of the study where an
AyadzNI yOS 02 Y Ll ayazeda AndSfiyfaly inNcBagtey’ B yoiiclusions of the study are

outlined.

Ch 1.
Introduction

Ch2.
Solvency Il

Ch3.
Data Quality

Ch 4.
A DQM System
for Solvency Il

Ch 5.
Analysis of DQM
Methodologies

Che.
Field Study

Ch7.
Conclusions

FIGURR. DOCUMENT ORGANIZBN
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Chapter 2. A New Requlation for the European
Insurance Companies : Solvency Il

In this chapter, information on the Solvency Il regulation will be provided in order to understand why
such a regulation is needed. Then, the section will continue with explaining the relationship between
the regulation and data quality showing that where data quality takes place within the regulatory
framework. Finally, Solvency Il approach to two important elements of data quality, assessment and
management, will be outlined.

2.1. Solvency Il Background

Following the recent financial turmoil, in November 2009, the European Union has adopted the
Solvency Il directive which was under development since 2004 [12]. The development project was
managed by EIOPA targeting to unify the insurance market across the European Union under a single
regulatory framework [10].

The press release of European Union on the topic summarizes the fundamental reason behind the
directive:
GThe aim of a solvency reginweto ensure the financial soundness of insurance undertakings, and in

particular to ensure that they can survive difficult periods. This is to protect policyholders (consumers,
businesses) and the stability of the financial system as a veljd8].

The Solvency Il directive is concerned with the amount of capital European insurance companies
must hold to reduce the risk of insolvency [14]. It aims to provide protection to policy holders
establishing capital requirements and risk management standards that will apply across the EU. It
encourages companies to manage risk in a way that is appropriate to the size and nature of their
business. Unlike the previous Solvency I directive (1973), it has a risk based approach and moves
away from @ y S & A T &pprokck {iL5]. THus theéinsurer should reach a tailored solution in
balancing own costs and benefits. Additionally the directive offers incentives to insurance companies
for better measuring and managing their risk situation such as expecting lower capital requirements,
or lower pricing, etc [7]. Consequently, Solvency Il is called as a princide basedregulation meaning
that evolving market practice is the key driver of the regulatory standards rather than imposing the
standards from the top which might not be suitable for the market conditions [16].
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Initially, the Solvency Il directive was planned to become effective by the end of 2012. However,
recently the implementation date for the insurers is postponed to 1 January 2014 [17] due to
extensive political negotiations among the parties involved [18]. Until now, UK and the Netherlands
are named as the best prepared countries for the regulation followed by Germany and Italy [18].

In the meanwhile, the Financial Services Authority (FSA) published results of the first review where
they assess whether firmsQdata management structure complies with Solvency Il regulations [19].
FSA used & SE (G SNY I 2 LINS B WHii Bagpblished in 2011 as a reference during the
assessment process [20]. The tool consists of five high level requirements of the directive and their
expected controls which will be used by the firms for self-assessment on their data management
status. According to the review results, the firms are mainly having difficulties in; implementing
organization-wide data governance approach including appropriate roles; identifying and

documenting data used in internal model; articulating what I O OdzNJ 1 SQX WwO2YLX SGSQ

meant in practice; demonstrating the effective operation of data quality checks. The report results
show that most of the firms have still long way ahead in achieving Solvency Il compliance on data
management standards.

2.2. Regulatory Framework and Data Quality

The new solvency system, which consists of three pillars similar to Basel II°, includes both
guantitative and qualitative aspects of risk management (Figure 3). Each pillar focuses on a different
regulatory component; respectively capital requirements, risk measurement and management and
finally reporting. In the following, the content of these pillars is explained including the data quality

concerns of each pillar.

Insurance Risk

Pillar 1 Pillar 2 Pillar 3
Quantitative Qualitative Supervisory
Market Risk Requirements Requirements & Rules Reporting and Public
on Supervision Disclosure
Minimum capital
Credit Risk Requirement Own Risk and Solvency Transparency
Assessment (ORSA)
Solvency Capital Disclosure
Liquidity Risk Requirement (SCR) Capabilities and powers requirements »
of regulators, areas of
activity
Operational Risk Technical Provisions Competition related »
Elements
Investment Rules

Own funds

Quantification Governance m

FIGURB. SOLVENCY Il PILB{R1]

® Recommendations published by the Basel Committee on Banking Supervision on banking laws and
regulations.

11

L/¢ Ay .dzaAySaas

S.S.Altinay Soyer
27 March 2013

al

adad

.'.é



The first pillar deals with the quantitative requirements of the directive involving calculation of
Solvency Capitaléuiremens (SCRand Technical Provisions (TR) order to calculate TP and SCR,
firms need to collect disparate data from various types of information sources that often would be
dissimilar [9]. However, quality of data used in those calculations is critical as the amount of SCR

AYRAOFGSEa GKS I @FAtLoAfAGE 2F adZFFAOASYG OF LIAGI |

capital is less than the SCR, that may lead to an unacceptable risk for the policy holders and it would
be the indication of an early warning for the regulators. Additionally, the reliability of the internal
model® that is used to calculate regulatory capital requirements depends on the quality of the data
used for validating the model. As part of the internal model approval proce§81AP) an insurer is
required to provide evidence of input and output data quality that used in the models [22].

Pillar 1l consists of the qualitative requirements of the directive that includes an adequate
governance system with a proper risk management approach. Usually, a large percentage of the
operational risks are caused by poor data quality whilS NXzy y Ay 3 | O 2 .FdrkxamplQ a
duplicate claims payment, Service Level Agreement (SLA) violations [9] or incorrect policy premium
estimation could be related to poor data quality issues. In order to effectively mitigate these risks,
insurance companies need to use appropriate controls to detect and prevent data quality issues in
operational systems [23].

Pillar I directives are related to public disclosuresia transparent methods [21]. The companies
should provide periodic reports on their operations that include data reconciled with different

2 LIS N.

financial NS LI2 NIia (2 Ay ONBSI 3. The prdesseeBndydieinsused toNgsrieraté o A £ A ( &

the reports should be transparent enough to be able to trace obtained data until its source system.
Consequently, companies need adequate procedures and systems in place while producing public
disclosures.

Solvency Il clearly places the emphasis on data governance as an essential part of risk management
and the application of consistent standards and definitions across the pillars [24]. The directive is the
first regulation that introduces strict data quality requirements for insurers [8]. Acknowledging the
importance and criticality of data quality, EIOPA has issued a specific advice on data quality standards
for data to be used by various models to calculate TP and SCR. The advice, briefly called CP 43,
explains the relationship between high quality of data and decision making in the following
statement;

dn general, the more accurate, complete and appropriate the data iséae internal model, the
more reliable the resultgn model output, andhe probability distribution forecast in particular, and

the greater theconfidence that can be placed in the decisions made on the basis¥6i2hR S NI & dzf { ¢

[2].

* Solvency Capital Requirements (SCR) is amount of capital a firm needs to cover liabilities and provisions for
the various types of risks such as underwriting risk, credit risk, market risk, and operational risk [13].

¢ KS GSNY QG SOKY A-Entbfacing it e & thelnsutaice Accdunts Birectivé (FAD) to
cover (for general insurance) provisions for items such as unearned premiums, unexpired risks, claims
outstanding (whether or not reported), equalization [87].

® The alternative to the standard model for deriving Solvency Il capital adequacy requirements.
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Although the directive highlights importance of over all data quality, especially data used in the

critical calculations (such as SCR) should maintain a high quality standard which is not necessarily an

obligation for other data. Therefore, it is possible to conclude that different quality levels are
NBIljdZANSBR F2NJ RAFTFSNBY(d RFGFZ 0L addihedighestiuidityS LIdzNIJIZ
levels are only consideration for a small amount of data.

In addition, as mentioned earlier, being a principle based regulation; the directive does not dictate
any specific Data Quality approach but rather sets Data Quality standards for insurers. In a sense,
insurers have the freedom to use the most suitable Data Quality concepts for their particular
environment as long as they are able to meet the published standards.

2.2.1. Solvency Il and Data Quality Assessment

Solvency Il directive sets three essential criteria to assess data quality used in the valuation of
technical provisions as part of Pillar I. Definitions of these criteria according to Consultation Paper 43
[2] and | dzii KirteNdtation are given below:

Accuracy

G5Fd4F Aa O2yaARSNBR (G2 06S O00dzNI 4GS AFé& AG A& TFNEB
Accuracy of data is mainly related to mitigating data errors caused by human error or system failures.

Another cause of data errors is more difficult to resolve; poor system architecture. Usually in an

enterprise environment different data systems are used to address different business requirements

and the interfaces between those systems are not always automated. Furthermore, data recording

should be timely and periodic to obtain accurate data. Organizations should implement cross-checks

and internal tests to control accuracy of data.

Completeness
& 5 | § donsidlered to be complete if it allows for the recognition of all the main homogeneous risk

IANRdzLJA ¢6AGKAY GKS AyadaNI yOS 2NJ NBAyadaNI yOS LR NIT
Completeness of data is related to having sufficient granularity and sufficient historical information
available as well as collecting all relevant items for the intended purpose.

Appropriateness

a5FGF Aa O2y&aARSNBR (2 0SS FLILINRBLNARFGS AT Al Aa
portfolio of risks being analyzed

If data is appropriate, it should allow valuation of technical provisions, setting of assumptions and it

should be consistent with a prospective view of the behavior of the relevant risks.

According to CP 43, completeness and appropriateness should be assessed @ YA YA YdzY oAy LJ2 NI
f SOSt 2NJ 6KSNB I LILINBLINRFGS G Ywhdidas acdtdcyshamld NJ £ S O S
always be assessed in individual item level.
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l'f 0 K2dAK GKS RANBOGAGS NBIldzZANBa LISNA2RAO laasSaa
often the checks should be performed. While the frequency of the checks is related to the

operational structure of the organization, most likely, the frequency should be high enough to

capture data deficiencies in a timely manner.

Moreover, the degree of appropriateness, completeness and accuracy should be consistent with the

principal of proportionalityand with the purpose of analysigor instance, less data is expected to be

available while evaluating simple risks. On the other hand, where the nature, scale and complexity of

the underlying risks is high, companies should pay increased attention to amount and quality of data

GKSe dzaSR Ay Nral OlFtOdzZ FGAz2yad | 26SOSNE GKIFG |
data collection standards, considering that the past data could be relevant in the future for a new

business line that the company will enter [2].

2.2.2. Requirements on Data Quality Management

In order to guarantee sufficient data quality on a continuous basis, the directive emphasizes the
importance of having a Data Quality Management (DQM) structure in place. As a continuous
process, the DQM should compromise the following steps according to the regulatory document CP
43 [2];

1. Definition of the data: A comprehensive list of data required by the provisioning process
including detailed description of data items that should be collected.

2. Assessment of the quality of data: Verification of the criteria of appropriateness,
completeness and accuracy for the purpose of the analysis. In particular, when data is
provided by the third parties, the channels used to collect, store, process and transmit data
should also be considered during quality assessment.

3. Resolution of the material problems identified: When such a problem has been identified,
the insurer should try to solve the issue within an appropriate timeframe. The root cause of
the issue should be traced and solved where it is possible to prevent future repetitions of the
similar deficiency. Where a solution is not possible it should be documented including
proposed remedies.

4. Monitoring data quality: Data quality should be monitored periodically based on data quality
performance indicators identified.

Appropriate processes and procedures should be in place within the organization to achieve the
steps listed above. Using those transparent processes and procedures, all collected data should be
registered, should maintain sufficient granularity, should be kept for an appropriate period allowing
historical analysis and should be assessed periodically. Any adjustment made on the data should be
documented as well as its reasons.
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Chapter 3. Data Quality Concepts

In this section, current literature on Data Quality (DQ) is introduced. Data Quality Measurement and
Data Quality Management are the most examined sub-topics of Data Quality according to the
literature. In general, while Data Quality Measurement covers measurement techniques and
approaches, Data Quality Management covers management strategies to implement, maintain and
improve data quality within an organization. Although DQ has been examined extensively in the
literature for quite some time, current research is still far from establishing industry wide standards.
Existing studies introduce a wide range of methods and approaches to describe DQ concepts. For
instance, identifying and describing DQ dimensions (e.g. accuracy, completeness, currency) is one of
the essential steps in DQ measurement and management activities. However, several different
approaches are available for this step, such as finding and describing quality dimensions, based on
user perspective via surveys [25], considering Information System as a representation of a Real-
World System [26] or via intuitive approach namely practical experience [3] [27].

3.1. Data Quality

Before exploring available DQ research, initially we need to understand what data quality is. First, we
will start with describing data and quality separately, before moving to the description of data
quality.

Data are values of qualitative and quantitative variables, belonging to a set of items [28] . It
represents real world objects, in a format that can be stored, retrieved and elaborated by a software
procedure [3]. Informationis defined as data that processed to be useful [29]. In the computing
literature, some of the studies use data and information terms inter-changeably. Although there is
still an ambiguity around their definitions, a consensus is also available that they are not the same
thing [29]. During this study, data and informationare used based on above definitions.

In the literature, several types of data classificationsre available. The following data types are
defined among the others by several researchers [3]:
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1. Structured, when data elements have associated fixed structure and resides in a fixed field
within a record; such as relational databases, spreadsheets.

2. Semi-structured, when data has a structure which has some degree of flexibility. It is also
called schema-less; suchasan- a| FA{S GgKAOK R2SayQid KI @S |y
during design.

3. Unstructured, when data is expressed in natural language and doesy Qi NB&AARS Ay
locations; such as word processing documents and e-mail messages.

Data classification is a substantial part of data management activities as it provides information on
available data types, data location and access levels. Also knowing available data types would be an
input for DQ dimension selection activity and measurement process; different quality measurement
techniques are used for different data types.

Definition of quality varies and usually depends on the role of people who describes it [30].
Therefore, different definitions of quality are available. According to Oxford Dictionary’, quality
Y S I yih&e standard of something as measured against other things of a similar kind; the degree of
excellence of somethiag@otal Quality Management concept describes quality as émeeting the
Odza (i 2 Y S ND & 23is§/iigR the customeé with a service oriented approach [30]. In
manufacturing, & Imeasureof excellence or a state of beirigee from defects deficiencies and
significant variations brought about by the strict andonsistentadherence to measurable and
verifiable standards toachieve uniformity of output that satisfies specific ustomer or user
requirements [31]. And finally, ISO 8402-1986° combines both service and product perspectives and
RSTAYSa thebtdlity of aturedandicharacteristicsof a productor servicethat bearsits
ability to satisfy stated or impliedeeds [31].

Similar to quality, finding a standard definition of DQ is also difficult. One of the common definitions

of data qualityA & & F A (i y \Bhichiis aBoided talziefBe quality in general; a 51 G F NB 2 F ¢
guality if they are fit fotheir uses (by customers) in operations, decisiaking, and planning. They

are fit for use when they are free of defects and possess the needed features to complete the
2LISNF A2y S YIS GKS RBAAEGAZ2Y I 2N O2YLX SGS GKS LI

Although DQ issues could be dated as early as beginning of computer use by organizations, until
gaining attention in mid 80s, limited number of studies are produced. According to an investigation
conducted by China National Institute of Standardizatiom 2008, number of published academic
papers on DQ is increasing since 1981 [33]. In the 70s, data quality issues were mainly addressed in
database modeling solutions. When Codd introduced relational database model (1970), he advised
about data integrity [34]. L @ 2 yddatbfalithesis (1972) on quality control of informatioris one of
the early studies that recognizes the importance of quality of information for data-banks and
management information systems (MIS) [35]. In 1985, Ballou et al. proposed a model to assess the
impact of data and process quality in multi-user systems [36]. Another significant academic work is
I FyaSyQa Y woaljitdedZeiokD8fach Batavdere he illustrated the impact of poor data
quality in the economy and adapted statistical process control to data quality [37].

! http://oxforddictionaries.com/
#150 8402 ¢ Quality management and quality assurance vocabulary released in 1986 by International
Organization for Standardization.
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http://www.businessdictionary.com/definition/measure.html
http://www.businessdictionary.com/definition/free.html
http://www.businessdictionary.com/definition/defect.html
http://www.businessdictionary.com/definition/deficiency.html
http://www.businessdictionary.com/definition/significant.html
http://www.businessdictionary.com/definition/variation.html
http://www.businessdictionary.com/definition/achieve.html
http://www.businessdictionary.com/definition/uniformity.html
http://www.businessdictionary.com/definition/output.html
http://www.businessdictionary.com/definition/customer.html
http://www.businessdictionary.com/definition/user.html
http://www.businessdictionary.com/definition/requirements.html
http://www.businessdictionary.com/definition/feature.html
http://www.businessdictionary.com/definition/characteristic.html
http://www.businessdictionary.com/definition/product.html
http://www.businessdictionary.com/definition/final-good-service.html
http://www.businessdictionary.com/definition/bear.html
http://www.businessdictionary.com/definition/ability.html
http://www.businessdictionary.com/definition/need.html

In the 90s, foundation of MIT°QTotal Data Quality ManagemerRegarch Program accelerated
studies with several well-known papers; [25] investigates the user understanding of DQ via
structured surveys resulting in a comprehensive dimension list including their definitions; [38] aims

i2 FRRNBaa RIGF O2yadzySNDa 02y O0SNY RS @ogoses DOS 8 & A6

method to analyze data quality based on ontological concepts; [39] introduces a methodology to
define DQ parameters important to users. In the same period, English published his pioneering book
where he showed impact of DQ on costs and profitability and suggested practical solutions for
organizations to improve DQ [4].

Since the beginning of 2000s, various methodologies and techniques have become available for Data
Quality management and measurement. However, we are still far from establishing standards. Batini
FYR {OFyylLASO2Qa pBl2pRofides 2 yfoodSdveiiview of tz &vdilable DQ
management methodologies and measurement techniques. The book also introduces a new generic
DQ management methodology which is mentioned in the DQM methodologies section of this
chapter. Another study that includes majority of DQM methodologies is written & A (i K
contribution as well; the paper compares the methodologies in a structured way from different
angles [40].

Nowadays, organizations are increasingly searching methods to assess their DQ levels and improve it.
Therefore, research in the field is well-appreciated by the software market as well as the academic
world. However, software firms still need domain independent standards on data quality to be able
to develop their domain specific solutions. Also firms need to use similar standards while adopting a
data quality approach. A new ISO™ standard, 1SO 8000, is targeting to address those needs based on
the NATO codification system in use for 50 years [41]. Currently, ISO 8000 is partly developed and

FGAYAC

GgKSY A0GQa O2YLX SGSR AlG oAttt LINPOARS YSOKIFyAaAayvYa

As we mentioned earlier, available DQ research concentrates around assessment or measurement of
DQ and management of DQ. In the following two sections, we look at the available studies in these
two areas.

3.2. Data Quality Assessment

Data quality is defined as a multi-dimensional concept in several studies [36] [27] [25]. Usually DQ

assessment activities start by choosing the quality dimensions which suits the O2 Y LJI y & Q&

application. The internal description of the appropriate dimensions should be in line with the
02 YLJ y & @Quiwha B & quaditgdimension? Below are some definitions:

oProperties of data such as accuracy, completeness, timeliness and so on, benefit to decision makers

are described as data quality dimensi¢42]. &

0A set of DQ attributes that represent a single aspeaonstruct of data qualit{25].¢

% Massachusetts Institute of Technology
1% International Organization for Standardization
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Mainly three approaches are available in the literature to identify the dimensions: (1) Theoretical, (2)

Empirical and (3) Intuitive. Theoretical approach, considering the information system as a
representation of a real-world system, investigates that how data may become deficient during the

information product manufacturing process [26]; empirical approach focuses on selecting data

quality dimensions interviewing the users [25]; intuitive approach, dimensions are selected for a

LI NI A Odzf F NJ aidzRé o6l aSR 2y GKS NB&aSI NOKSHiesy SELISH
are important and align with goals of the study [3].

Using empirical approach, Wang et al. identifies more than 100 dimensions [25]. Then the authors
eliminate and consolidate the dimensions based on their importance ranking for users. The final list
groups eliminated dimensions into the four categories:

1. Intrinsic data quality(accuracy, objectivity, believability and reputation), captures the
quality that data has on its own.

2. Contextual d&a quality (value-added, relevancy, timeliness, completeness and
appropriate amount of data), considers the context where data is used.

3. Representational data qualitfinterpretability, ease of understanding, representational
consistency and concise representation), captures aspects related to quality of data
representation.

4. Accessibility data qualitfaccessibility and access security), captures accessibility of data
and levels of security.

Solvency Il resources mention three of these dimensions as the DQ criteria; Accuracy, Completeness
and Appropriateness. Accuracy is defined as intrinsic data quality in above category list.
Completenessiimension falls into contextual data qualitygroup. Appropriatenesss not listed. But
we place it in the contextual éta qualitycategory based on its Solvency Il definition.

Keeping their Solvency Il definitions in mind (Chapter 2), we now present the definitions of the three
dimensions in the literature. The definitions vary and there is no agreement on the exact meaning of
each dimension, therefore several definitions are available for each dimension. Also, some of the
measurement methods for each dimension are mentioned below. The scope of definitions and
measurement methods are kept in line with the data types that will be used in the Solvency I
directive.

Accuracy
Batini and Scannapieco define accuracy as & / den@sso SG 6 SSy | @l tdz2S + FyR | @
as the correct representation of the rdéé phenomenon that V aims to represéft].

Wang and Strong define as & e extent to which data areorrect, reliable and certified free of eréor
[25].
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In practical terms, accuracy is defined as the closeness between the data value and the true value.

Two types of accuracy are mentioned in the literature: syntactic accuracgnd semantic accuracig].

Syntactic accuracyneans that the considered value might not be correct, but it belongs to the

domain of the corresponding attribute [43]. For example, where data value is Jack(V) and true value

isJohno + Q0> WOl A& O2yaARSNBR i@ yiSINGE NV Qdahaigd YE2 NNJI
Semantic accuracyeans that the data value might be in the corresponding domain, but it is not

correct. It is also defined as the closeness of data @I f dzS + (2 O.KF& exdémHzS G f dz
considering gender attribute value, where data value is female (V) for John, accuracy would be

syntactically correct since femaleis part of the gender domain. But obviously, semantic accuracy

would be wrong for the value of genderattribute associated with name John.

As could be seen from these definitions, measuring syntactic accuracy is a relatively straight forward

activity. We just need to know domain attributes to verify whether a value lies in the domain or not.

On the contrary, verification of semantic accuracy is a difficult and complex task [43], [3]. A

commonly used technique in verification of semantic accuracy is looking for the same data in

different data sources to compare with data in hand.

Completeness
21 y3 | yR {GNRBY3 RSTAYS O2YLX S of3yfiSientbreddts, degth, KS SE
and scope for the task in K I y[B5§.

Wand and Wang defineas&d ¢ KS | 0Af Al 2F Fy AYyF2N¥IGA2Y aeéads
of the representedeal world syster[26].

In [43], two types of completeness are identified. Completeness with respect to the attributalues
refers to missing data values. Once missing values are marked, a ratio between missing values and
whole values gives the measurement of completeness of data values. Another type of completeness
is completeness with respect to the recardbat means, whether the data set contains necessary
information for analysis or not. In other words, data records should include sufficient information to
allow analysis.

Appropriateness

The appropriateness dimension is not commonly mentioned in the literature. In [25], the term is
used for appropriate amount of datalimension. However, the dimension that covers the meaning of
appropriateness in [25] seems to be relevancywhich is described as applicable, relevant and usable.
Additionally, relevancyalso falls into contextual data qualitycategory verifying our previous
conclusion on categorization of appropriateness. Unlike accuracy and completeness, measurement of
relevancy is less explored in the literature. It seems that contextual dependency of relevancy
dimension makes applying a generic measurement technique problematic: While data is highly
relevant for one task, it can be irrelevant for another task [44].
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After selecting dimensions, both subjectiveand objective assessmem¢chniques should be used for
measurement [45]. Subjective asssmentreflects | f £  elqierfeMdds, @eeds and opinions. Usually,
questionnaires are used to understand usersQperception of data quality. On the contrary, objective
assessment is associated with metrics, statistical analysis techniques and using assessment
algorithms. Metrics could be either task-independent or task dependent. While task-independent
metrics are used for context ¢free measurement, task-dependent metrics are developed in a specific
application context. Following objective and subjective assessment, the results should be compared,;
discrepancies should be identified and investigated. In the literature, there are many studies about
identifying dimensions. However, measuring dimensions and relating those measurements to
standardized metrics are less explored topics and there is strong need to establish a statistical
measurement basis for DQ dimensions and indicators. Identifying dimensions is not sufficient, if they
cannot be measured.

Pepino et al. proposes one of the following functional forms to develop metrics as a part of the
objective assessment of variety of dimensions [45]; simple ratiQ min/max operationor weighted
averageb | 2 6 SOSNE (G KS LI LISNI faz2z O2yOf diReSdlution. K- i a2
Organizations need to develop and utilize their internal metrics using subjective and objective
assessment methods as an ongoing operation. In [46], the authors introduce a metric based
approach and describe how DQ metrics could be designed to quantify DQ. Similar to the task
dependent and independent measurement described earlier; according to [44], while some data
quality dimensions are invariant, some others vary based on context which makes data quality
measurement complex. The paper proposes a duakprocess approacfor data quality assessment of
both objective (task-independent dimensions such as accuracy, completeness, timeliness) and
contextual dimensions (task dependent dimensions such as relevancy, believability). Another
example of contextual DQ measurement is [47]. Using content based measurement method; the
paper introduces a conceptual measure of business value (intrinsic value) that is associated with the
evaluated data.

3.3. Data Quality Management Methodologies

Data quality managementDQM) is described as quality oriented data management. It focuses on
collection, organization, storage, processing and presentation of high-quality data [48]. DQM could
also be seen of as a specialized version of the existing quality management methodologies towards
data management. Those methodologies were developed much earlier than DQM and had a big
influence in establishing current DQM concepts. In this section, two of the best known and the most
practiced guality management methodologies are briefly explained as they assist us in understanding
DQM methodologies explored during this study.

Total Quality Managemen(TQM) is the earliest quality management approach in the literature.
TQM is described as éan integrated organizational effort designed to improve quality at everydevel
[30]. Evaluation of TQM started in 1920s with quality control efforts in production lines. Initially,
application of statistical methods to the management of quality was developed by Shewhart, who
was a statistician in Bell Labs, to minimize variation in production process which leads to variation in
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products. After WWII, Japanese manufacturing companies were willing to improve their production
quality and they adopted quality control and management methods. In this period, Deming, who was
a statistics professor in New York University, assisted many Japanese companies to improve their
quality. Interestingly, he pointed out that large majority of quality problems were caused by
processes and systems, including poor management, rather than worker error. After Deming, Juran
had a big influence on quality management. While Deming stressed an organizational transformation
to achieve effective quality management, Juran argued that quality management should be
SYOSRRSR Ay (KS 2NEHIFYATFGAZ2Y | yHe foduseodzeftifian i
and cost of quality during his studiesandwas ONB RA 1 SR g A (1 K RresE foy usey &

also developed the idea of quality trilogy as a continuous cycle: quality planning, quality control and

guality improvementln the 60s, Feigenbaum introduced the concept of Total Quality Contdo He
suggested that quality developments should be integrated throughout the entire organization and
management and employees should be committed to improving quality. During the following
periods, evaluation of TQM continued with the contribution of several others. TQM has been
transformed from being a manufacturing oriented approach to a business management system that

is usable by the different industries and its focus extended to embrace quality of the & & S NI A OS ¢

as quality of the & LINP RT@yj befhg an ongoing process TQM is still practiced by many
organizations. Similar to Data Quality Management concepts, TQM has also focus on identifying root
causes of quality problems and correcting them at the source.

Compared to TQM, Six Sigma is a relatively new concept. It is definedas ¢ 06 dzA Ay S & a

broader attention when it was adopted by General Electric in 1995. Today, it is used by many
different industries as a fact-based, data driven philosophy of quality improvement that values defect
prevention over defect detection [50]. Similar to TQM, Six Sigma was also originated from
manufacturing processes. Utilizing quality management tools and methods lay at the center of Six
Sigma. In [51], it is indicated that Six Sigma emphasizes the importance of decision making based on
facts and data, rather than assumptions. Existing DQM methodologies and tools also adopt a similar
approach and use statistical methods extensively targeting a realistic measurement of quality and
timely detection of defects.

The literature is abundant with methodologies for organizing DQ activities in companies. Among
those, the following five methodologies are selected for further analysis in this section (Table 1).

TABLH. DATA QUALITY METHODMBES [38} EXTENDED WITH ORME

Acronym Methodology Main Reference
1| TDQM Total Data Quality Management Wang [5]
2 | AIMQ Information Quality Assessment and Improvement Methodology Lee etal. [52]
3| TIQM Total Information Quality Management English [4]
4 | CDQM Complete Data Quality Methodology Batini et al. [3]
5| ORME-DQ | ORME-DQ Batini et al. [53]
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TDQM, AIMQ and TIQM are the most known methodologies in data quality literature and it is
possible to find the practical examples of their implementations. CDQM is a more recent
methodology that uses the building blocks of the previous methodologies as well as addressing their
limitations. Only one paper was found about ORME-DQ and no further information is published
related to the methodology*'. However, the methodology was designed to support Basel Il regulation
which has some similarities with Solvency Il on risk management approach. Therefore, ORME-DQ is
added to our short-list.

. FGAyA Sigithe méste@nprahénsiz® gaper on analyzing several DQ methodologies that we
came across during the literature review [40]. It analyzes more than ten methodologies with a focus
on DQ assessment and improvement activities. In addition to these, our literature review showed
that more methodologies are available. Although some of them, such as TDQM, are practiced more
often than the others, it is difficult to call any of the methodologies de facto standardFurthermore,
the methodologies are usually written towards a particular application such as ORME-DQ. China
National Institute of Standardizaticargues that, no data quality framework is available independent
from any particular domain or application [33]; consequently existing frameworks differ in many
aspects. On the other hand, two studies categorize TDQM, TIQM and CDQM as general purpose
methodologies that could be used by different industries [3] [40].

In conclusion, all of the above methodologies are considered to be tightly connected to a specific
application which makes standardization of the concepts a challenging task. Even the general
purpose methodologies would require modification and customization during implementation phase

based on the 2 NBI yAT I GA2y Qa lWiNtheOhéxh @cEicgns we Wit l00H 2t ebch ©

methodology in more detail from a Solvency Il perspective.

3.3.1. Total Data Quality Management

Total Data Quality Management (TDQM) was introduced at the MIT in 1990s as an extension of Total
Quality Management (TQM) to develop a theoretical foundation for data quality. TDQM uses the
information product (IP)approach inspired by the analogy between manufacturing product of TQM

and data. Wang summarizes the purpose of TDQMasa RSt A @SNA Yy 3 KA IK ljdz- € A G @

vvvvv

AYF2NYE A 2y[5E. (DM adpsSNEEA I Qd v 52 3 OfirénS e TOM v R
literature and createsitsown d 5 STA Y S  a S| & dzNB 3 cydleyisa todtihuBus prdcegs R

[53]:

1. Definitionphase includes identification of data quality dimensions and related requirements.

2. Measuremenphase produces quality metrics. The feedback provided by those metrics allow
for the comparison of the actual quality with the predefined quality requirements.

3. Analysigphase identifies the root cause of quality problems.

4. Improvementhase focuses on quality improvement activities.

' Verified by one of the authors, Prof. Carlo Batini, during our e-mail communication.
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Although TDQM partially uses the similarities between a manufacturing product and an information
product in defining its concepts, dissimilarities are also mentioned [5]: Data can be utilized by
multiple consumers and not depleted, whereas a raw material can only be used for a single physical
product. Another dissimilarity arises from timeliness: For instance, we could say that raw material
arrived just in time, that would not assign an intrinsic property of timeliness to raw material. Other
dimensions, such as the believability of data, simply do not have a counterpart in product
manufacturing.

TABLE. PRODUCT VS. INFORNON MANUFACTURINEB]

Product Manufacturing Information Manufacturing
Input Raw Materials Raw Data
Process Assembly Line Information System
Output Physical Products Information Products

As the first published methodology in DQ literature, TDQM has a long history compared to the other
methodologies. Different opinions are available on wide-spread usage of TDQM; although in [53] the
authors give S E | Y LJt &t@nsiv@ gpplication of TDQM in different contexts¢, in [54] the authors
indicate that the resources on TDQM are scarce dueto ¢ O2 Y A RSN} 6t S LINPof Sya A
Based on our research during this study, we agree that the current literature on TDQM is limited.
Although many articles refer to TDQM, the most of them do not explain the practical details of the
methodology and how to design a DQM system based on TDQM. A few examples on TDQM practices
include: a TDQM implementation in a market research company where internal DQ metrics are
developed by Kovac et al. [55]; Wijnhoven et al. introducesa d ¢ St f | NdethoOadagy lasiaS R €
result of a TDQM implementation where the theory had to be improved [54]; and Nadkarni describes

a TDQM implementation in an insurance company [56]. Furthermore, another study extends TDQM

by proposing Information Production Map (#®IAP)concept to model Information Products managed

by manufacturing processes [57]. Later on, IP-MAP model evolved into IP-UML in order to facilitate
modeling of complex systems using processes and actors [58] .

3.3.2. AIMQ

The Information Quality Assessment and Improvement Methodology (AIMQ), has been developed to
LINE BARS GKS | 0Af A (informatdn quabity(18)aedel [52]NERt apility wouldl dsdsty” & Q
organizations in knowing their IQ status and monitoring its improvement over time. Also, the
methodology aims to provide a basis for using benchmarking techniques for organizations to
compare their IQ level against the others.

AIMQ consists of three components: The first component is called PSP/IQ modellhis is a 2 x 2
model of what IQ means to information consumers and managers [60]. The four quadrants of the
model are used to consolidate dimensions as sound, dependable, useful and usable information.
Those quadrants represent 1Q aspects relevant to IQ improvement decisions. Each quadrant covers a
group of dimensions:
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1 Sound information: Free of error, concise representation, completeness, consistent
representation

1 Dependable information: Timeliness, security

9 Useful information: Appropriate amount, relevancy, understandability, interpretability,
objectivity

9 Usable information: Believability, accessibility, ease of operation, reputation

The second component, called as IQA instrumentis a questionnaire for measuring 1Q according to
the defined dimensions which are important to information consumers and managers. The
guestionnaire scales the dimensions allowing for statistical analysis of each dimension and their
aggregations (quadrants).

Finally, the third component consists of two GAP analysis techniques for interpreting the findings of
guestionnaire for each quadrant and respective dimensions. The first technique, benchmark GAP

O2YLJI NBa 'y 2NHIYAT I GA2yQa dnsists df Best-practiveS of @verel - NJ @ ¢ |

organizations. The second technigue, role GAP measures the distances between assessments of
different participants (stakeholders) of an information production system.

AIMQ assesses IQ mainly using questionnaires. According to Batini et al., publications on AIQM focus
on assessment activities, however no guidelines and techniques are provided on improvement
activities [40].

3.3.3. Total Information Quality Management

Total Information Quality Management (TIQM) methodology (formerly known as Total Quality Data
Methodology ¢ TQDM) is inspired by quality management concepts similar to TDQM. Especially
Deming Management Method and Keizen had a big influence while establishing the basis of the
methodology. It has been initially designed to support data warehouse projects where data from
different sources is consolidated into an integrated database [4]. TIQM focuses primarily on
management activities that will be performed during the integration of those data sources, in order
to make the right choices for the organization. A detailed classification of costs and benefits is
provided as part of the methodology. The main goal of the cost-benefit analysis is finding out the
most feasible quality improvement activities; such that once they are performed their benefit should
exceed their cost.

TIQM consist of 6 process steps [61]:

1. Assess data definition and information architecture quality.
Assess information quality.
Measure non-quality information costs and risks.
Reengineer and correct data.
Improve information process quality.
Establish the information quality environment.

o s~
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3.3.4. Complete Data Quality Management

Complete Data Quality Management (CDQM) methodology aims to establish a balance in between
completeness and practical feasibility of the DQ improvement process [3]. To achieve the
completeness, existing techniques and tools are incorporated into a framework that could be applied
to any type of data, such as structured, semi-structured or unstructured. And practical feasibility is
achieved via selection of the most appropriate methods for the organization.

The methodology emphasizes a tight connection between DQ measurement, improvement activities
and business processes, and organizational costs. It targets to select the best improvement process
that maximizes benefits and minimizes costs to the organization. The cost classification technique
proposed by the methodology to assess organizational costs is a combined and improved version of
the previously introduced cost classifications (i.e. English, Loshin and Eppler-Helfert classifications).

The methodology consists of three phases: State ReconstructignAssessment and Choice of the
Optimal mprovement In the first phase, several matrices are created to represent the relationships
among processes, organizational units and databases to understand which organizational units use
which databases for which business processes. In the second phase, the new target DQ levels are set

in improving process qualities. While setting the new levels, corresponding costs and benefits are
evaluated. Then the processes are analyzed to locate the most problematic parts. In the final phase,
the optimal improvement process is identified using the inputs of the previous steps and applying a
cost-benefit classification to the candidate processes [40]. Batini and Scannapieco, report an
implementation example of CDQM in the reorganization of Government to Business (G2B)
relationships in Italy [3].

3.3.5. ORMEDQ

ORME-DQ methodology is introduced during the ORME project initiated by the Italian Ministry of
Economic Development using CDQM methodology as a reference [40]. The methodology is
specialized towards the Basel Il regulation in relationto a RF G ljdz-t €t AG& FyR A
NJA §3].€Since the low quality of information is treated as an operational risk factor for the banks,
understanding actual information quality level of the organization and economic losses caused by
poor data is the essential target of using the methodology.

(e

The methodology consists of four phases: DQ Risk Prioritization, DQ Risk Identificatio® Risk
Measurement and DQ Risk Monitoririg the first phase, the relationships between organizational
units, processes, services and databases are represented via matrices to provide an overview of data
flow, data providers and data consumers. During the second phase, economic losses caused by low
data quality are calculated with the help of a cost hierarchy. For each selected cost item, a metric is
defined and the corresponding economic value is calculated. In the third phase, appropriate datasets
and dimensions are selected to be assessed. Then, the most feasible metric is used for assessment. In
the final phase, DQ thresholds are defined to send automated alerts when the target values are
exceeded.
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Chapter 4. A Data Quality Management System
for Solvency Il

In the previous chapters, Solvency Il regulation is explained from the data quality (DQ) point of view
and the data quality concepts are outlined along with the major data quality management (DQM)
methodologies. In this chapter, the connection between Solvency Il and DQ concepts are realized
proposing a DQM system that could be used to achieve Solvency Il compliance.

While developing the DQM system, a systems desigmpproach used in Systems Engineering, is
adopted. In software development, sysems designis described as followsY hé grocess of defining
the components, modules, interfaces, atada for asystemto satisfy specifiedequirementg62]¢ ki
practice, that definition could be extended to cover any computer based system design such as
implementation of ERP software.

In our case, the entire DQM environment is treated as the DQM systenwhich consists of mainly
computer based(e.g. data collection) parts and partially nornrcomputer basedparts (e.g. data
collection procedures). To be able to design the DQM system, first we need to define system
specifications via data quality requirements analysis of the directive: Analysis results constitute the
specifications of the intended DQM system. Then, these specifications are explained in detail to give
an idea of how the system should be implemented.

4.1. Requirements Engineering

Before performing a DQ requirements analysis on the regulatory documents, some important
definitions should be provided.

Requirements Engineering (RE) systems and software engineering process which covers all of the
activities to understand the requirements of the intended system. Those activities consist of
capturing, documenting and maintaining required services, system users, operating environment and
associated constraints [63].

Requirement Analysis (RAJ, a sub process of the RE activities, covers determining the needs or
conditions to produce a new computer based system taking into account various requirements of all
stakeholders [63].
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In 1977, w 2 awn&likknown study on structured analysis describes systems requirement analysis as
follows [64]:

oRequirement definition is a careful assessment of the needs that a system iglto fulf
WHY a systensneeded

WHAT systeneatureswill serve and satisfyhts context

HOW the system is to be reconstructed.¢d

Basically, requirements constitute the specifications for a new system [65]. Functional and non-
functional requirements are the common categorization of requirements. In software engineering,
while functional requirementslescribe the nature of interaction between the components and their
environment, nonfunctional requirementsonstrain the solutions that might be considered [63].

In more generic terms, functional requirements consist of inputs, outputs, the behavior which
describes what a system supposed to accomplish and description of the data that must be managed
by the system [65]. The intended behavior of the system may be expressed as services, tasks or
functions the system is required to perform [66]. Non-functional requirements impose constraints on
the design and implementation such as cost, security or performance requirements.

4.2. Analysis of DQRequirements of Solvency Il

In this section, mainly based on CP 43 document, which is dedicated to the standards for data quality
in calculation of TechnicdProvisions data quality requirements of the Solvency Il directive are
analyzed using the requirements analysis approach described earlier.

/'t mo A& (GKS SaaSydaAlt NBaz2dz2NOS §20thonghRBM8E G Yy R
written for Technical Provision (TP) calculations, it has been recommended by the regulators that the

document should be used as a reference for the entire Pillar 1 which focuses on the quantitative

requirements of the directive. The following statement from CP 43 supports this I LILINE | tOt#eY & X &
extent appropriate, a consistent approach to data quality issues needs to be taken across Pillar 1,
without however disregarding the different objectives and specificities of eaclt atea. it has been

stated in CP 56 that CP 43 will be applied, where possible, to the internal model data.

Furthermore, CP 56 and CP 75, which complement CP 43 in calibration of standard formula and
operating internal model, are also included in the analysis to understand further data quality
requirements.

The Solvency Il legislation consists of several levels as represented in Figure 4. Each level addresses
different stages of development of the legislation. The data quality related requirements take place
in Level 2 as part of the implementing measures.
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Level 4 — Evaluation and Enforcement

Legislation
Development

Level 3 — Supervisory Standards

Level 2 - Implementing Measures

CP 75 — SCR Standard Formula, CP 56 — Tests and Standards for ol I
Undertaking specific parameters Internal Model Approval D(::ncy

Requirements
CP 43 — Data Quality Standards for Technical Provisions

Level 1 — Directive’s Framework

FIGURE. SOLVENCY |l LEGISONTDEVELOPMENRND REULATORY DOCUMENTSMATA REQUIREMENTS

The analysis of these requirements aims to derive specificationsof a Data Quality Management
Systemwhich should be used by an insurance company in order to achieve Solvency Il compliance.
These specifications should be aligned with the mentioned regulatory documentation. Figure 5
shows the steps of the requirements analysis applied. Using common categorization technigues
available in the literature, requirement analysis results are organized as functional and non
functional Then, these two categories that complement each other are mapped on to the system
specifications. DQM System Specificatiotsscribe an entire DQM system which consists of software,
activities, processes and resources.

Functional
Requirements

Requirements

Analysis o
of Solvency Il DOM
system

DQM System

Specifications

Non-Functional
Requirements

_

FIGURB. REQUIREMENTS ANAKYSTEPS

Requirements analysis process is initiated 6 A G K | yagSNAY 3 GKS ljywsSaidA2ya
Requirement Analysis definition [64]:

WHYis a new system needed®surance companies are responsible for using sufficient and high
quality data in the regulatory calculations. How this data is produced and transformed within the
data flow should be transparent and traceable from source to target. Additionally, data used in
calculations should meet accuracy, completeness and appropriateness criteria. Therefore, insurance
companies need to transform their existing information system structure, which is mostly organized
around delivering an up and running system, to a quality centric system to achieve the desired
regulatory outputs. During the transformation, manual processes should be replaced with more
automated processes where possible, which will contribute to the reliability of data.
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WHAT systenehtureswill serve and satisfyhts contex® The required features should be organized
around two categories: (1) Infrastructure related features such as having appropriate software and
hardware in place and using a Data Warehouse system. (2) Governance related features such as
having appropriate processes and procedures, an organizational structure, roles and responsibilities
in place.

HOW the system is to be reconstruc@eédSolvency Il project should initiate the implementation of
required features incorporating various departments such as Data Management, IT, Risk
Management, Business Units and Corporate Governance. Insurance companies need to review
existing DQM methodologies, identify the DQ requirements of Solvency Il and produce their tailored

solution. The solution should use the partsofthe SEA a G Ay 3 YSGK2R2t 23AS54&

specific needs and business activities the most and it should address the regulatory requirements.

4.2.1. Functional Requ irements

Figure 6 represents the functional requirements graphically in a system viewincluding required
Inputs and Data Sources to run the desired System Functions and the expected system Outputs. This
view provides the high-level organization of the entire Solvency Il Data Quality Managemegystem
and the high level sequence of the system parts. The system functions are explained in detail in
Section 4.3.

System Functionalities

Data Collection
) Data Deficiency Actual DQ Levels
Data Location Management DQ Reports
E;!Ia Interfaces DQ Impravement Strategies
s X DQ Assessment Data Delivery Agreements
I\D/lc(iltsl;[glrr\ensmnsJ & Data Value Analysis
| i Py
Improvement Cost Analysis of DQM Activitigs
Validation Methods Y
Cost Matrix DQ Governance
Data Value Matrix
DQ Monitoring
Inputs Outputs

. / . External
Asset Data Accounting / Qperationa) Market
Data Sources / Data Losess Data
Baznciepi:fa Historical ) Counterpart / Contrécts
| Data / Information  / & Claims  /
Requirement

FIGURB. DESIGNOF THENTENDED DQBYSTEMSYSTEM VIEW
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In Table 3, the System Functions as a part of the Functional Requirements are shown. The table also
describes each activity from Solvency Il perspective and refers to the corresponding regulatory

document.

In addition, Use @sesare a good way of visualizing required behavior of the system for a particular
scenario [66]. In Appendix IV, a use case graphic of the Data Collection activity is developed using

UML™ representation as an example.

TABLB. SOLVENCYRUNCTIONAL REQUIRENTS ON DATA QUALMANAGEMENT

Functional
Requirements

Solvency IDesciption

Respective Regulatory
Documentand Section
Number

Data Collection

Collecting data required by Standard Model
and Internal Model calculations in a structured
way including data definitions and data quality
indicators.

CP43¢15,3.2,3.76,3.1.4.2
CP56 ¢ 9.31

DQ Assessment and
Improvement

Identifying quality level of data using
transparent  assessment methods  (both
objective and subjective) and considering
quality of collection methods or source systems
in the assessment process.

Based on the assessment results companies
continuously work towards improvement of
data quality and surrounding process to ensure
quality of future data.

CP43¢3.36,3.37,3.1.1, 3.58
CP56-5.181,5.3.3.3
CP75¢3.21

DQ Monitoring

SystemFunctions

Periodical monitoring of data quality based on
data quality indicators, quality dimensions and
expert judgment.

CP43 ¢ 3.38, 3.80
CP56 ¢ 5.146,5.3.3.3,5.3.3.5
CP75¢3.28,3.29

Data Deficiency

Solving data deficiencies in a standardized way,

CP43¢3.1.2,3.37

and procedures, roles and responsibilities
required for data quality management
activities.

Management in a certain time frame aiming to prevent error

re-occurrence via root-cause analysis.
Data Quality A continuous process of identifying, | CP43 ¢ 3.1.4,3.59
Governance implementing and updating internal process

CP56 ¢ 4.3,5.3.3.6,5.150

'2 Unified Modeling Language
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4.2.2. Non-Functional Requirements

~

Although, I & & & (i S Y @stribetrésderitiallyiiby its furitionality, in practice functional and non-
functional characteristics complement each other. Usually, system functionality is emphasized over
non-functional attributes during the system design. The pressure on delivering a functioning system
during a software development project is one of the main reasons of this emphasis [67]. Also,
ambiguity of non-functional characteristics such as usability, flexibility, performance, interoperability,
contributes to that result. Consequently, different authors propose different definitions of non-
functional characteristics. In this section, using a generic description from software engineering,
namely ¢éa nonfunctional requirement is an attribute of or a constraint on a syst¢éd], non-
functional requirements of the Data Quality Management system are listed in Table 4. The table also
includes the Solvency Il definitions of the non-functional requirements referring to the regulatory
documents.

Hexibility attribute included in the table below, is not explicitly mentioned in the regulatory
documentations. However, flexibility and adaptability of a computer system is an essential
requirement in system design, especially considering rapid changes in business activities and
corresponding regulatory modifications. Therefore, it is included in the table as a requirement.

TABLE. SOLVENCY Il NBWNCTIONAL REQUIRENIE ON DATA QUALINMANAGEMENT

Non- Functional Solency lIDescription Respective Regulatory

Requirements Document and Section
Number

Performance Data deficiencies should be resolved within appropriate | CP43 - 3.37, 3.26, 3.39

time frame. The system should be able to collect data in
required granularity. Appropriate amount of historical
data should be available.

Reliability Transparent, automated, well-documented system CP43-3.39
processes.

Security Providing security and confidentiality of the information. | CP56 ¢ 4.3 (j)

Usability Required amount of data (principle of proportionality) CP43-3.1.3

should be available. Data should have the best-fit for
intended purposes.

Flexibility The system should be flexible enough to address N/A
changes/extensions on regulatory requirements or on
business activities.

Cost A balance is needed between restricted or CP56 - 5.130, 5.131
comprehensive scope for DQM system to find the
optimum cost for insurers.
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4.3. Specifications of a Solvency II DQM System

In this section, based on the previous requirement analysis results, high level specifications of a Data
Quality Management system, which are applicable by an insurance company, are presented. Each
functional requirement - together with group of appropriate non-functional requirements- is
transformed to the specifications which constitute a Solvency Il Data Quality Management System.
These specifications aim to address how the requirements are met including methods and
approaches which should be used (Table 5).

In Table 5, the same non-Functional Requirements are used for multiple Functional Requirements.
Since interpretation of the same non-Functional Requirement varies among different Functional
Requirements. For instance, although performancemeans a G A YSf &
Collection function, it means & LISNI® 2  dzI £ A { &for DG AssBsament & yimprovement
function. In the following sections, we explain the system specifications in detail including the
activities that should to be performed to address each specification.

4.3.1. Data Collection

1. Extract, Tranfrm and Load (ETLJhis is the initial phase of all data warehousing activities. It

consists of extracting data from different data sources, transforming data based on operational
needs (cleaning, converting,..etc.). And loading data to the target system (most likely to a Data
Warehouse). In this phase, collected data should include Key Data Items (KDIs)*® which are
identified together with business units. In addition, not omitting any relevant data on material

S NNBMNDataNB & 2 f dzi

information** is critical asitwould distort § KS A Yl 3S 2F (KS A yidadaeBiNI | 002
a lack of information, data can be considered as complete only if such deficiency can be justified

I & A Y'Y Al rislibdility, df ¢he collection process should be provided by its transparency.
The source of data should be traceable by the regulators.

Data Definitions:In the regulatory documentation, data definition is described asY Dafinition of

the data comprises the identification of the needs in terms of data, a detailed descriptio& of t

items that should be collected and the eventual relations between the different dtesns. t¢
3.34]. This step is aiming to identify the scope of data collection activity as a scope too wide can
lead to errors in model calculations.

The documents that include data definitions should be kept up to date based on changes in the
computer systems and model calculations. Therefore, using manual processes in documenting
the definitions, such as creating data dictionaries may fail in the long term. Creating an
automated process linked to the data warehouse system where all data is collected is beneficial.
For instance, adding a definition tag to data items which include a data definition codgand only
importing data which has the correct tag.

13 Refers to required individual data items which will be used in Solvency Il calculations.
4 Material Information: Any information about a company or its products that is likely to change the perceived
value of a security when it is disclosed to the public.
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TABLE. SOLVENCY Il DATA QUA MANAGEMENT SEBISPECIFICATIONS

Functional Requirement| Non-Functional Requirement SystemSpecification
1 | Data Collection 1 PerformanceTimely error resolution. 1. Extract, Transform and Load (ETL).
1 Reliability: Transparent, documented collection process, | 2. Collect data definitions of required Solvency Il data.
traceable data between source and target. 3. Error Correction via Data Deficiency Management.
1 Security:Access level permissions on collected data. 4. Validation of DQ.
1 Usability: Collecting appropriate amount and best fit data. | 5. Business Unit Sign-Off via Data Delivery Agreement.
1 Flexibility: Collection methods which are adaptable to | 6- Storing data to allow historical analysis.
different source systems, different data types.
1 Cost: Cost of collecting restricted data vs. collecting
comprehensive data.
2 | DQ Assessment and 1 Performance: Periodic quality assessment on prioritized | 1. Periodic data quality assessment based on identified quality
Improvement KDls. dimensions (indicators).
1 Reliability: Transparent, documented assessment process. | 2. Metric development process will be implemented, to measure
Use of Expert judgment should be justifiable. the following aspects:
f  Usability: Amount of data should be input for assessment. a) Structural data quality
. Sad TFTAlée aKzdzZ R 0 Sticalyddd b) Contextual data quality
contextual measurement, and also expert judgment. 3. Using Expert Judgment for assessment in a structured way.
1 Flexibility: New data types should be integrated | 4. Adopting Quality Improvement Strategies based on their cost.
simultaneously into assessment process when required. Also | 5. Development of a Cost Matrix.
extensible to new dimensions and metrics. 6. Development of a Data Value Measurement table.
9 Cost: Cost based evaluation of Quality Improvement
activities. Value Based prioritization of KDIs which will be
assessed.
3 | DQ Monitoring 71 Performance Continuous quality monitoring. 1. Continuous data, data flow and data interface monitoring. Careful
1 Reliability: Reporting monitoring results, agreement with selection of data items that will be monitored based on Business
Business Units on what to monitor. Unit input and the Data Value table.
1 Flexibility: New data types should be integrated | 2. Reporting monitoring results.
simultaneously into the monitoring process when required.
9 Cost Value Based analysis of items which will be monitored.

27 March 2013
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TABLE. SOLVENCYOATA QUALITY MANAGEMT SYSTEM SPECIFICNS

Functional Requirement

Non-Functional Requirement

SystemSpecificaton

4 | Data Deficiency
Management

1 Performance Timely error resolution. Timely root-cause

analysis.

f Reliabilit, t N2 @A RAY 3 & & Ay 3niti entird
data flow.

9 Security Only error correction at the source system by the
data owner.

1 Flexibility: Easy integration of new data sources and data
types.

9 Cost Cost optimum Deficiency Management using the Cost
Matrix.

1. Implementing Data Error Handling process and procedures.
2. Error resolution.

3. Propagating data updates within the data flow.

4. ldentifying root-cause.

5 | Data Quality Governance

1 Performance Keeping process and procedures up to date
and aligned with regulatory changes.

1 Reliability. Solid management approach required to avoid
organizational uncertainties.

9 Flexibility: Agile governance to remain compliant with
regulatory changes and new business activities.

1 Cost Seeking optimum cost for each governance activity.

1. Monitoring regulatory changes.

2. ldentifying required process and processes, roles and
responsibilities.

Identifying Data Quality related risks via Risk Management.

4. ldentifying Data Quality related costs via Cost Schema.

w
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3. Error correctionvia Data Deficiency Managemenin some cases, collected data may not meet

the standards of identified criteria. The reasons for such deficiencies are as follows [CP 43]:

a) Reasons related to the nature or size of the portfolio (such as having limited amount of
historical claims data).

b) wSIFaz2ya NBflFGSR (2 RSTAOA poftddsksDirollettiig, siokn dzy RS N.
or validating data quality (such as IT mistakes, high cost of collecting and maintaining data).

c) Reasons related to deficiencies in the exchange of information with business partners in a
reliable and standardized way.

In correcting those errors, having a standardized approach utilized via Data Deficiency
Management is important to have successful error correction process.

4. Validation of Data:Validation of Internal Model is explained in detail in CP 56: dvalidation
process shuld not only be applied toalculation of SCRd8ency Capital Requirement), due to
the broad scope of Internal Model used for SCR calcul#tgsmuld also be applied gualitative
and quantitative processes of the model including éatéowever, insurance companies are
responsible for implementing their own way of data validation and making clear for the
regulators what standards are used for the validation. The author proposes the following
activities for the validation process:

9 Validating the quality via application of quality criteria and respective dimensions.

1 Expert judgment is also recognized as an important tool in Solvency Il. Especially where the
collected data is not sufficient for risk assessment, validation of data via expert judgment is a
beneficial aid for the risk evaluation process [CP56 - 5.3.3.5].

9 Storing and maintaining data an appropriate amount of time. Historical data allows validation
of actual data.

9 Via reconciliation of data with other reports that used for different purposes [CP43 ¢ 1.3].

1 Comparing internal data with data provided by external resources.

5. Business Unit Sigff via Data Delivery Agreemen@nce the data is delivered to a centralized
system, such as a data warehouse, a Data Delivery Agreement (DDA) should be signed between
data owner (Business Unit representative) and data system owner (IT or Data Management
representative) to verify content and quality of delivered data.

6. Storing data to allow historical analysi€ollected data should be stored for an appropriate
amount of time to allow historical analysis which is used as a validation method as well.

4.3.2. Data Quality Assessment and Improvement

1. Periodic data quality assessmenData quality assessment activities should be performed on a
regular basis on KDIs using standardized metrics. For effective assessment, KDIs should be
prioritized according to their value for the Solvency Il calculations (for instance; how their
absence or poor quality would affect the corresponding calculation result). A Data Value Matrix
should be used in prioritizing KDIs in order to assess their quality.
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The Solvency Il directive introduces three criteria (dimensions) to assess data quality: Accuracy,
Completeness and Appropriateness. However, definition of each criterion is notably wide which
makes measuring with a single metric impossible. Therefore, the author proposes transforming
each criterion to an extensive dimension list to be able to measure the various requirements
stated in CP 43 (Table 6).

In dimension selection process, the intuitive approach described earlier is adopted. The main
reasons for this; (1) High level dimensions are already given by the Solvency Il directive (criteria).
(2) Solvency Il definition of each criterion includes clues of dimensions which should be used. For
instance, the following statement indicates currencydimension; drecording information should
be ina timely manneé ® O 00 sesRrdnrit EvdlRof theicriteria require using specific
dimensions for measurement, such as granularity dimension. (4) Characteristics of the data
(transactional) that is be used in Solvency Il require using specific dimensions for measurement,
such as volatility dimension.

Majority of these dimensions are introduced earlier in DQ literature by the well-known studies
[25] [26], except proportionality dimension. In Table 6, definitions of the proposed dimensions
from academic literature and the Solvency Il documents are shown. Since the proposed
dimensions are not explicitly mentioned in the regulatory documents, they do not have exact
definitions in the Solvency Il documents. Therefore, their Solvency Il definitions are interpreted
by the author.

2. Metric development processinternal metrics should be developed based on data type and
quality dimensions. Metrics should measure:
a) Structural data quality: Absolute standard measurement, disconnected from a specific usage
[69]. This approach refers to an objective measurement of quality using statistical techniques.
b) Contextual data quality: Data quality assessment based on intrinsic values of data, such as
purpose of data, conceptual business value associated with the data and specialties of the
decision-maker. Therefore, it refers to a subjective measurement of quality.

3. Expert Judgent: Use of expert judgment for Internal Model calculation is outlined in a specific
policy [CP56 ¢ 5.3.3.5]. According to the policy, a LY 3ISYSNIf>X (GKS Y2NB RI
availability is compromised, the greater the extent to which undertakingys oe expert
2 dzR 3 Y oyievet, the regulators also recognize that, even in situations where a lot of data is
available about the risk, there is still need for expert judgment. For example a Ay aSf SOG A y 3
data to use; selecting the time period of the@eaadjusting the data to reflect current and future
O2yRAGAZ2YAT I Redza G Ay 3 F2N) 2dzif A SN& YR | R2 dz
O A NI dzY & Théreford, Sxpértdudgment is actively encouraged by the regulators including
the following recommendations for the insurers [CP 56] : (1)
1 Based on data monitoring resultsyaiment all instances in which data quality may be
compromised,
1 dustify, explain and validate the use of expert judgment wiedsied to data;
1 Document the inputs and assumptioos which expert judgment is based, as well as the
methodology applied in the generation, use and validation of expert judgment.
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TABLE. DEFINITIONS OF THECPOSED DIMENSIONS

S Proposed Dimension Interpreted Definition from Solvency I[CP43] Definition from Data QualityLiterature
Criteria
1 Syntactic Accuracy Data free from material mistakes, errors and omissions. Closeness of a value v to the elements of corresponding definition domain D [3].
2 Currency The recording of information should be performed in a timely manner. How promptly data is updated [3].
3 Traceability The insurer should be able to demonstrate usage of data through Ability to verify the history, location and usage of an item by means of recorded
operations including cross-checks. identification [70].
- 4 Credibility Judgment of trustworthiness of data based on analysis of the underlying Refers to subjective and objective components of the believability of a source
e tAFLOAtAGASAEZ GKS O2YLIF ye FyR Lk|[45].
§ information such as consistency with available market data.
g 5 Consistency Integrity of the same internal data within different points of time. And Data consistency is combination of validity, accuracy, usability and integrity of
alignment of internal data with external data. related data between applications and across an IT enterprise [3].
6 Volatility Using up-to-date information is essential™. The length of time data remains valid or frequency with which data vary in time
3.
7 Timeliness Calculation of best estimate should be based on up-to-date information. How current data for the task at the hand [3].
8 | Completeness ¢KS RIFIGF O2@SNA Iff GKS YIFAYy K2]| Theextenttowhichdataare of sufficient breadth, depth and scope for the task
portfolio. at hand [1].
9 Granularity/ Depth of Data The detail level of information should be such that it allows for Granularity of data refers to scale or level of detail in a set of data [31].
a identification of trends and understanding of behavior of underlying risks.
2 Also it should allow for application of adequate provisioning
g methodologies®®.
f_é- 10 | Historical Data The available, reliable, historical records for a data item. Past periods data. Usually used for forecasting future data or trends [31].
8 11 | Proportionality While it would be expected that less data is needed to evaluate simple Properly related in size, degree or other measurable characteristics [71].
risks, more data should be available where the nature, scale and
complexity of the underlying risks is high.
12 | Variety of data / How heterogeneous the portfolio is™. Complexity or variability of data [72]. Data distributed in various resources and
Heterogeneity represented with different formats [73].
A 13 | Relevancy Data suitable for intended purposes such as relevant to the portfolio of Data which is applicable to the situation or problem at hand that can help solve a
Q risks being analyzed. problem or contribute to a solution [31].
£ 14 | Semantic Accuracy Consistency of data when it is compared to different data sources. ¢KS Of2aSySaa 2F (KJ30ltdsS @ (2 (K
= 15 | Amount of Data Quantity of data used in calculation™. Quantity of data takes place in data sets.
g
<

15This dimension is not completely included in the regulatory text as it is more related to understanding data characteristics. But it is necessary to measure to provide information on how often data changes within specific time period.
' For instance, if run-off triangles are used to calculate the best estimate, it is necessary to record separately all payments and the date at which the payment was made, instead of just the total amount paid [2].
 More heterogeneous the portfolio is, the more detailed the data should be.

'8 |n case of a lack of information, data can be considered as complete only if such deficiency can be justified as immateril £ ® ¢ K $
relative comparison with other data for similar lines of business and/or risk factors [2].
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4. DQ Improvementimprovement of DQ is one of the continuous activities in DQM system. Once
DQ level is identified via assessment, data items should be prioritized to improve based on their
DQ level and business value (using a Data Value Matrix, see step 6). In this step, choosing
appropriate improvement strategy considering (a) Cost of the improvement activity and (b)
Organizational goals is essential.

5. Development of a Cost Maix: An internally developed cost matrix will be used for the following
purposes within the data quality management system: (a) Evaluation of quality improvement
activities, (b) Cost optimum Deficiency Management (c) Cost optimum DQ Governance.

Inspired by the well-known cost matrices (English classification, Loshin Classification, Eppler -
Helfert classification and their comparative classification in [3]) an example Cost Matrix
developed towards Solvency Il based on the previous requirement analysis results (Appendix V).
Due to large variations in organizational goals, focus and business activities among the insurers,
customized solutions are needed in this step. Therefore the insurers should consider their
organizational needs and emphasis in adopting such a cost mattrix.

6. Data Value MeasurementMeasuring quality of all data items generated for Solvency Il and
monitoring their quality continuously are costly activities. Organizations need to prioritize data
items subject to the regulation to implement cost effective and efficient measurement and
monitoring processes. In an enterprise environment, many different as well as overlapping data
items are critical for various business units. Therefore, enterprise level, structured data value
measurement is required for an appropriate prioritization.

Our definition for Data Value Masurementis; to understand which business processes use a
particular data item, how important the itens for that process and hovts absence affectthe
process.

Considering the intrinsic characteristics of value measurement, it is difficult to represent data

value in a tangible, comparable way for the decision makers. Therefore, the data value should be

associated with its impact on corresponding business process as in & . dza Ay S & a L YLJ
[ £ aaArTAol G AappfoackiftroducBdoWNloshirl [T4]: Base on LoshinQ dassification,

an example impact classification table is developed in line with the Solvency Il system processes

(Appendix VI). Using the example as a reference, companies should develop a custom impact

scale for each impact category.
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4.3.3. Data Quality Monitoring

1. Data, Data Flow and Data Interface Monitorin@Q monitoring as a system function includes
data flow and data interface monitoring as well as monitoring individual data items. Data flows
and interfaces are the critical elements of a data quality management system as much as data
items, as they play an important role in data generation and transformation.

According to the regulatory documentation, restricting data in monitoring minimizes the costs.
Therefore knowing what to monitor is beneficial for the organization. However, organizations
need to establish a balance between restricting data and using comprehensive data to prevent
having incorrect results in the monitoring activity [CP 56 ¢ 5.3.3.1]. A value based evaluation of
data items is the right solution in selecting suitable monitoring scope that will benefit both the
organization and the monitoring results.

Although most of the data items and data flows are specific to each organization, some generic
items and flows are derived below. Below information should be used as a reference in defining
which data items, data flows and interfaces to monitor within the entire Solvency Il process.

9 Solvency Il data sources: Life/non-Life/Health Contracts & Claims, Asset Data, External
Market Data, Accounting Data, Counterparty Information, Operational Losses, Solvency
Balance Sheet, Capital Requirements (Figure 6).

9 Data sources used for activities such as Economic Scenario Generation, Life Liabilities Model
Points, Assets Model Point, Experience Analysis and Assumptions.

9 Activities providing input for the regulatory calculations: e.g Cash Flow Projection Life, Cash
Flow Projection Assets, Cash Flow Projection non-Life/Health.

9 Calculation results consolidated and aggregated under appropriate risk groups.

1 Mandatory internal and external reports.

2. Reporting:Monitored DQ results should be reported in different organizational levels to create
awareness of DQ levels of different data items and surrounding data flows and processes. Some
of these reports should be used in order to prove the transparency of data flows to the
supervisory authorities.

4.3.4. Data Deficiency Management

1. Data Error HandlingProcess and procedures should be implemented to determine how the
errors will be logged, and resolved or escalated if they cannot be resolved. Service Level
Agreements (SLAs) should be developed towards standardization of error handling.

2. Error ResolutionBased on the SLAs between data owner and IT department, who is responsible
for error handling, error resolution should be implemented in a timely manner. Error resolution
should always be done by the data owner at the source system to comply with Single Source of
Truth (SSOTPrinciple.
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Considering the complexity of current enterprise level systems, deploying single source of truth
(SSOT) based system designs becomes important. The term SSOTs used in Data Modeling and
Data Warehousing terminology and refers to storing every data element exactly once and having
links to that data element within the enterprise by reference only [75]. Therefore, when the data
element is updated, the updates will be propagated.

3. Data Updates:Following error correction at the source system, the corrected data should be
propagated in the entire data flow to prevent discrepancies between source and target systems.
Those updates should be monitored and reported in order to provide regulatory evidence on the
data update activity.

4. RootCause AnalysisRoot- cause analysis should be used to identify the reasons of the
deficiencies and to eliminate the actual reasons of the error rather than just focusing on the
error itself. This preventive approach provides benefits in the long term and mitigates data
deficiencies.

Additionally, during error resolution and prevention, the Cost Matrix introduced earlier should be
used to compare the cost of activities and to select the ones with the best cost/benefit ratio.
However, in some cases although the error prevention activity is costly, the organization might
still need to implement the solution to remain compliant with the regulation. As it is highlighted
in CP 43 ¢ 3.22, where the data deficiency is related to insufficient internal processes, the insurer
should take appropriate measures to remedy the situation in due course.

4.3.5. Data Quality Governance

Insurers need to establish their own policies on Data Quality, approved by the senior management
[CP 56 ¢ 5.150]. Another statement in CP 56 in regard to the data policy is that the policy should be
agreed with the supervisory authorities as a part of the internal model approval process. Also, major
policy changes shall always be subject to prior supervisory approval.

Based on above information, companies need to develop their custom Data Quality Management
structure and supporting procedures carefully considering that some parts of the practice will be
subject to the supervisory I dzii K 2aNkoial Q &

In this section, Data Quality Governance functionality of the system is explained in detail introducing
a practical governance model (Figure 7). DQ Governance functionality describes how DQ activities
are governed towards Solvency Il compliance in an organization, what kind of management structure
is required, which roles should be established with which responsibilities, and which policies and
procedures should be implemented.
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Data Governance Team

CKS AVGESNYIEF RISTREATAZYE 2 & K Dk CovedaeegRo@ywBo iso &

responsible for identifying all data management related strategies of the organization. That definition
should be connected with the organizational level goals and strategies. Some examples of the data
management related strategic decisions are; current and future regulatory requirements company
needs to comply with; how to use available data for business related decision making to improve the
performance of existing business activities as well as to enter new business lines, etc. Assessment of
the organizational risks carried because of poor data should be the part of general risk management
activities in order to provide input to the strategic decision making process. Also, required high-level
policies and procedures, roles and responsibilities should be identified by this group. High level
executives such as COO, CIO should be members of the group to guarantee organization wide
management support.

Data Managemenfeam

Data Management team is in the middle layer in this multi-tier management structure. While
performing all data management related activities (such as implementing policies and procedures
identified by governance group, assigning roles and responsibilities, identifying and monitoring DQ
attributes on high level), it should also establish communication with the business units who produce
and use data. The team should realize user awareness on data quality concepts organizing trainings
for business units which will provide a long term increase on data quality. On the other hand,
business units should also provide full management support to Data Management team as well as
timely input on changing business activities. A Data Quality Service Level Agreement which would be
signed between Data Management team and each business unit should formalize their interaction as
well as data content and its quality level which will be delivered by the business unit.

Additionally Data Management team should work closely with IT services and provide organizational
requirements of Data Quality service on behalf of the business units and Data Governance groups. In
return, IT services should implement required infrastructure, most likely a data warehouse system,
and provide technical support of the infrastructure.

External Parties

External parties refer to several non organizational groups which interact with the DQM system.
Some of them provide input to the system such as introduced regulations by the regulators or
external data by the data providers. Some of them use the system outputs such as supervisory
authorities, shareholders and customers who access various reports.
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FIGURE 7. SOLVENIGFOVERNANCE MODEL

In summary, initially centralized, later on a combined (centralized and distributed) management
strategy should be adopted in Solvency Il Data Governance model. Centralized management which
will be provided by Data Governance Group is needed especially at the beginning, to ensure defining
a single strategy across business units, establishing organization wide standards and gaining
executive level management support. Then an organization wide Data Management Group should be
utilizing and implementing those strategies which are introduced by the centralized management.
However, once data quality concepts are understood by the organizational layers, centralized and
distributed approaches should be combined in order to give a certain level of autonomy to the
business units in maintaining their own data quality.
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Chapter 5. Analysis of Data Quality
Management Methodologies

In this section, some of the well-known DQM methodologies are analyzed from the Solvency Il
perspective. While answering the research questions 3 and 4, the aim of the analysis is to investigate
the usability of a methodology for the Solvency Il DQM system. Thus, the target is to find the degree
of adoptability of the methodology by an insurance company in implementing a Solvency I
compatible DQM system.

5.1. Comparison of Methodologies

In Table 7, the phases and high level activities of the methodologies are outlined. These activities are
evaluated from the Solvency Il perspective in the last column. Although some limitations are
identified as a result of evaluation, it is hard to reject the use of any of the methodologies for a Data
Quality Management System implementation during a Solvency Il project, since none of them have
significant incompliance issues with the regulatory requirements based on available information.
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TABLE. ANALYSIS OF DQM METHOLOGIES

Phased40] [53]

General Description

Evaluationfrom SlI Perspective

TDQM | 1. Definition 1. Uses the principals of TQM 1. Dimension identification process should combine
a. Data Analysis 2. Adopts Information Product (IP) approach regulatory requirements and user opinion
b. Data Requirement Analysis 3. Introduces IP-MAP language for information process 2. Evaluation and comparison of improvement activities
c. Process Modeling modeling , IP-MAP has been extended towards UML should be based on a Solvency Il Cost Matrix
2. Measurement: Measurement of Quality 4. Practical experiences are available from various 3. Measurement of Data Items should be prioritized based
3. Analysis: Identification of error causes businesses on their impact on Solvency Il data process
4. Improvement: Selection of strategies and techniques 5. Roles for each phase are also provided
6. Provides guidelines on how to implement the
methodology
7. Adopts survey based dimension identification approach
8. Focuses on operational side of DQ activities
TIQM | 1. Assessment 1. Introduced to support data warehouse projects 1. Error correction might be required at any stage of data
a. Data Analysis 2. Assumes that while data is consolidated at data flow including data warehouse
b. DQ Requirement Analysis warehouse, errors and heterogeneities are eliminated 2. Data Items should be prioritized based on their Impact on
c. Measurement of quality 3. Provides extensive Cost-Benefit analysis from managerial Solvency Il data process
d. Evaluation of costs perspective for DQ improvement
2. Improvement 4. Focuses on economical side of DQ activities
a. ldentification of error causes
b.  Design of data improvement solutions
c.  Process control
d. Process redesign
3. Improvement Management & Monitoring
AIMQ | 1. Measurement 1. Focuses benchmarking for quality assessment as an 1. Focuses assessment part, no information is provided on
2. Analysis and Interpretation of Assessment objective and domain independent technique improvement activities
2. GAP analysis is used for benchmarking 2. Dimension importance ratings are done via surveys which
3. Introduces PSP/IQ model to classify dimensions according is not sufficient when the requirement is to comply with
G KSANI AYLI2 NI lepdcfive F NB Y dza § regulations
3. Assessment is done based on benchmark analysis which

NBIljdzA NBa AYyT2NXYIGA2Yy 2V
That assessment technique could be used just as addition
to solid statistical measurement methods which should be
implemented

A

Z
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TABLE. ANALYSIS OF DQM MEJBOLOGIES

Phased40] [53]

General Description

Evaluation from Sl Perspective

CDQM| 1. State Reconstruction 1. The most recently developed generic methodology 1. Measurement of Data Items should be prioritized based
2. Assessment 2. Provides normalization techniques to improve DQ by on their impact on Solvency Il data process
a. Data Analysis comparing data 2. SSOT principal should be integrated within Error
b. DQ Requirement Analysis 3. Addresses instance level heterogeneity Localization and Correction activities
c. Measurement of quality 4. Includes Cost-Benefit analysis
3. Improvement
a. ldentification of error causes
b. Selection of strategies and techniques
d. Evaluation of costs
ORME | 1. DQ Risk Prioritization 1. Developed to support Basel 11Q @perational risk evaluation | 1. Development of organizational level best practices should
-DQ a. Reconstruct the state building correlation approach. be integrated into Risk Measurement phase
matrixes 2. Uses CDQM methodology s a reference. 2. Only methodology that includes selection of critical data
2. DQRisk Identification sets and data flows based on their Risk level
a. Loss event profiling and evaluation of economic
losses
b.  Selection of critical processes
c. Selection of critical data sets and data flows
3. DQ Risk Measurement
a. Qualitative and Quantitative DQ assessment
b.  Approx. evaluation of loss events
4. DQ Risk Monitoring

a. Evaluate DQ dimension values periodically
based on target values
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5.2. Proposed Extensions for Methodologies

As mentioned earlier, since all analyzed methodologies require some level of customization during
implementation, any of the methodologies can be implemented during a Solvency Il project.
However, all methodologies need customization to align with the regulatory requirements. Table 8
represents the proposed extensions to the methodologies compared in Table 7. The first column of
the table includes corresponding functional requirement for each extension to visualize the location
of the activity within the Solvency Il Data Quality Management system.

TABLB. PROPOSHEEXTENSIGATOMETHODOLOGIES

Solvencyll DQM System Extension
Functional Requirement

Data Collection 1. Validation of DQ
Data Quality Assessment & 2. Extension of the dimension list via Intuitive Approach
Improvement 3. Developing metrics for DQ assessment based on the dimension list
4. Structured expert judgment
5. Solvency Il ¢ Cost Matrix
6. Selection of appropriate data items
Data Quality Monitoring 7. Location of quality checks in data flow

8. DataTags
9. Error capturing at the earliest possible stage

Data Deficiency 10. Resolution of Deficiencies
Management 11. Change Management
12. Single Source of Truth

Some of the proposed extensions are explained in Section 4.3, such as Validation of DQ, Structured
Expert Judgment, Cost Matrix and Single Source of Truth. Therefore, they are not explained in this
section again. Detailed information on the remaining & S E (i S yisdiste@bgléné

Extension of Dimension ListThe methodologies include several dimensions described in DQ

literature, especially based on Wang anR  { G N2 y [R5 {3AlydeR®e A y Of dZRSR RA Y Sy a
all the dimensions we proposed, extension of the dimension list is required for each methodology.

Interestingly, according to Batini et al. [40], only CDQM methodology among the other well-known

methodologies is extensible to include new dimensions and metrics additional to the dimensions

were given as a part of the methodology. | 2 6 SOSNE 6 S R2r/efdénce®dBtBat | y& Of
statement within the article and no indication of such limitation considering the published practices

of the methodologies. Therefore, we conclude that the proposed dimensions could be used by the all

well-known methodologies we analyzed.

Metrics: The methodologies doy Qi A y & N2 RdzOS Y S NR Opropasedl eaMie®, lasd dzZNB | f
the metrics could vary based on data type, internal definition of the dimension and organizational
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goals. Some of available metrics for the three Solvency Il criteria are introduced in Chapter 3. For the
extensive dimension list proposed earlier, organizations need to develop their internal metrics based
on their internal targets. However, while developing customized metrics, a combination of subjective
(user opinion) and objective (statistical approach) measurement techniques should be considered.
Appendix IX represents some of available measurement techniques that could be used for the
proposed dimensions.

Selection of Data ItemsAccording to Solvency Il documentation, evaluation of the three criteria
should be done at a fine level of granularity such as ¢ A Y RA @A Rdzt £ A ©).SThe
methodologies mention database and data flow level DQ assessment; however how the data items
will be selected to be assessed is not addressed.

In systems specifications section, a method to measure data value is proposed based on impact
analysis of poor data: Data Value MasurementThe value of data for organization provides input to
data item selection process in order to assess quality only for the most valuable data.

Quality ChecksData starts its long journey with a Policy Administration system at an insurance
company. Since large companies usually use legacy policy administration systems, data has to be
extracted and transformed in order to be imported into contemporary software systems. Due to
complexity of data flows, multiple quality checks should take place aligned with both data processes
and business activities. Quality checks should be done after each significant data process such as
GSEGNI OGAy3 Poefardegery trifical BuSnkss activitit such as preparing Technical
Provisions in order to guarantee its quality for the activity.

Data TagsThe origin of data used by actuaries is sometimes unknown, as the actuaries use mixed
data sources both internal and external. Therefore, using a data item level tagging system could be
beneficial to trace the data. A similar approach was previously recommended by Wang et al. [39].

Error capturing: While implementing a quality monitoring structure for the entire data flow,
capturing data deficiencies at the earliest stage, such as Policy Administration System database,
should be the target. Considering similarities between data production and manufacturing; if quality
issues are captured in the earlier phases of the production cycle, the defects will be less costly to fix
in the long run since the inspection, rework and rejects will be avoided.

Resolution of Deficienciesthe problems on verification of data quality criteria should be resolved
within an appropriate time frame and any data limitation should be documented properly including
description of remedies and assignment of responsibilities according to Solvency Il. Clearly an error
logging and monitoring system is required. / 5va YSyiA2ya aSNNBN) O2
activity in the context of process improvement with no reference to the location of the activity. To
address these issues, as a practical approach, monitoring data quality deficiencies and implementing
their resolution should be integrated into Change Management and Help Desk Problem Management
systemsthatareavailado £ S Ay Y2 al ITHandgénent dractdredr Yy A S& Q

Change Managemenin some cases, adjustments could be applied to data by actuaries to improve
goodness of fit according to the regulation. However, the record of these changes should be keptin a
Change Management system.
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Chapter 6. Field Study at a Dutch Insurance
Company

In addition to the theoretical part described in the previous sections, nine-month field study was
conducted in 2012 at one of the largest insurance companies in Europe located in the Netherlands.
The Insurance Company (INSC) is part of Dutch Financial Services Group (DFSG) which operates
internationally in the banking and insurance sector. DFSG also owns an insurance business unit which
needs to comply with the Solvency Il regulation. Consequently, INSC runs a Solvency Il project in
parallel with DFSGQ #@surance department. Mainly using Data Management standards set at the
corporate level by the task forces, INSC has been developing its custom approach to Data
Management with help from several consultancy companies. The names of the two organizations
will not be disclosed in this report due to the confidentiality of the information collected.

The field study aims to obtain practical information regarding the implementation of the Data Quality
Management concepts in a real environment. It also provides an opportunity to understand the
insurance business, its data sensitivity, and how insurance companies are coping with the Solvency I
requirements.

Furthermore, this part of the research has contributed to the overall objective in order to provide
realistic and applicable guidance to insurance companies for Solvency Il compliance, rather than just
providing theoretical inputs. As a result, the requirements analysis results presented in Chapter 4 are
utilized by the Insurance Company in the implementation of their Data Quality Management
structure.

The following sections combine both it KS | dzil K2 NRaAG RS aSAVLII e ga £Ft Sy
and a review of internal policies developed for Solvency Il compliance. The chapter also includes a

data analysis section to give a practical example of the measurement and monitoring system

specifications described earlier in Chapter 4.

In total 12 interviews were conducted at INSC. The list of interviewee roles and sample interview

questions are available in Appendix I. The first interviews were mostly aiming at understanding the

Solvency Il project organization and what the project is expected to deliver from a Data Management

perspective. Later on, interviews became more focused on Data Quality aspects of the project. All

interviews were semi-structured; prepared questions were used as well as unplanned questions

o0lFlaSR 2y GKS Ayl S N@ere3aked Quing thefirfeBiBns anddocdmenter! tighta

after the interviews. No structured analysis was applied to the interview notes since the aim was to

colleOll AYF2NXIGA2Yy 2y (GKS O2YLI yeQa 2LISNIXGA2ya Ay
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LY FTRRAGAZ2Y (2 GKS AYyUSNBASgazr | aSO2yR @I f dz of

company has several Share Point sites used as the document repository for the Solvency Il project.
These sites are quite up to date and they are used on a daily basis to communicate project
developments to the project members.

6.1. Background of the Solvency Il Project

The Solvency Il project was initialized by establishing several task forces at the corporate level to
address the different requirements of the directive. The task forces are aiming to concentrate the
knowledge around the various Solvency Il topics bringing internal specialists and external consultants
together. Two task forces mentioned below, in regard to their contribution to Data Management,
started to work around early 2011.

Data Architecturetask force is aiming to design conceptual and logical data models based on IBM ¢
Insurance Information WarehouseL L 2 0 nitept@ahd@efinitiord. Although IIW will not be used
as the data warehouse software, its modeling standards are selected to define the data architecture
due to the predefined Solvency Il content included in the design module of the tool. Currently the
team is in the process of translating the definitions of the IIW data model into the SAP Business
Warehouse (SAP BW) that will be used as the data warehouse software. Additionally, the data
architecture task force is responsible of creating the standards of the Data Dictionary™ that will
include the technical details of all Solvency Il data items. The team is also documenting the Solvency
Il data interfaces and the data flows [76].

Data Quality task force created the first DQ policy describing the governance and DQ framework in
2011 at the corporate level. The team also analyzed the current maturity level of Data Quality within
DFSG. For 2012, the team was planning to achieve total Solvency Il compliance by rolling out DQ
activities for the remaining processes and data. The team is responsible for specifying process flows
within the SlI scope, setting the standards of the Data Directory?’, defining Data Quality Indicators
(DQIs), and introducing DQ measurement and reporting solutions [77].

YA repository of information containing the unique definitions of data [79].

2 An inventory of all data used within the SlI chain along with its characteristics, the processes they are used
for and the controls applied on those data. Has a link with the Data Dictionary, which provides the unique
definitions for the data in the Data Directory [79].
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6.1.1. Data Management Team

The Data Management team has been brought together to address the Solvency Il data quality
requirements within INSC. Currently the team performs totally in the context of the Solvency I
project. However, in the future the scope of the team may be expanded to include other data
elements from different business units.

This field study started soon after the team started its operations with many uncertainties regarding

the scope and responsibilities. Initial difficulties were in creating a company-wide awareness of DQ

and Data Management and defining areas of responsibility. Following the corporate level Data

Goernance and Quality ManagemenolRylLJdzo f A A KSR Ay al @anagementtéam L b { / Qa
started working on a policy where the team goals and activities will be outlined. The section below is

taken from the draft version of the policy [78]:

GThe ultimate goal of Data Managemeistto ensure thiathe data in the organization is trusted and
reliable, and is a true asset to the organization. It achieves this by implementing measures and
controls, which ensure the quality of the Data as well as the quality of the data integration pfocess.

According to the same document, the teamQ @tivities will concentrate around three topics:

9 Data Governance: Implementing clear roles and responsibilities for data owners and data
stewards. Using Data Delivery agreements between data suppliers and data receivers.

9 Data Definitions: Creating Data Dictionaries to guarantee uniform understanding of data
within the enterprise.

9 Data Quality: Measuring data quality to make sure it complies with the standards.

6.1.2. Internal Roles and Responsibilities

Below are the internally identified roles and responsibilities at INSC in regard to Data Management
[78].

Data Governance Boaiid chaired by Data Management Office and is responsible for compliance
with the regulatory and corporate level practices. Data owners are the members of the board to
support continuous improvement of Data Management activities.

A Data Ownelis an individual responsible for collecting data and keeping this data accurate and
complete. The Data Owner should ensure that the data and processes within his scope have
sufficient quality. The quality of data should be assessed and preserved within the entire process by
the data owner with support of Data Steward and Data Custodian.

Data Stewardis the representative of data owner who knows the business value of data. He reports
and resolves DQ issues, ensures DQ policy compliance, and sets DQ requirements.
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Data Custodiars responsible for the technical environment and database structure, ensuring that
data remains unaffected in storage and accessible by the authorized Data Owners and Data Stewards
(usually this role is fulfilled by IT Operations).

Data Management Office responsible for defining and implementing Data Management policy and
administration of Data Delivery Agreement, Data Definitions and Data Flows, and Data Quality
Indicators.

6.1.3. Data Quality Assessment

The following definitions are obtained from the corporate level policy document to give an idea of
how Solvency Il criteria are interpreted within the organization [79].

0Accuracy refers to whether the data correctly records the business object or event it represents. It
has two requirements: (1) it must be the right value and (2) it must represent the value in a consistent
form with allotherreNS A Sy G GA2ya 2F GKS &l YS @ f dzSoe

édCompleteness refers to whetherthe data® y i Aya | ff NBIdzANBR St SYSyi

oData are considered to be appropriate if they are suitable for the intended use, and relevant to the
portfolio of risks being analyde Appropriateness also refers to the robustness of the dataether

it has sufficient granularity to identify trends, and to provide a full understanding of the behavior of
underlying risks.

Inadditionto G K S { 2 fgigeBofit€rid, the foll@wing two criteria are also defined by DFSG:

oData is considered consistent (integral) when similar metadata is used for data used by users or
processes. Moreover, there should be links between relatéd-da | £ f 2 Ay 3 F2NJ NEO2y O}

éData must also beaxessible and available to the different stakeholders. In addition, it is also
required that data is auditable and any modifications to data need to be traceable and a clear link
from source to output must be availakie.

Assessment of above quality criteria is done via Data Quality Indicator¢DQIs)DQIs are defined as
odata controls that areused to measure the quality of data itegrf39]. DQIs are used to detect data
quality issues on Key Data Items (KDIas)d to resolve the problems at an early stage in the process.
DQIs should be defined with cooperation of data owners and users, and should be documented in a
Data Directoryby the data owner. L b { DQR éonsist of four levels:
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1. Level 1 - Definition: Ensure each data item is clearly defined including its granularity and
flagged as optional or mandatory.

2. Level 2 - Identification: Control that all mandatory fields are filled.

3. Level 3 - Validity: Control that the data field has an acceptable value with right format and
within right range.

4. Level 4 - Reasonableness: Identify deviations from expected values via comparison with
historical data, benchmarks and other data sources.

As the first step of the assessment process, Data Management team assists the business units, who
will provide data for the Solvency Il calculations, in preparation of the Data Dictionaries. A sample
Data Dictionary is shown in Appendix Ill. DQI levels are included in the Data Dictionary for each data
item to describe how they will be interpreted for specific data.

6.2. A Practical Case

In this section, two of the DQM system specifications identified earlier in Chapter 4 are

operationalized in INS/ Qa Sy @ANRYYSyild (2 LINE O BR@ctctAccluiey OG A OF

dimension is measured on the insurance data as a Data Quality Assessmermractice. Second,
application of data quality checks are exercised within the data flow as a Data Quality Monitoring
practice.

6.2.1. Data Quality Assessment

In Chapter 4, extension of three Solvency Il criteria with a comprehensive dimension list is proposed
(Table 6). In this section, one of these proposed dimensions, Syntactic Accuragis assessed. The data
obtained from Fire Insurance® business unit is used for the measurement. Fire Insurance business
unit operates as part of the Non-Life Insurance group within the organization.

In Table 6, two descriptions of Syntactic Accuraare provided:

Interpreted Definitionfrom Solvency I[CP43] Definition from the Literature
Data free from material mistakes, errors and Closeness of a value v to the elements of
omissions. corresponding definition domain D [3].

Combining both definitions, during the assessment we search for the following; whether the
individual data item differs from the pmefined qualitystandardsor it meets the standards. If it
R2Say Qi YSSi Giks8idtaheh FRRORSRte, DtheRwisisil RUE

%! Brand Verzekerin(putch)
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Then, Simple Ratidunctional form is used similar to the free-of-error measurement described in [45];
ratio of TRUE data items to the whole data items gives us Syntactic Accuracsate of the individual
data items within the data set.

The assessment is done in two steps: First, using freeware R application (v2.12.0) developed for
statistical data analysis; we analyze the data set. This activity helps us to understand data
characteristics, such as average (mear), to what extent data differs from the average (standard
deviation), does it include any unexpected values (outliers. Second, we combine our findings from
the statistical analysis results and from data consumers (users) in setting quality standardgor each
data item. Then we apply the standards to the data set in order to see the degree to which it meets
the standards, meaning how syntactically accuratd is.

Statistical Analysis of SamplinData

The insurance data containing both text and numerical values is stored in databases or spreadsheets.
Each data element such as policy number, policy holder information or policy premium reside in a
fixed field either within a relational table structure or within a flat table. Therefore, the insurance
data maintains the characteristics of the structured datawhich allows us to apply traditional
statistical methods.

During the study, extracted files from the Policy Administration systertVTA?% residing on the
mainframe are used. A data file is extracted by a SA% script on a monthly basis to transfer data to

the different application databases. An extracted file consists of approximately 600,000 rows and

more than 300 columns. Each row includes all ISO2 NRSR Ay F2NXI GA2Yy | 02 dzi
insurance policy, such as policy number, start and end date of the policy, policy premium, etc. In this

practice, after the extraction, actual policy numbers are replaced with the uniqgue dummy numbers

due to the confidentiality of data.

Before the analysis, the majority of the columns are eliminated on the sampling file based on the Key
Data Items (KDIsKDIs are the important data items that are used in Solvency Il model calculations.

The table below shows the list of KDIs on the subject data. Each column title corresponds to a

variable field used within the VTA (policy administration system) software. Also row numbers are

reduced to 390,000 for the analysis due to computer system limitations.

ZVTA: Verzekering Technische Administratie (Dutch) is the Policy Administration system where all insurance
policy entries take place.
# Statistical Analysis System ¢ SAS Institute Inc.
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TABLB. SOLVENCY-IKEY DATA ITEMS FOREFINSURANCE DATA

Column Name | Description

1 | polisnr Insurance Policy Number. Unique number for the each client.

2 | ingwyjr Start Year. Beginning year of the policy.

Three digits numerical data. Due to design of the legacy application three digits used
instead of four. Therefore, it has to be converted to the four digits year format after
extracted.

3 | ingwymnd Start Month. Beginning month of the policy.

Two digits numerical data.

4 | ingwydag Start Day. Beginning day of the policy.

Two digits numerical data.

5 | term Term Number. The period of time that an insurance policy provides coverage.

Two digits numerical data which takes one of the following values 0, 1, 3, 6, 12, 60,
120.

6 | standpni Insurance Premium non-indexed.

The premium amount is not linked to a financial index.

Numerical data that could take decimal or negative values.

7 | standpi Insurance Premium indexed.

The premium amount is linked to a financial index.

Numerical data that could take decimal or negative values.

Statistical data analysis using R software is performed only on the two premium ®lumnsas data
values in these columns has significant variation compared to other columns. Insurance premiums
are in the ratio scale; therefore we can measure the average (mean) as well as the middle
observation (median) [80].

Indexed Premium

Min. 0.00 and Max. 5799.00
Mean 37.83

SD 81.34022

Non-Indexed Premium

Min. - 379.80 and Max. 245,800.00
Mean 68.59

SD 683.1179

R commands used for the analysis are listed in Appendix VII. After loading the data set called
Brandmasterto the application (read.table), the number of the loaded rows is checked (nrow) and

data set is reviewed to verify correct load (edit). Then mean median min and max valuesf the

columns are calculated (summary), see above results. These values showed that Indexedpremium
R28ayQi dGF18 +tye y83arGAgS Ot dS | yR ndadeyed Sa 6 S
premiumtakes negative values and is distributed between -379.80 and 245,800.

Then, we check Standard Deviatioffior both columns (sd). Sandard Deviationrepresents how much
dispersion from the average (mearn exists on a data set. A low standard deviatiorindicates that the
data points tend to be very close to the mean; high standard deviatiorindicates that the data points
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are spread out over a large range of values [81]. We can see that both Premiuns have high SD which
indicates that data sets spread in a large range.

density.default(x = Brandmaster$standpi) density.default(x = Brandmaster$standpni)
3 g
S
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FIGURB. DENSITY PLOT OBPBXED ISURANCE PREMIUM FIGURBE. DENSITY PLOT BENINDEXED IBURANCE PREMIUM

Figure 8 and 9 are the density graphs of both columns. Both graphs indicate a positively skewed data
set where the meanwill be greater than the median Those graphs also show that the data is
concentrated at the lower end of the range, which means there are more data items that take a low
value. Value of the meanis pulled upwards by the few very high data values which indicate outliers.
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Figure 10 and 11 show boxplotof both premiums where we can clearly see the outliers for both data
sets (only for positive values). These outliers are the extreme values that could be used as a
reference while setting thresholds for the data set.

Applying Quality Standardoon Sampling Data

TABLEO. ORIGINAL DATA FILE

polisnr ingwyjr ingwymnd | ingwydag | term standpni | standpi

a5403 110 3 11 12 0 52.25
a5404 111 1 21 60 73.17 0
a5405 109 9 25 12 -34.03 184.22
a5406 111 6 1 12 0 38.58
a5407 109 10 1 12 0 53.58
a5408 104 10 1 12 0 68.01
a5409 110 9 1 12 0 39.96
a5410 108 5 15 12 0 41.37
a5411 110 9 20 12 132.16 0
ab412 110 2 18 12 18.72 0

Table 10 represents a small part of the original data file. For each column, the following quality
standardsare developed to assess the quality: Data Type, Blank/Filled and Condition. We search
these standardsin the original data file to calculate Syntactic Accuracy. We also add a threshold
column to Table 11 based on the outliers we identified in the Boxplots (Figure 10 and Figure 11).

TABLEL QUALITY STANDARDS

Column Name | Data Type BlankFilled | Condition Threshold
Positive N/A
1 | ingwyjr Integer filled Ay3geaNbwmpn n KO dzNNI
Positive N/A
2 | ingwymnd Integer filled XXM H
Positive N/A
3 | ingwydag Integer filled KXo m
Positive N/A
4 | term Integer filled only fixed values: 1, 3, 6, 12, 60,120
Rational standpni and standpi cannot be 0 at the | 25000
5 | standpni number filled same time
Rational standpni and standpi cannot be 0 at the | 5000
6 | standpi number filled same time

For further analysis, above quality standards are transformed to Microsoft Excel functions. When the
functions are applied to Brandmaster data set, each field generates a TRUE or FALSE value. See MS
Excel function list at Appendix VIII - Table 15.
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After applying predefined quality standardsas Excel functions, an Excel table consisting of TRUE and
FALSE values is generated. If data item does not match the respective quality standard, the function
generates a FALSE value, otherwise it generates a TRUE value. The thresholds are not included within
GKS 9EOSt FdzyOliAzyaz GKSNBT2NB K&y thresheld to
the dataset separately, to see the exact number of data that exceeds the thresholds.

Results
TheSyntactic Accuraagte of the data items is calculated using Simple Ratidelow:
Number of TRUE Items / Total Item Number

Table 12 shows that the large majority of the records meet the predefined quality standards,
therefore their Syntactic Accuracyate is very close to 1, which indicates a high accuracy.
Additionally, we can see the number of records exceeding the thresholds is very low considering the
amount of data analyzed. The records above the threshold and FALSE values should be examined for
a root-cause analysis.

TABLEL2. ASSESMENERULTS

ingwyjr ingwymnd | ingwydag |term standpni | standpi
389986 390000 | 390000 389995| 389997 | 389997 | Total Number of TRUE values
14 0 0 5 3 3 | Total Number of FALSE values
25 3 Number of values exceed the threshold
Syntactic Accuracy Rate
0.999962] 0.999997| 0.999997| 0.999985  0.99999| 0.99999| (Total TRUE values/Totahlues)
Ly Lb{/ Qa HBserhibRoras@nyisita thelassessment of four levels of Data Quality

Indicators (DQIs) described in Section 6.1.3. However, Level 4 has been included only partially (as
thresholds) since the author did not have access to the historical data or other data sources that
should be used for reconciliation.

6.2.2. Data Quality Monitoring

In DQM System Specifications section, the importance of monitoring data flows as well as data items
is mentioned. Now we give an example of the data flow monitoring activity using Fire Insurance
odzaAySaa dzyAiQa 3ISYSNRO RIEGlE Ft2é0
are responsible for a specific type of insurance such as traffic insurance. In this example, we propose
inserting several data quality check point$o the data flow to increase the quality of the final data
product.
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VTA is the initial applicatiz y ¢ KA OK L2t A0& T RYAYAAGNF G2NBR dzasS
policy related information. Different departments use different VTA applications and interfaces;

some of these legacy applications are developed internally and still in use even though that specific

type of insurance policy is not sold anymore. They are still in use, because they provide access to the
SEA&GAY3T LRftAOE K2f RSNNR&a RIGFd {2YS 2GKSNJ GeLXSa
enterprise software such as Peoplesoft and SAP. Mainly VTA data is stored in a mainframe

environment and internally developed SAS programs extract the data from the mainframe.

Figure 12 represents the data flow for Fire Insurance business unit beginning with policy entrance
into the VTA application and finalizing with data import to the Business Data Warehouse. Below are
the suggested process steps where data quality checks should be applied:

policy
VTA
Systems Prok Aggregation I Actuary i
Policy premiums aggregated Mo D trol .
Syntactic 0O e respective Praducts @ B cantre Business Ware Housa
i A using SAS progs Data Transfarmation for Risk
ls at WTA 5
contrals at VTAs No IZMZu:umu?ulr ah 55 Product Midel Caleulations . Ml
extracts = calculations
=] . Mo formalized 0O _
= controls on 4:.1 STEP E
STEP A apgregated data =]
STEP B STEP D
STEPC

FIGURE2. FIRENSURANCE BUSINESBTUWDATA FLOW

1 Step A Usually VTA applications have their own quality controls at syntactic (structural) level
to make sure correct type of data is entered in a specific field, such as an enforced data
format in a date field or a drop down menu for gender selection. However, these controls do
not prevent creating a record with missing information: If the information is missing, either
the record is created with a blank field (if the system allows) or some standard value is
entered in the field, such as using male for the unknown gender. Furthermore, semantic
errors are also difficult to prevent as they are more difficult to capture compare to syntactic
errors. For instance using 1915 as a birth year instead of 1951 for a policy holder.

1 Step B Most of the SAS scripts used to extract data are developed a while ago and their
content and exact purpose are not documented. Currently within Solvency Il context, some
of these scripts are revisited to document their content and create an information
repository. Technically, these scripts could also be used to check especially syntactic data
quality of the extracted data which can provide an additional quality control.
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9 Step CUsing SAS programs, extracted files are aggregated under Products which provides a
higher level data view. At this stage, no automated quality check is available. Again,
structural quality checks could be embedded into the SAS programs which run the
aggregations.

 Sep D: The Product level view of data is used by Actuaries®. Actuarial function is an
important part of Solvency Il legislation and providing high quality data would increase the
accuracy of estimations they have to calculate. However, more transparency is required also
for the actuarial calculations which are usually not automated and done based on individual
spreadsheets. At this step, with cooperation of the actuaries, well designed quality checks
should be integrated into the data flow.

1 Step E:Currently all data coming from the business units, that will involve Solvency I
calculations, are imported into the data warehouse without any elimination or quality
checks. After the Data Management team completes working with the business units and
finalizes the data dictionaries, they will be able to provide feedback to the data warehouse
administrators on data quality requirements and data scope. Then adequate quality checks
should be embedded into the import process to avoid: (1) loading unnecessary data to the
data warehouse, (2) loading poor quality data to the data warehouse.

Also, to implement optimized quality checks, the location of the checks should be well-defined and
should correlate with the business value of the activities. That means, the location where we insert a
quality check should have importance within the business process that uses the data.

6.3. Recommendations for the | nsurance Company

As the final part of the field study, a list of recommendations for INSC is developed. The
recommendations are derived from the observations of practices as well as from the analysis of the
available policies.

1. Just like all changes in organizations, embedding a Data Quality Management system into the
organizational processes requires a strong management support and ownership.
Management support provides rapid spread of information within the company about the
new goals. Then the new goals should be translated into actual tasks and targets for
employees. Resistance to change is a natural instinct in organizations, but awareness and
ownership are the best remedies. Unless the new process is owned by employees, who work
in different organizational layers, it cannot be successful.

INSC needs to pay special attention to providing information on Data Management activities
and targets to the employees. For instance, another quality program called SAFE has been

. Actuaries analyze important data such as mortality, sickness, injury and disability rates and use that information to aid those involved
with insurance. An actuary is responsible for collecting the data to forecast future risks and see how these predictions will affect various
aspects of insurance [88].
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running in order to comply with quality requirements of Dutch National Bank (DNB) for some
time. However, employees are not sure that what they need to do differently on data quality
for Solvency Il compliance.

2. Producing quality data requires a team effort and contributions from all parties involved in
data production processes. High level of user awareness of overall data quality should be
achieved via creating clear data process flows. As a result, the individuals can realize the
value of their activities and the data they produce within the entire data process flow. Rather
than having the impression of working on isolated islands, users would be aware of their
contribution within the whole system.

3. The high level data flow of the Solvency Il regulation is shown below. Using VTA data, Cash
Flow Model calculations are done, then Risk Models are applied to the calculation outcomes,
and finally SRC is calculated:

VTA A Cash Flow Model A Risk Models A SRC (Solvency Risk Capital)®

On some occasions, Cash Flow system is not running properly due to the amount of blank

FAStRa Ay (GKS O2N1LRNIGS OftASyidQa RFEGF® /2yas
the amount of data that comes from the corporate clients with the pressure of Solvency Il

deadlines. ThS @ |j dzA O YR RANI&@é¢ aztdziaizy Ay LINI OQ.
standard values as those fields usually have no significant importance for the model

calculations (such as the gender field). It seems that the solution is helping to increase the

amount of processed data and resulting in more reliable model calculations. However, the

solution is not improving overall data quality and the business unit might need the correct

values of those fields for a new business activity or extension of the regulations in the future.

The correct solution would be fixing the root cause of the issue: Why are those fields blank?

Could personnel awareness be improved to make sure all fields are completed in the future?

If those fields are not required, could we eliminate them from the interfaces? While

implementing a temporary solution for the blank fields, companies should also make plans

for revisiting those records to implement a permanent solution.

Furthermore, quick-fixed data spreads through the interfaced systems and ends up in the

data warehouse conflictingwithad Rl G 6+ NBK2dza S 2y {78¢ OBNWI Ga1El fiid

4. It has been indicated by the regulators that the Solvency Il regulation will be extended in the
future with several complementary policies. Thus, agility of Data Quality Management
structure is paramount: Implemented structure should be flexible enough to extend or
modify its data scope when it is needed. Automated processes are the essential basis of
flexibility. Ross et al. argue in their well-known book the benefits of foundation for
executio’Y Digitizing core business processes makes the individual processes less flexible
while making the company more agdil¢82]. Interestingly, once business processes are

» Capital required to finance the consequences of business risks.
®Foundation forExeOdzii A 2y Y 1 dzi2YF GAy3 | O2YLI yeQa O2NB OF LI oAf A
business processes.
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digitized and automated, they provide better feedback on business activities and they do not

require management attention as much as before. Consequently, management may spend

more time on innovation.

Currently, many processesneeR 12 0SS | dzi 2 Yl (SR Idmany tades SAQ& Sy GA
extracts generated from the mainframe are transferred to different systems manually, such

as MS Excel, and then modified. For instance, Actuarial Reporting activities (AV *') require

using SAS extracts that include VTA data. The accountants prepare Technical Provisions (TP)

using the extracts in MS Excel and add columns to the original data file, if they capture any

inconsistent data. Automation of such processes using an adequate reporting system for AV

would provide two benefits aligned with Solvency II: transparent processes and reliable data.

5. Well-established, clear procedures and processes throughout the organizational layers are
required to prevent any conflicts among the parties involved. Especially before introducing
GKS Lb{/ Qa 51 (I the DayalMan&g¥ntent teamtwastpdiné@e far all data
related issues within the organization. This approach created tremendous amount of work
load and pressure on the team. In fact, data should be owned and maintained by data
producers and users: the businessunits® 5 F G al y | BBIYEL stiisthgtheMht S &
achieving high quality data while remaining compliant with the regulations. Additionally,
Data Management team creates the communication environment between different
business units who work for the same goal: Solvency Il compliance.

Later on, introducing policies and roles helped to Data Management team in sharing
responsibilities with different stake holders such as business units and IT department.
However, these policies should be published, kept alive and modified as required.

6. Data Management activities require implementing processes and procedures as well as
assigning roles (described as a part of DQ governance). However, especially monitoring and
assessment activities require intensive IT involvement. Therefore, starting to work with the IT
department in early stages of the project is recommended for the success of the project. At
INSC, IT participation to Data Management team activities was established at a later stage in
the project. Therefore, Data Management team members experienced difficulties in
collecting information on data flows and creating data dictionaries, as they were not well
aware of the capabilities of the IT infrastructure.

7. Consistent definitions and practices across the organization are needed to avoid any
confusion. For instance, according to the documents generated by Data Architecture and
Data Quality task forces, Data Dictionaryand Data Directoryterms seem to be separate
aspects of the data definition. In INSC, Data Dictionaryrefers to an information repository
GKIFIG AyOfdzRSa aiSOKyYyAO! f AYF2NXYEGA2YE 2y R
within the database and Data Directoryrefers to an information repository that includes
GFdzy OGA2y Il f AYyF2NX¥YIGA2YE 2y RIFEGIE &dzOK | & dza S
5141 5A00A2Y !l NBE centéalize® $nfoibtibrd rBpesitory Jon data such as
meaning, relationships to other data, origirsage, and formaf83] & while Data Directory

2T AV: Actuaris Verslaglegging
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refers to just a digital folder used to organize datadditionally, Data Directory as a term is
y2i AyOfdzZRSR Ay Lb{/Qa RIGF YIFylFI3aSY[®yid LRt AO:

8. Lb{/ Qa 5F4l alylr3asSYySyi tz2fAi0e R2SayQi 3IAPS a
(accuracy, completeness and appropriates) and uses DFSGQa 51 G al yI 3SYSyd t ;
basis for the definitions [79]. Although DFSGQ & LJ2t A 0& G+ 1Sa a2YS LI NI
the regulatory documents, it seems like there is still confusion on clarifying their context.

For instance, appropriatnessdimension is introduced as being related to the granularity of

data in DFSGQ& L2t A O& R 2 O dpprépyiaiedinditatés hawt the pootfblio is
NELINBASY (Gl GABS yR &adzZA il o0ftS F2NJ G§KSbdnglfe&aaa
consistent with prospective view of relevant risksather than granularity. Instead,

granularity aspect takes place within completenesR A Y S y & at@ i¢ ¥onsidlésed to be

complete if it has sufficient granularity @llow for the identification of trends and the full
understanding of théehavior of the underlyingsk<.

9. In Chapter 5, analysis results of the methodologies showed that there is no perfect-fit
methodology for a Solvency Il project and all methodologies require some level of
adjustments during implementations. However, selecting a methodology as a starting point
during a DQM system implementation is essential. It clearly provides several benefits for
organizations:

a. Standardization of concepts and definitions across the organizational layers.

b. Ability to compare with available methodologies or proprietary methodologies
introduced by the consultancy companies.

c. Ability to compare candidate DQ measurement software against the selected
methodology.

d. Ability to set clear organizational direction and targets on DQM strategies.

At INSC, no methodology is adopted as a standard approach and Data Management team is
navigating through the DQM knowledge introduced by the consultancy companies.

10. INSC is considering to purchase a Data Quality tool to be implemented as part of the data
warehouse. During selection process, a candidate tool should be compared against: (1)
' @l AflFofS 5v YSGK2R2t23ASa> oH0 Lb{/ Qa&a 5va a
YSiK2R2t 238 NBAARAY3I O0SKAYR G(GKS G222t YbEe |
requirements. Also, the capability of the obtained methodology from the software company
S2dA R 65 fAYAGSR B GKS (22f{Qa OFLIOGAtAGASE
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Chapter 7. Conclusions

Solvency Il is a new regulation for the European insurance companies and has clear emphasis on Data
Quality (DQ). Therefore, clarifying its Data Quality Management (DQM) requirements and translating
these requirements into system requirements is beneficial for companies. However, academic
studies in the field are limited since the regulation has a short history.

This study is initiated to analyze the { 2 f @Sy O& LL RA NB OGO Fudtie@nare, 1S |j dzA NB Y
study is also targeted to examine available literature on DQ from the Solvency Il perspective in order

to provide an overview of available DQ concepts and data quality management (DQM)
methodologies. This information can be used as a reference for companies that need to implement a

DQM structure to comply with the directive.

Main findings of the study are outlined in the following sections. Although the research reached its
aims, there were some unavoidable limitations that are listed in the final section.

7.1. A DQM System for Solvency I

Throughout this study, we use requirements analysis techniques and systems design approach in
order to find specifications of a DQM system that could be used to achieve Solvency Il compliance.
Table 5 includes analysis results and specifications of the intended system. Requirements analysis is
useful in order to pinpoint the exact requirements within the complex regulatory documentation.
Systems design approach helps to translate these requirements into an understandable and
structured system view. Thus, insurance companies can easily adopt these outcomes or use them as
a reference. This conclusion was verified at the insurance company (INSC), when Data Management
team adopted some parts of the requirement analysis results of the study.

In Chapter 4, we outlined the activities to address each specification. These activities are explained in
detail with realistic tasks considering an actual O2 YLJ y& Qa odzaiySaa SygaN
infrastructure.

63
L/ ¢ Ay .d&AAySaasz al aiG8
S.S.Altinay Soyer
27 March 2013



7.2. Overview of DQ Concepts and Methodologies

In Chapter 3, an overview of DQ concepts and DQM methodologies is provided as a result of
literature review phase of the study. The selected concepts and methodologies are represented in
line with data quality related information obtained from the Solvency Il documentations. Therefore,
companies could compare the similar concepts between DQ literature and Solvency Il to understand
regulatory interpretation: such as meaning and scope of the Solvency Il criteria (accuracy,
completeness and appropriateness) in DQ literature. This information can also be used by companies
in development of suitable measurement methods of the Solvency Il criteria.

In addition, overview of existing methodologies provides information on what methodologies can be
used in implementation of a DQM structure within a company. Since no methodology is mentioned
in the regulatory documents, companies need to develop a methodology themselves or adopt an
existing methodology to their environment.

7.3. Analysis of DQM Methodologies

As we mentioned earlier, according to the regulatory documents, companies need to develop their
internal DQM solution. After providing an overview of existing methodologies in Chapter 3, in
Chapter 5, we investigated usability of these methodologies by companies instead of developing a
totally new DQM structure. Since this option could provide several benefits for companies, we
analyzed the methodologies from the Solvency Il perspective (Table 7).

The analysis concluded that none of the methodologies are a total misfit for Solvency Il. However
they all need some Solvency Il specific extensions. The proposed extensions are shown in Table 8.
The extensions and related activities are explained in detail in Chapter 5.

7.4. The Practical Case

Working in a practical case provides many benefits in development of DQM system specifications,

rather than only working with the regulatory documents. As a result, the derived system

specifications are practical enough to be applied by companies. In Chapter 6, two of the system

specifications are operationalized in order to represent how the specifications should be applied to

Ly | Oddzrf O2YLI yedQa SYy@ANRYYSyluo

At the end of Chapter 6, we introduce some recommendations for INSCQa 51 G | al ylr3asy
activities. However, these recommendations could easily be generalized for the industry. Probably

the majority of the large insurance companies are experiencing similar difficulties in dealing with the

Solvency 1l regulation. Some recommendations are also applicable outside the insurance sector,

whereRF G ljdz-t AGe& Aa ONRGAOKE G2 F O2YLI yeQa 2LISNI
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7.5. Limitations of the Study and Future Work

The initial target of the study was to analyze the methodologies against each system specification
derived earlier as a result of the requirements analysis activity (Chapter 4). However, limited
information is available, especially on practices of the methodologies. Therefore, only a high level
analysis is performed (Table 7). Possible reasons for lack of information as follows:
§ Organizations that use thea S Y SGK2R2t23ASa& LINBFSNI G2 1SSL
themselves due to confidentiality.
9 Since no data is available from multiple firms using the same methodology, it is hard to
generalize the methodology in order to be used by various firms in different business lines.
Therefore the firms are reluctant in adopting these methodologies by themselves.
9 Due to dissimilarities between the firms, their goals, industries and how they operate, a lot of
customization is needed in implementation of any methodology; the firms need to generate
their terminology, decide about the dimensions to measure, develop measurement methods,
monitoring and reporting strategies etc. Most of the time, required tools should be internally
RSGSt2LISR 6laSR 2y 2NHIYyATIF(iA2yQa &LISOATAO Yy
9 Large organizations usually work with consultancy companies in implementing a data quality
management structure and usually consultancy companies prefer to introduce their
proprietary methodologies which are not always publicly available.

Furthermore, the practical part (Chapter 6) remains limited to one insurance company and one
business unit. Therefore, we propose the following, as an extension of this study: First, all proposed
system specifications should be operationalized within multiple business units of a company to come
dzLJ 6 A 0K O2 YL y 8etoad, theBuimber df INslirddde doariesdshould be increased
to practice application of the system specifications. Findings of these practices result as the industry
wide best practices in the field. Finally, these best practices are used to identify industry standards
and to compare different O 2 Y LJI ghvirGhénedts.

In addition, one of the difficulties during the study was finding the way within the comprehensive
regulatory documentation which has its own terminology and includes many citations to other
regulatory documents. Considering many industries are becoming increasingly regulated, the number
of the regulations a company needs to comply are quite high. Hamdaga et al.Q article on Citation
Analysis to Facilitate therldderstanding oRegulatory Dcuments points out the same problem [84].
Therefore, structured analysis of regulatory documents could appear as a new research field in the
future.
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Appendices

Appendix 1. Interviews

Below is the role list of the interviewees at the Insurance Company. Some of the interview questions
are listed below (Chapter 6).

Intervieweerole list:

Functional Designer (Responsible of several software installed on the mainframe environment)
Information Analyst (Currently writing functional designs of SAS extracts)

Data Warehouse Architect

Data Modeling team member

Business Architect (Working on conceptual and logical data model on lIW and technical model on SAP
BW)

Several Data Management team members

Corporate Clients business unit employee

Senior Accounted responsible of Corporate Clients

A specialist on Business Value Chain

Sample Questions:

What is your background?

What is your role within the Solvency Il project?

Which activities you need to perform to full-fill this role?

Which difficulties you face while performing your tasks?

What is the relationship between your tasks and data quality?

Did you consider data quality before the Solvency Il project during your business activities?

What is your opinion on data quality level at INSC?

What do you think on data quality activities at INSC? Are they sufficient, what could be improved?

72

L/¢ Ay .dzaAySaas

S.S.Altinay Soyer
27 March 2013

al

aid

€



Appendix Il. Mind Map

Mind Map is used during the initial phase of the study to structure the research process (Chapter 1).

What to Measure
KDI Monitoring

When to Measure

Measurement Techniques How to Solve Defects

DQ Measurement

/\\Data Quality ( Solvency I

DQ Management

Organizational Awareness

Roles & Responsibilities

Monitoring
Policies & Procedures
Keep up to Date
DQ Maturity Level
FIGURE3. MINDMAP
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Appendix Il . Sample Data Dictionary

Table 13, represents a part of the Data Dictionary used at the Insurance Company where the field
study took place (Chapter 6).

TABLHE3. DATA DICTIONABRXAMPLEOBTAINED M THE INSURANCE GOWIY)

Column Name

Column Definition

Solvency Il Domain

The SIl Domain provides information where the data item is located within the SlI chain. Possible domains are:
Insurance/Mortality, Insurance/Morbidity, Insurance/P&C, Business/Political risk, ..etc.

Process ID

The process ID refers to the unique process in which the data item is located.

Data flow ID

The data flow ID is the reference to the data flow diagram and the exact location where the data item is used as input
data in a data set, see also E below.

Source System

The source system provides information of the origin of the data. The source might be a DB, a spreadsheet, an
application, etc.

Data set ID

A data set ID refers to the data set which includes the data item.

Data set description

The description should allow the user to understand the data set in the process flow and data flow.

Data item

Name of the data item.

Data item definitions

The basic definitions of data used for the overall Sll reporting i.e. a unique definition attributed to data item to describe
the content of such item.

Key Data Item

Indicates with Y/N whether the information is a Key Data Item. A Key Data Item is considered Key if:

oitis an input data

o it is part of a material Subprocess (sub processes are: Business persistency uncertainty risk , market FX risk, business
persistency volatility risk...). Materiality is defined if the Subprocess contributes more than 1% of the SCR contribution
o The attribute impacts SCR calculations: only the attributes where the information impacts the SCR calculation are
considered key.

Data type

Only for KDIs. The data type provides the type of the key data item type.

Data format

Only for KDIs. Defines the allowed format of the data item. This information is used to set DQI 3.

Control ID

Only for KDIs. If a control exists, either an automated control, documented manual control, etc. the control ID refers to
the existing control ID. The sheet "Existing control details" include detailed information about the existing controls.

Control Description

Only for KDIs. The control description should allow the user to understand what the control is testing. Further details such
as recurrence, person who perform the test, documentation etc. should be indicated in the sheet “Existing controls
details".

Data Owner

Only for KDIs. The field data owner indicates the position of the data owner, rather than a specific name of an employee.
However, it must be possible to allocate the position to one specific person. If this is not possible further details are
necessary to allow the identification of the data owner.

27 March 2013
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Appendix IV.Use Case

A use case represents a way of using the system and respectively the required behavior of the system
in that particular scenario. Thus, use cases capture who (actor) does what (interaction) with the
system, for what purpose (goal), without dealing with system internals [66]. Uses cases are wide-
spread practices of explaining functional requirements graphically. Therefore, one of the functional

requirements, Data Collection, is expressed as a Use Case scenario in Figure 14 using UML
representation (Chapter 4).

System

Approves Data Def&Req
Data Owner

0 "
L

Data Steward

O

N |

Data Custodian

Maintains Data

FIGURBA4. UML-USE CBE SCENARIO OF DEDALECTION
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Appendix V. Cost Matrix

An example cost matrix that could be used for Solvency Il is shown below (Chapter 4).

Solvency Il
Data Quality Costs

Costs

Data Collection

DG Assessment
Costs

Costs c;usen by
Complexity of
Software/Hardware
Inf.

Cost ot
Transparency of
Data Flow

1

Error Correction
Cost

1

DO Validation Cost

1

Data Storing Cost

Cost ot
Implemanting
Flexible Systam

27 March 2013

DQ Improvement
Costs

Cost of Frequency of|
DQ Assessment

Cost of
Measurement
Method

1

Cost of Data
Amount

Cost of
Implementing
Flexible System

DQ Maonitering
Costs

Process
Improvement Cost

1

Software/Hardware
Improvement Cost

Tost of M OnItoring

Data/Data Flows/
Interfaces

Deficiency
Management Costs

[

Reporting Costs

CDSL of

Implementing
Flexible System

FIGURES. SOLVENCY Il COSATRIX
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by poor DQ

1

Training Costs

CosL of

Implementing
Flexible System

Cost ot
Implementing
Flexible Process&
Procedures

L/

¢

Ay

daAySaas

S.S.Altinay Soyer

al

a

l.j

N



Appendix VI. Impact Classifications

Table 14, includes example impact classifications for Data Value Measuremeiattivity explained in

Chapter 4.
TABLEL4. SOLVENCN ¢ IMPACT CLASSIFICATIONE PATA VAIE MEASUREMEKNSPIRED FROM [70])
Impact Class Sample Impact®f Poor Data Qualityn a Solvency IBystem
Financial 1 Regulatory fines, penalties.
1 Miscalculation of operational risk which would result to higher capital
requirements.
1 Missing the incentives offered by the regulators for better measuring and
managing.
Operational 1 Inability of streamlining data generation process.
Efficiency 9 Inconsistency between data flows and business flows which would result
complexity in DQ checks.
Confidence 1 Distorted organizational image.
Satisfaction 9 Dissatisfaction of the internal and external stake holders (customers,
employees, shareholders and regulatory/supervisory authorities)
Risk 9 Increasing the organizational Risk Exposure.
Regulatory 1 Lack of transparency in data flows.
Compliance 91 Inability of justification of used quality measurement methods.
9 Inability of justification of using expert judgment.
1 Incompliance with the Principal of Proportionality.

27 March 2013

77

L/¢ Ay .dzaAySaas

S.S.Altinay Soyer

al

aid

€



Appendix VI I.R Commands

Below is the list of R commands used in Chapter 6 for statistical analysis.

> nrow(Brandmaster)
[1] 390000

> edit(Brandhaste)
> summary(Bratimaster$standpi)
Min. 1st Qu. Median Mean 3rd Qu. Max.
0.00 2.64 22.287.83 48.115799.00
> summary(Brandmaster$standpni)
Min. 1st Qu. Median Mean 3rd Qu. Max.
-379.80 0.00 0.0068.59 0.00245800.00
> s=Brandmaster$standpi
> sd(s)
[1] 81.34022
> t=Brandmaster$standpni
> sd(t)
[1] 683.1179
> plot (density(Brandmaster$standpi))

> plot (density(Brandmaster$standpni))

> boxplot(Brandmaster$standpi, Brandmaster$standpni)

> Brandmaster<ead.table("Q:\\Brandmaster.csv”, sep =",", dec = ".", header = TRUE)

FIGURE6. R COMMANDS
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Appendix VIII. Excel Functions for the Practical Case

MS Excel functions used in Chapter 6 for Syntactic Accuracy measurement are shown below.

TABLBES. EXCEL FUNCTIONS

Column
Name

=AND(B2>0,B2+1900<= 2012, IF(ISBLANK(B2),FALSE, TRUE),IF(ISNUMBER(B2), TRUE,
1|ingwyjr  |FALSE),IF(B2 = INT(B2), TRUE, FALSE))

=AND(C2>0,C2<= 12,IF(ISBLANK(C2),FALSE, TRUE),IF(ISNUMBER(C2), TRUE, FALSE),IF(B2 =
2| ingwymnd | INT(C2), TRUE, FALSE))

=AND(D2>0,D2<= 31,IF(ISBLANK(D2),FALSE, TRUE),IF(ISNUMBER(D2), TRUE, FALSE),IF(D2 =
3| ingwydag | INT(D2), TRUE, FALSE))

=AND(E2>0,IF(ISBLANK(E2),FALSE, TRUE), OR(E2={1,3,6,12,60,120}))
41 term

=AND(IF(ISBLANK(F2),FALSE, TRUE),OR(IF(AND(F2=0,G2<>0), TRUE,FALSE),IF(AND(F2<>0,G2=0)
5|standpni |, TRUE,FALSE),IF(AND(F2<>0,G2<>0), TRUE,FALSE)))

=AND(IF(ISBLANK(G2),FALSE, TRUE),OR(IF(AND(F2=0,G2<>0), TRUE, FALSE),IF(AND(F2<>0,G2=0)
6|standpi |, TRUE,FALSE),IF(AND(F2<>0,G2<>0), TRUE,FALSE)))
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Appendix IX. Dimension Measurement Techniques

Some of the measurement techniques that could be used to measure the dimensions proposed in

Chapter 4 are shown below.

TABLEG6. DIMENSION MEASURENIT ECHNIQUES

Dimension Measurement Technique
1 | Syntactic Accuracy Use comparison functions to measure the distance between the value v and the true
value d, such as Edit Distanc§85]
Alternative method is available at [46] as correctness measurement
2 | Currency = Age +(DeliveryTime ¢ InputTime)
Age: How old the data unit
DeliveryTime: The time the information product is delivered to customer
InputTime: The time the data unit is obtained [3]
3 | Traceability Data items should include an identification tag that includes its location, history and
) usage
S 14 | Credibility Iy RA @A Rdzl £ Qgich s actuByfod teSrgdibility of the data source, comparison
38 to a commonly accepted standard, and previous experience [45].
< Alternative method is available at [44]
5 | Consistency Data Edits” for non relational data [3]. Integrity Constrains for relational data [86].
6 | Volatility No need of introducing specific metrics for it as it inherently characterizes types of data
[85]
High Volatile -> Data must be current
Low Volatile -> Currency less important
7 | Timeliness Ranges from 0 to 1, max {0,1 - (currency/volatility)} [3]
Alternative method is available at [46]
8 | Completeness Simple ratio: incomplete values/ all values [45]
More information is available at [3]
9 | Granularity/ Depth of | To find out whether data has sufficient granularity, it should be compared to required
a Data level of detail
% 10 | Historical Data Simple Ratio: Amount of available historical data available to amount of expected
ko historical data
g— 11 | Proportionality Simple Ratio: The ratio of the number of data items available for calculation to the
8 number of data expected to be available (data expected to be available increases if the
risk level is high)
12 | Variety of data/ The number of data sources used to generate the data, that information could be
Heterogeneity included in identification tag which will be used for traceability
@ | 13 | Relevancy Dual ¢ process approach introduced at [44]
Q
§ 14 | Semantic Accuracy Use yes/no question ¢ the corresponding true value has to be known [3].
©
g' 15 | Amount of Data Simple Ratio: The ratio of the number of data units provided to the number of data units
2 needed, and the ratio of the number of data units needed to the number of data units
< provided [45]

% Data Editing: Task of detecting inconsistencies by formulating rules that must be respected by every correct
set of answers.
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