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ABSTRACT

Hand tracking holds great promise for advanced and intuitive interaction paradigms.
However, conventional hand tracking approaches are limited by low temporal resolution
and high power consumption, rendering them impractical for real-time applications in
resource-constrained environments. In recent years, event-based vision has emerged as
a compelling alternative in the hand tracking task, benefiting from its more bio-inspired
mechanism of asynchronously capturing pixel-level brightness changes, and the conse-
quent ability to efficiently generate high-speed data streams.

In this thesis, we propose a lightweight, real-time framework for 3D hand tracking
from a first-person perspective using a monocular event camera. Our approach leverages
an optimized event representation, a region of interest strategy, and a multi-task learning
scheme for performance enhancement and cost reduction. To support this deep-learning-
based approach, a synthetic event-based vision dataset, simulating hand movements in ex-
tended reality scenarios, is generated for training; and real-world event data is collected for
evaluation. Experimental results demonstrate that our approach achieves better accuracy
compared to prior state-of-the-art approaches, while reducing model parameters by 90%

and computational loads by 89%.



CHAPTER 1
INTRODUCTION

1.1 Background

The hand tracking is primarily a vision-based task, which requires performing precise pose
estimation of human hands with high degrees of freedom, as well as achieving real-time
localization of rapid stochastic movements. Despite these challenges, its broad application
potential consistently draws interest from the research community from early on [1, 2, 3, 4].
Notably, the development of deep learning has led to significant advances in hand tracking
by improving the accuracy and generalization. As a result, hand tracking has found broader
and more impactful applications in several emerging interdisciplinary domains including
Human-Computer Interaction (HCI), Virtual Reality (VR) and Augmented Reality (AR),
and robotics [5, 6, 7, 8]. Figure 1.1 illustrates an example of hand tracking in VR/AR
scenarios [8], where users’ interactions with frequently used objects are collected and ana-

lyzed, highlighting its role in enhancing the natural and immersive user experience.

Figure 1.1: Hand Tracking Application: users interact with objects in VR/AR (adapted from [8]).

Prevailing approaches are based on traditional RGB or depth cameras, which acquire

images at a fixed frame rate with no relation to the viewed scene transitions. This constant
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full-frame acquisition leads to significantly high power consumption, particularly when
depth or 3D prediction capabilities are required. Basic 2D cameras operating at only 25-
30 frames per second (FPS) but require 200 milliwatt (mW) of power consumption, while
3D sensing systems operating at 30 FPS consume substantially higher power of 3-5 watt
(W) [9]. And power reduction methods often come at the cost of lower frame rates, e.g.
reducing power consumption by decreasing the depth acquisition frequency by 2 or even 3
times [10]. Under these limitations, such approaches struggle with fast object movements
and incur high computational loads, making real-time hand tracking remain a persistent

challenge, especially in resource-constrained environments.

Figure 1.2: RGB Camera vs. Event Camera: 30 FPS vs. us-level temporal resolution.

In contrast with RGB cameras, the bio-inspired silicon retinas, or event cameras, asyn-
chronously report pixel-level brightness changes, generating a sparse stream of events with
microsecond (us) precision rather than dense images on a fixed clock [11, 12, 13]. This
mechanism also enables low power consumption, often as low as 10 mW, by transmitting
data only from pixels where motion is detected, rather than processing entire frames [14].
Figure 1.2 presents the data we capture using a DAVIS346 camera [15] with 346 pixels in
width and 260 pixels in height, which we cropped to 240 pixels wide and 180 pixels high
for comparison with previous methods. The left panel shows an image of a hand from the
RGB sensor with 30 FPS; while the right panel shows the corresponding event-based accu-
mulating image with a time resolution of 1000 FPS, whose specific reconstruction method

is detailed in section 4.1.



Prior studies [16, 17, 18, 19] have demonstrated that the high temporal resolution of
event cameras enables high-speed and even real-time hand tracking. However, these ap-
proaches have not fully exploited the efficiency advantages of event cameras, and thus have
failed to show their applicability to resource-constrained devices, like AR/VR headsets. For
example, Deep Neural Network (DNN) models with over 10 million (M) parameters are
generally adopted, posing significant burdens in such lightweight environments.

Additionally, hand tracking from the first-person perspective is particularly valuable
for AR/VR applications, as this perspective is intuitive for direct manipulations with digital
content, such as typing on virtual keyboards, tapping, or dragging virtual elements [20, 21].
However, to the best of our knowledge, research on event-based solutions for hand tracking
is still at an early stage, and the available datasets are not yet comprehensive. Furthermore,
our experiments, demonstrated in the following chapter, reveal that existing approaches do

not generalize well to such conditions.

1.2 Contributions

To address the challenges mentioned above, we propose EvHandFPP, an efficient frame-
work focusing on real-time 3D hand tracking from the first-person perspective, and con-
struct the accompanying dataset EvHandFPP-Data.

In summary, our contributions are as follows:

* We construct an event-based hand-tracking dataset EvHandFPP-Data from a first-
person perspective, including generated data with 3D labels for training and real data
with 2D labels for testing. We make use of a simulator called evsim [17] to gener-
ate a synthetic event-based dataset specifically designed to simulate users’ views of
their own hand movements and interactions within Extended Reality (XR) applica-
tions. Labels of our real data are initially annotated using MediaPipe [22] and then

manually refined.



* We propose a lightweight framework for real-time 3D hand tracking, with the poten-
tial for deployment on resource-limited systems, realized through our proposed event

representation, multi-task learning strategy, and Region of Interest (Rol) technique.

— Using the dataset, we train a model, addressing event data at 1 kilohertz (kHz),
that surpasses the performance of the current State-of-the-Art (SOTA) [17],

with a reduction in parameters of 90% and a 89% decrease in computation.

— We propose LNES-Fast, a single-channel event representation that stacks im-
ages through time windows under event count limits, thereby reducing redun-

dant information in event images.

— We propose Wrist-Based Region of Interest, a technique that locates the primary
hand position through wrist detection and extracts the Rol, serving as a key

module for reducing computational overhead in the framework.

— We design an auxiliary task based on hand features within the Rol region. This
multi-task learning approach helps the network to focus on more useful infor-

mation and improve the performance of the main task.



CHAPTER 2
RELATED WORK

2.1 3D Hand Reconstruction

Some prior works reconstruct 3D hands by directly learning the mapping from image space
to hand pose space [5, 6, 7, 23]. These methods fully leverage the advantage of end-to-end
deep learning, enabling efficient inference and demonstrating promising performance and
robustness. However, the reconstructed hands from such approaches lack geometric con-
straints and require large-scale annotated datasets with sufficient diversity. Another class
of methods employs predefined hand models as prior knowledge to ensure reconstruction
results conform to the physiological hand structure, such as MANO [24] and SMPL [25].

Primary works on 3D hand reconstruction are based on RGB cameras [5, 6, 7, 23,
26, 27, 28, 29, 30, 31] or depth cameras [32, 33, 34, 35, 36, 37]. These cameras of-
fer widespread availability and technological maturity, leading to robust algorithms and
comprehensive datasets that enable accurate hand reconstruction under various conditions.
However, these methods are limited by temporal resolution constraints and exhibit high
power consumption at elevated frame rates, thereby struggling to handle fast-moving ob-
jects and perform effectively in resource-constrained environments.

Additionally, to the best of our knowledge, existing works and available datasets focus
on general 3D hand reconstruction rather than specifically addressing the hand-back per-
spective. This mismatch affects the model’s generalization in certain applications, e.g. XR.
Furthermore, our subsequent experiments demonstrate that existing datasets exhibit poor
generalization performance for hand-back reconstruction. Therefore, dedicated methods

and datasets for the hand-back perspective are needed.



2.2 Event-Based Vision Techniques

Event-based vision, also known as neuromorphic vision, represents a paradigm shift from
traditional frame-based imaging systems [14]. Unlike conventional RGB cameras that cap-
ture dense images at fixed intervals, event cameras are bio-inspired silicon retinas that
asynchronously report pixel-level brightness changes, generating sparse streams of events
with millisecond (ms) precision [11, 12, 13]. This fundamentally different sensing mech-
anism enables several key advantages: high temporal resolution with event detection at
ms-level precision, low power consumption (often as low as 10 mW), and inherent motion
blur reduction by transmitting data only from pixels where motion is detected rather than
processing entire frames. The asynchronous nature of event cameras makes them partic-
ularly well-suited for dynamic scene understanding and high-speed motion capture appli-
cations. Each pixel independently responds to brightness changes, resulting in a temporal
resolution that can reach up to 1 us, which is orders of magnitude higher than conventional
cameras. This capability effectively eliminates motion blur artifacts that plague traditional
vision systems when tracking fast-moving objects.

Recent studies have successfully applied event cameras to 3D hand tracking, demon-
strating performance comparable to RGB-based methods while achieving significantly higher
frame rates [17, 18, 19]. However, these approaches have failed to fully leverage the low-
resource advantages of event cameras, employing DNN models with parameter counts and

computational demands that are incompatible with resource-constrained devices.



CHAPTER 3
DATASET CONSTRUCTION

3.1 Synthetic Data

The evsim [17] software can generate 3D right-hand models based on the MANO [24]
model. The simulated event data and RGB data from a configured perspective, the 3D co-
ordinates of key joints and their corresponding transformed 12-dimensional labels, detailed
in subsection 4.2.1, are all saved with microsecond-precision timestamps. By modifying
the camera viewpoint and scripting animations with randomness in gesture transformations,
translations, and rotations, we generated in total 720,000 milliseconds of synthetic event
camera data for training, and an additional 60,000 milliseconds of synthetic data for eval-
uation. As shown in Figure 3.1, the synthetic data contains timestamped animated (RGB)

data, event data, joint coordinates (and the corresponding 12-dimensional labels).

Figure 3.1: Synthetic Data: RGB frames, events and 3D joints

3.2 Real-World Data

We use a DAVIS346 camera to collect real-world data, comprising event data along with
co-centered synchronized RGB data at 30 FPS. The duration of our real data reaches up to

60,000 ms, allowing for testing of the real-world performance stability. To ensure the gen-



eralizability of our method, the data are collected from subjects with distinct hand shapes
and sizes, and the recorded hand movements encompass common motion patterns in target
scenes, such as planar translation, depth movement, wrist rotation, and gesture variation.
We use MediaPipe [22] to initially annotate the 2D coordinates of hand joints in RGB
frames, and calibrate the labels manually. Figure 3.2 shows the real-world hand data, in-

cluding RGB data, event data, and the annotated coordinates of the hand joints.

Figure 3.2: Real-World Data: RGB images, 2D joint annotations, events



CHAPTER 4
METHODS

Figure 4.1 presents the flowchart of our method. (a) represents raw event camera data. We
will elaborate on our event representation, shown in (b), in section 4.1, which primarily
encompasses how we accumulate event data into images and identify the Rol. (c) presents
our lightweight multi-task network architecture, which will be discussed in detail in sec-
tion 4.2. (d) demonstrates the prediction results of our method, including the network’s
12-dimensional output, the reconstructed 3D hand joints, and the animated hand based on

this model. The formulation of the loss function is presented in section 4.3.

4.1 Event Representation

4.1.1 LNES-Fast

The data generated by event cameras are typically formatted as (¢, x, y, p), where ¢ denotes
the timestamp, x and y represent spatial coordinates, and p indicates the event polarity.
Previous research has proposed various event representations, including Voxel Grid [38,
39], 3D Point Set [40, 41], etc. Stacking events into images or event frames enables the
utilization of established computer vision methodologies [14]. Building upon this, Locally-
Normalised Event Surfaces (LNES) [17] aggregates events within a fixed time window into
a window-normalized 2-channel image, where each channel corresponds to one of the two
polarities. Specifically, LNES employs a time window length of 100 ms, with a 99 ms
overlap, to ensure a high temporal resolution of 1 kHz. The LNES method accumulates
events from earlier time steps starting from the current time point, progressing step by step

until reaching the predefined time window size.
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Figure 4.1: Flowchart of EvHandFPP: (a) Raw event data, with two polarities illustrated in dif-
ferent colors. (b) Our single-channel event representation, cropped to an Rol around the localized
wrist. (¢) Our model design with a multi-task architecture. (d) The model outputs, including the
12-dimensional PCA, reconstructed 3D hand joints and simulated hand.
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In Figure 4.2, (a), (b), and (d) represent events at the current time, events from a time
unit prior, and events at the time window size boundary, respectively. Events from earlier
time periods are assigned lower weights.

WindowSize — TimeStep
WindowSize

Weight = “.1)

w=(ws-i)/ws

A Y

(c) (a)

< SteP =1 Step =1 Step =0 Accumulation
event number event number event number Direction
>= threshold < threshold < threshold

Figure 4.2: Event Accumulation: (a), (b), and (d) illustrate events at the current time, at one time
step prior, and at the time window boundary, respectively. (¢) demonstrates events at a certain time
step before reaching the time window boundary, where the number of accumulated events exceed
the set threshold. The frame brightness indicates temporal weights in the accumulation process,
with the corresponding formulas shown in the upper-right corner, where ws is the time window size.

However, a fixed temporal window size could lead to either information redundancy
or over-sparsity. On one hand, during rapid hand movements, a large number of events
are generated within a short time, e.g. 1 ms, sufficient to constitute an image with rich
information. In this case, continuing to incorporate events from earlier time is no longer
beneficial, but potentially causes the image to be over-blurred. On the other hand, shorten-
ing the temporal window may result in overly sparse representations when the hand moves
slowly and generates a small number of events.

To address this drawback of LNES, we introduce LNES-Fast, adding an upper bound

for the number of incorporated events while preserving the original time window length

constraint. We monitor the total number of events being stacked besides counting the time
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steps of event aggregation. As shown in Figure 4.2 (c), the process will be early terminated
when the number of events exceeds a predefined threshold, instead of going through the
complete time window as (d). While ensuring the event representation is not overly sparse
during slow movements by traversing a sufficient length of the window, the early stopping

mechanism reduces both interfering information and computational overhead.

4.1.2 Noise Filtering

To mitigate the accumulation of noise that often accompanies event stacking, based on the
observation that interfering events typically appear as isolated outliers, we apply Gaussian
blurring to suppress the intensity of such noise while enhancing hand-related events. This
approach operates only on the current frame, eliminating the need to invoke information
from preceding and subsequent frames for filtering, and thereby reducing computational

complexity in the temporal dimension.

Figure 4.3: Channel Compression: red color for positive events, green for negative.

4.1.3 Channel Compression

When adopting multi-channel representations, polarity augmentation becomes necessary
for generalizability, since event polarity is influenced by the environment brightness [14],
i.e. background variations can result in different event polarities under the same motion. In
this project, we compress the multi-channel representation, accumulating events of differ-
ent polarities into one channel, as shown in Figure 4.3. Our experiment confirms that this

simplification does not compromise performance.
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4.2 Network Architecture

Based on comparative experiments, shown in chapter 5, we select MobileViT V2 [42]
as the lightweight backbone of our method. We employ an Rol technique to accelerate
inference to further reduce computational cost. In order to compensate for the performance
degradation caused by Rol, we design an auxiliary task, incorporated through a multi-task

learning framework, to help the model better focus on more important features.

InvRes InvRes InvRes 2x Main
MVBlockV2 MVBlockV2 MVBIlockV2 | gap|Linear|~ Output
2%

[00""’ H Conv H InvRes H InvRes 20%20%128 10x10%162 5x5%256

. Auxiliary
160%160x3 B0x80x16  80x80x32  40x40x64 | INVRes |GAP’| L'"ea’]” Output
40x40x64

Figure 4.4: Network Architecture: Conv refers to the regular 2D convolutional layer, while GAP
denotes global average pooling; InvRes is short for the inverted residual layer, while MVBlockV?2
is a kind of lightweight transformer layer, both detailed in subsection 4.2.1. The output shapes are
annotated in the format of height x width x channels.

The architecture of the entire network is illustrated in Figure 4.4. Initially, the input
image is 180 pixels in height, 240 pixels in width, and has 1 channel. The selected Rol has
a shape of 160x160x1, while the offset x and y coordinates in the original image are fed
into the linear fully connected layer of the main task for restoring prediction results in the
original spatial system. The Rol feature map first passes through a basic feature extraction
layer comprising conventional 2D convolutional layers and inverted residual layers from
MobileViT V2 [42]. Subsequently, it proceeds through two parallel branches: an auxiliary
task branch consisting of an inverted residual layer, global average pooling, and a linear
layer; and a main task branch composed of inverted residual layers, MVBlockV?2, which is

also from MobileViT V2, global average pooling, and double linear layers.
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4.2.1 Lightweight Backbone Selection

Previous studies have adopted models with large numbers of parameters, such as ResNet-
18 which has over 11 M parameters [43], as their backbones [17, 19]. However, our
goal is to design a lightweight system, and these models clearly do not meet our require-
ments. Therefore, we retain ResNet-18 only as a baseline, and focus our experiments on
lightweight models specifically designed for resource-constrained devices, including Shuf-
fleNet V2 [44], MobileNet V3 [45], and MobileViT V2 [42]. Ultimately, we select Mo-
bileViT V2 as the backbone of our model, as it achieves the fastest convergence and best
performance under comparable parameter sizes while avoiding the excessive computational
overhead typically associated with other Vision Transformer (ViT) models.

To further reduce computational complexity and make the model more amenable to
hardware deployment, we simplify two modules within the model. First, we replace the
SiLU activation function with the simplified ReL.U, which is more hardware-friendly for
computation. Second, we substitute the Softmax function in the linear self-attention mod-
ule with its Taylor series expansion approximation. Experimental validation chapter 5
demonstrates that these two optimization measures do not result in accuracy degradation.

The backbone’s output is 12-dimensional, consisting of three parts: the first 6 dimen-
sions represent the principal components of the MANO model, dimensions 7 to 9 corre-

spond to the 3D translation of the hand, and the final 3 dimensions encode hand rotation.

4.2.2 Wrist-Based Region of Interest

Compared to RGB cameras, stacking event camera data into images requires additional
processing. However, the inherent spatial coordinate information in event data can be ef-
fectively utilized to quickly estimate the approximate location of a target, which enables
the potential implementation of the Rol method. The Rol technique reduces computational
load by focusing only on cropped regions of the image that contain relevant target informa-

tion, thereby decreasing the size of the area that needs to be processed.
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Figure 4.5: Wrist-Based Region of Interest: We identify potential hand contour boundaries (x5,
and x,,4,) With spacing above a threshold to locate the wrist and define the Rol. (a) Search begins
from the bottom row, initializing boundaries at image edges. (b) Identify larger x,,;,s and smaller
TmazS- (€) The wrist corresponds to maximum ,,;,;, and minimum ,,4,. (d) When x,,,;,, decreases
and x4, increases, the previous minimal spacing position indicates the wrist. (e)(f) The Rol is
selected based on wrist y-coordinate and boundary values.

There are various approaches to select Rol. For example, predefining multiple candi-
date regions and, during data input, counting the number of events within each region to
select the one with the highest event density as Rol [46]. Our method is inspired by the
anatomical observation that the wrist is the narrowest part between the human arm and

hand. Figure 4.5 demonstrates our Rol method. We perform a simple line-by-line upward
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scan of the event data from the bottom, identifying the row where the difference between
the maximum and minimum x-coordinates of the events is minimized. This row is consid-
ered to correspond to the wrist position, which is then used to define Rol. We set the Rol
size to 160x160 based on our observation, which is sufficient to cover the hands under most
conditions. By applying Rol, we reduce the computational load at the cost of an acceptable

performance decrease, as shown in chapter 5.

4.2.3 Multi-Task Learning

In order to improve the accuracy, we attempt to design a multi-task learning architecture.
We find that the characteristic of event data to disregard hand details while preserving
contour information makes it particularly well-suited for computing hand centroid, stan-
dard deviation, feature ellipses, and other statistical descriptors. While applying the Rol
method, we identify the hand region, where the calculation of parameters such as the mean,
variance, and characteristic ellipse of the hand-related event distribution becomes compu-
tationally convenient. These parameters are closely correlated with the 3D spatial position
of the hand. Based on this observation, we introduce an additional output head at an in-
termediate layer of the backbone model, using these parameters as labels. This auxiliary
task encourages the lower and intermediate layers of the model to learn more meaningful
features. As a result, it improves the performance of our approach. Furthermore, since
the auxiliary branch can be removed during inference, it introduces no additional compu-
tational overhead at deployment.

The labels and outputs of the auxiliary task have seven dimensions, including the nor-
malized values of the following information: the mean and standard deviation of event
coordinates along the = and y axes, the two eigenvalues, and the orientation angle of the

characteristic ellipse of the event distribution.
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4.3 Loss

The total loss consists of the main and the auxiliary task loss. To prevent the auxiliary task

from excessively interfering with the optimization direction, we reduce its weight to 0.5.

Losstotar = L0SSprain + 0.5 X L0SS Ays “4.2)

4.3.1 Main Task Loss

We compute separate loss terms for each of the three components in the main task, MANO,
translation, and rotation mentioned in subsection 4.2.1, and assign different weights to them
when aggregating the overall main task loss. In determining the weights w, we consider
both maintaining comparable magnitudes across the three loss components and accounting
for their varying contributions to overall performance. Based on experimental results, we

adopt the following weighting scheme:

(lMANO x 6 % WMANO + lTrans X 3 X WTrans + lRot X 3 % wRot)
12

LosSyrain = 4.3)

where WMANO = 10, WTrans — 10000,wR0t = 20.

4.3.2 Auxiliary Task Loss

For the auxiliary task, we computed the total mean squared error of all seven components,
the mean and standard deviation of event coordinates along the x and y axes, the two
eigenvalues, and the orientation angle of the characteristic ellipse of the event distribution,

as mentioned in subsection 4.2.3, without assigning different weights to each component.
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CHAPTER §
EXPERIMENTAL RESULTS

We conduct experiments on real-world event-based hand data to evaluate the effectiveness
of our proposed method, including both necessity verification against prior state-of-the-art

works and ablation analyses to examine the importance of our approach components.

5.1 Training Settings

We train our models with PyTorch Lightning [47] on a single NVIDIA RTX 3090 GPU.

We set the random seed to 42, the batch size to 32, and the training epochs to 20.

5.2 [Evaluation Metrics

o @ Ground Truth
'S @ Prediction

Figure 5.1: 2D Evaluation

5.2.1 2D Metric

The PCK metric, referring to the root-aligned percentage of correct keypoints, is usually
adopted in hand tracking works [28]. To make the 2D-PCK, which includes no explicit
depth information, more comparable, V. Rudnev et al. [17] proposed 2D-PCKp, the 2D-

PCK normalized by the palm length, and 2D-AUCp, the corresponding area under the
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curve. According to this metric, the predicted results from the neural network models
are fed into the software evsim [17] to calculate the 3D hand joints based on the MANO
model [24], which are then projected onto the 2D image plane to compute the 2D-PCKp.

Figure 5.1 compares the predictions against the ground truth labels using this metric.

5.2.2 3D Metric

3D coordinates transformed from predicted outputs via the evsim software can be directly
compared with 3D ground-truth labels to compute 3D-PCK and 3D-AUC. However, due to
the inherent difficulties in obtaining 3D annotations for real-world data, our evaluation of

this metric is limited to synthetic datasets.

5.3 Comparison with Prior Works

Table 5.1 presents a comparison between our method and other works. The EventHands
model [17], primarily trained on third-person right-hand data, achieves a 2D-AUCp of 0.77.
This is considered the state-of-the-art performance for event-based hand tracking under this
metric. However, when applied to our task, which basically involves first-person perspec-
tive right-hand data, its performance drops significantly, yielding a 2D-AUCp of only 0.12.
This highlights the necessity of our proposed approach. For a fair comparison, we also
train and evaluate a model using ResNet-18 as the backbone, as adopted by EventHands,
and achieve a 2D-AUCp of 0.77. This suggests that the difficulty level of our task is com-
parable to that of EventHands. Our proposed method achieves a 2D-AUCp of 0.84 on this
task, surpassing the performance of previous approaches. Furthermore, our model exhibits
a 90% reduction in parameter count and an 89% reduction in computational cost compared

to prior work, demonstrating a previously unseen potential for lightweight scenarios.

20



Table 5.1: Comparison with SOTA

Method Task 2D-AUCp 1 Params | FLOPs |
EventHands Hand Tracking 0.77 11.2M 1.648 G
EventHands FPP Hand Tracking 0.11 11.2M 1.648 G
Retrained ResNet-18 FPP Hand Tracking 0.77 11.2M 1.648 G
Ours FPP Hand Tracking 0.85 1.1M 0.185 G

5.4 Ablation Studies

5.4.1 Backbones

Previous research has compared the performance of various general-purpose models for
event-based hand tracking. However, their substantial parameter counts render them un-
suitable for resource-constrained lightweight systems. A lot of lightweight models have
been proposed and validated for edge device deployment, and we specifically select Shuf-
fleNet V2 [44], MobileNet V3 [45], and MobileViT V2 [42] for comparative experiments,
where we ensure their parameter counts are at a consistent level for fair comparison. Their
performance, parameter counts, and computational loads are detailed in Table 5.2. These
results are obtained based on original image inputs without auxiliary task branches.

Ultimately, we chose MobileViT V2 as the backbone for our proposed method. Mo-
bileViT V2 benefits from the superior performance of the ViT architecture, while its com-
putational load is optimized through the integration of the linear attention mechanism and
is considerably lower than that of general-purpose models like ResNet. Although the com-
putational demand of MobileViT V2 is not the lowest among all the lightweight models we
evaluated, our Rol method effectively mitigates this drawback.

It is worth mentioning that due to non-negligible variations in the parameter counts of
the officially released version of the selected lightweight models, we prune them to the
same to ensure a fair comparison. Subsequent experiments are conducted using the official

0.5x parameter version of MobileViT V2 to ensure optimal performance.
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Table 5.2: Comparison among Backbones

Backbone 2D-AUCp 1+ Params | FLOPs |

ResNet-18 0.77 11.2M 1.648 G
ShuffleNet V2 0.78 0.1 M 0.025G
MobileNet V3 0.76 0.1 M 0.011 G
MovileViT V2 0.80 0.1 M 0.023 G

5.4.2 Architectures

While the SiLLU activation function in MobileViT V2 offers advantages such as smooth-
ness and non-monotonicity, its implementation on hardware (e.g. Field-Programmable
Gate Array (FPGA) or Application-Specific Integrated Circuit (ASIC)) presents significant
challenges [48, 49]. Given this consideration, and acknowledging that event images are
inherently simpler than RGB images, we replace all activation functions within MobileViT
V2 with the comparatively simpler ReLU. Comparative experiments confirmed that this
substitution results in negligible performance loss.

Another computationally intensive component is the softmax function. To accommo-
date lightweight systems, we replace the original softmax function with a Taylor series
expansion approximation. Comparative experiments demonstrated that this modification

introduced no discernible performance loss on our specific task.

5.4.3 Event Representations

Our event representation builds upon LNES by incorporating efficiency optimizations. We
represent events of different polarities within a single channel, and terminate the stacking
process prematurely once the event count exceeds a defined threshold. Comparative exper-
iments demonstrate that these modifications not only achieve the anticipated reduction in

computational load but also result in no performance degradation.
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5.4.4 Rol and Multi-Task Learning

Comparative experiment, based on the 0.5x version of MobileViT V2, reveals that the
Rol method indeed yields computational optimizations of over 40%, with an ignorable
reduction in performance, as shown in Table 5.3.

Furthermore, our experiments confirmed that placing the auxiliary task’s fully con-
nected layer after a middle layer of the model results in the highest performance improve-
ment. The experimental results are presented in Table 5.3. We disregard the parameter
and computational loads associated with the auxiliary tasks in our multi-task architecture

design, as their corresponding branches will be pruned in the inference stage.

Table 5.3: Comparison for Rol and Multi-Task Learning

Rol Aux Task 2D-AUCp 1T FLOPs |

No No 0.85 0322 G
Yes No 0.84 0.185 G
No Yes 0.87 0.322 G
Yes Yes 0.85 0.185 G
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CHAPTER 6
CONCLUSION

This thesis presents an efficient lightweight framework for real-time 3D hand tracking from
an first-person perspective using event cameras. Our proposed method addresses the lim-
itations of low temporal resolution and high cost of existing RGB-based and event-based
approaches by leveraging the unique properties of event-based vision.

The key technical contributions include an optimized event representation with adaptive
accumulation, a single-channel representation strategy, an Rol technique, and a multi-task
learning framework that leverages event coordinate statistics. We introduce the first event-
based hand tracking dataset specifically designed for first-person perspective, comprising
720,000 milliseconds of synthetic training data and 60,000 milliseconds of real-world eval-
uation data. Our ablation studies validate the effectiveness of each component, demonstrat-
ing that our approach balances accuracy and efficiency.

Our solution achieves better performance with a 2D-AUCp of 0.84, outperforming
SOTA approaches while reducing model parameters by over 10-fold (from 11.2 M to
1.1 M) and decreasing computational costs by nearly 90% (from 1.648 GFLOPs to 0.185
GFLOPs). This framework enables practical deployment of hand tracking in AR/VR ap-
plications where first-person hand interaction is crucial. By processing event data at 1 kHz
with minimal computational requirements, this work opens new possibilities for ubiquitous
real-time hand tracking technology on edge devices.

Future work may explore model quantization and FPGA deployment with acceleration
designs to further enhance efficiency, adoption of bio-inspired spiking neural network mod-
els that naturally align with event-based data processing, and improvement of robustness
and adaptability in challenging scenarios including occlusion and dynamic environments.

Our publicly available method and dataset will facilitate continued research.
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