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Abstract

Background: As digital transformation accelerates and supply chains grow increasingly complex and
interdependent, organizations are becoming more vulnerable to cyber threats introduced through suppli-
ers. Despite the existence of various standards and frameworks from institutions like NIST and ISO, the
Cyber Supply Chain Risk Management (C-SCRM) landscape remains fragmented and difficult to navi-
gate, particularly for small and mid-sized enterprises facing a knowledge shortage in this domain. The
growing regulatory demands, such as those posed by the EU’s NIS2 Directive, add further pressure on
organizations to implement comprehensive risk management strategies. However, the lack of accessible
and actionable implementation guidance hampers effective adoption in these types of organizations.

Aim: This research aims to develop a practical and accessible best practices implementation guideline
for Cyber Supply Chain Risk Management (C-SCRM). The guideline is designed to consolidate existing
academic insights, industry standards, and expert perspectives into a coherent step-by-step approach
that supports organizations, especially those with limited cybersecurity expertise, in enhancing their
supply chain security. A key objective is to evaluate the extent to which this guideline aligns with and
supports compliance with NIS2 Article 21.2.d.

Method: The research follows a three-cycle methodology. First, a comprehensive literature review is
conducted, encompassing both academic and industry sources, to extract current C-SCRM methods,
challenges, and risk factors. Second, semi-structured expert interviews are held with cybersecurity pro-
fessionals to validate and refine the proposed best practices. These insights are analyzed using grounded
theory to ensure robustness. Finally, the resulting implementation guideline is evaluated against the
requirements of the NIS2 Directive to determine its regulatory alignment and practical applicability.

Results: The study produced a consolidated best-practice implementation guideline for Cyber Supply
Chain Risk Management. This guideline comprises a structured set of practices organized into four the-
matic areas (governance, procedures, monitoring, and risk management) and was refined through expert
feedback. The expert evaluation of the guideline indicated strong clarity, feasibility, and acceptability,
suggesting that it effectively addresses major gaps in existing C-SCRM frameworks. When benchmarked
against the EU NIS2 Directive, the guideline was found to cover all key requirements of Article 21.2(d),
demonstrating that it not only aligns with regulatory obligations but also provides actionable steps for
compliance. Overall, the results confirm that the guideline can substantially lower the practical barriers
for organizations (especially those with limited cybersecurity resources) to improve their supply chain
cyber risk posture.

Conclusion: The research concludes that C-SCRM challenges can be confronted by bridging disparate
best practices into a unified, actionable framework aligned with regulatory mandates. By synthesizing
academic insights, industry standards, and expert knowledge, the thesis delivers a practical roadmap
that enables organizations to enhance supply chain cybersecurity and meet NIS2 requirements in tandem.
This best-practice approach effectively translates high-level recommendations into operational guidance,
empowering even smaller enterprises to proactively manage cyber risks in their supply chain. In summary,
the developed guideline serves as a relevant and valuable tool that supports regulatory compliance and
strengthens overall cyber resilience in an increasingly interconnected supply chain environment.
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Chapter 1

Introduction

In this chapter, we will provide an overview of the key elements that form the foundation of this thesis.
First, the problem statement paints a picture of the current issues and challenges in cyber supply chain
risk management that this research aims to address. The research objective details the goal and aim
of the study. Next, research questions are provided that structure the research process. The research
scope section defines the boundaries and limitations of the study after which the structure of the thesis
is outlined.

1.1 Problem statement
The importance of Information Technology (IT) infrastructure has grown over the years. With this, the
significance of cybersecurity expanded into Operational Technology (OT) infrastructure [37]. Industry
4.0 is characterized by the integration of digital technologies with industrial and operational processes,
an even further convergence of IT and OT [48]. These technologies are frequently supplied by third
parties. This results in a cyber supply chain that provides a rise in operational capabilities while the
organization becomes more reliant on technology from outside. Thus, organizations are exposed to new
cyber threats increasing the need for adequate cybersecurity measures in this new environment [51, 55].

In 2022, the growth rate of the cybersecurity economy was double that of the global economy [35]. “In
2023 it grew four times faster” [31]. However, this fast growth has caused a growing cyber inequity
between organizations, specifically smaller organizations are becoming less resilient [31, 32]. This is in
part due to an increasing shortage of cyber skills and talents [31, 32]. This inequity, talent shortage,
and proliferation of various regulations pose problems for organizations to maintain compliance and
security [32]. This underscores the need to establish supportive measures to help organizations navigate
compliance challenges and enhance their security posture.

This necessity has also been highlighted by recent attacks focused on the ever-growing supply chain [74,
7]. These attacks utilize a single point of entry in one of the nodes of a supply chain to access the
data and systems of multiple organizations connected to it. Having a severe impact on, inter alia:
significant financial losses, erosion of consumer trust, and, in some cases, critical disruptions to national
infrastructure [3, 7]. In response to this growing risk landscape, legislative bodies try to create a unified
security culture across sectors and increase international preparedness [21, 42].

The Network and Information Systems Directive 2 (NIS2) is one of the efforts of the EU to improve
this overall cybersecurity posture [20]. NIS2 article 21.2.d explicitly requires entities to manage the
risks in their supply chain security. However, some criticism has been raised regarding the practical
implementation of these requirements [75, 76, 68]. For example, the broad definition of critical sectors
within NIS2 may dilute the focus and effectiveness of cybersecurity measures [76]. Additionally, the
directive’s broad scope can present unique compliance challenges for organizations facing situations not
adequately addressed by the NIS2 legal framework [75]. This underscores the need for organizations to
adopt measures independent of legislative requirements to ensure a secure supply chain [76, 68].

Due to the multi-disciplinary nature of Supply Chain Risk Management (SCRM), academia has taken
the time to recognize the problems of maintaining a secure supply chain, as they do not clearly belong to
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any particular specialty [51]. Industry standards are developed as a form of self-regulation within sectors
and to support organizations with regulatory compliance. Renowned institutes such as International Or-
ganization for Standardization (ISO) and National Institute of Standards and Technology (NIST) have
created highly regarded [61, 75, 9] resources on the subjects of information security management and sup-
plier relationships [45, 12, 13]. However, the creation of various methods and resources across industries
and institutions has led to a scattered landscape of best practices, standards, and methodologies. This
proliferation of complex and extensive documents poses a significant challenge for most companies to
comprehend and implement effectively, particularly smaller organizations that face a shortage of skilled
personnel [32].

Taking all this into account, organizations are confronted with an expanding attack surface, a shortage of
cybersecurity skills, and a fragmented landscape of methods. Consequently, they face an increasing array
of risks, while the available mitigation strategies demand a level of expertise that many organizations
lack. This situation makes it challenging for these organizations to develop customized plans with the
necessary measures to protect their supply chains. Currently, there is no widely adopted implementation
guideline that reduces the entry barrier to protect supply chains through mitigation strategies and assists
organizations in establishing an effective Cyber Supply Chain Risk Management (C-SCRM) function.

1.2 Research objective
This thesis creates a guideline for the implementation of best practices in Cyber Supply Chain Risk
Management (C-SCRM). This is done by exploring previous academic and industry work and combining
them with expert opinions. We evaluate the resulting C-SCRM best practices implementation guideline
against the NIS2 requirements on C-SCRM and measure the relationship between both documents.
Through this, we determine whether our proposed guideline achieves NIS2 compliance with Article
21.2.d or, conversely, addresses additional areas to mitigate the emergence of supply chain cybersecurity
issues.

This research provides a clear overview of best practices for C-SCRM, presented through an implemen-
tation guideline. The guideline is designed to lower the expertise required to establish and operate a
C-SCRM capability within an organization. This research makes C-SCRM more accessible by offering
actionable strategies that enable organizations to enhance their cyber supply chain risk management and
address potential vulnerabilities. In doing so, it contributes to the global effort to raise cybersecurity
standards across supply chains.

1.3 Research questions
A set of cybersecurity best practices is needed in the C-SCRM domain. This paper has the main goal
of proposing such a set of methods in the format of an implementation guideline. This guideline will be
the result of the following main research question.

RQ How to confront the challenges in Cyber Supply Chain Risk Management in accordance with NIS2
article 21.2.d?

To define an extensive and novel answer to the main research question, the question is divided into a set
of sub-questions. Each accounts for a different part of our research problem. Every sub-question answers
a step in the process to provide the answer to the main research question with a substantial theoretical
base. The identified set of sub-questions is the following:

SQ1 How are C-SCRM methods represented in academic and industry literature?

SQ2 What are the practical limitations of the available C-SCRM methods in literature?

SQ3 How can best practices for C-SCRM be shaped into an implementation guideline?

SQ4 How does our proposed implementation guideline relate to NIS2 article 21.2.d?

The separated method landscape for supply chain risk management needs to be reconciled and harmo-
nized to develop a cohesive and integrated approach that addresses the complexities of cybersecurity
in the supply chain. This will be achieved by answering SQ1. This harmonized view will be evaluated
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through SQ2 in the form of interviews. In SQ3 we will shape the resulting data into a robust imple-
mentation guide for C-SCRM. Through SQ4, we will evaluate our proposed C-SCRM best practices
implementation guideline against the requirements of NIS2 article 21.2.d to see how these documents
relate to each other in their goal of ensuring cybersecurity in supply chains.

1.4 Research scope
This research is carried out as part of a thesis internship at KPMG NL, more specifically the Strategy
& Risk team of the Cyber & Techlaw department. The study is carried out over a 6 month period and
focuses on developing a practical implementation guideline for Cyber Supply Chain Risk Management,
with particular attention to its alignment with the requirements of the European Union’s NIS2 Directive,
specifically Article 21.2.d.

The scope of the research is both conceptual and applied. Conceptually, the study encompasses the iden-
tification and synthesis of best practices in C-SCRM through an extensive review of academic literature
and industry standards. This includes the analysis of widely recognized frameworks and publications
from international institutions.

From a practical applied perspective, the research validates and enriches these practices through a
series of semi-structured interviews with cybersecurity professionals affiliated with KPMG’s global expert
network. The emphasis lies particularly on making C-SCRM more accessible to small and mid-sized
organizations, which often face challenges in implementation due to limited resources, expertise, or
organizational maturity [32].

Certain boundaries are defined to ensure the feasibility of the research. The study is limited to the
domain of cyber risk within the context of supply chains and does not consider broader operational,
financial, or geopolitical supply chain risks.

The outcome of this research is a structured and actionable implementation guideline intended to serve
as an accessible resource for organizations anticipating emerging regulatory requirements and seeking to
enhance their supply chain cybersecurity posture. While the study draws on expert knowledge primarily
from the KPMG network, the proposed practices are intended to be generalizable across sectors and
organizational types.

1.5 Structure
This thesis is structured into seven chapters, each addressing a distinct component of the research process
and collectively contributing to the central research question: How to confront the challenges in Cyber
Supply Chain Risk Management in accordance with NIS2 Article 21.2.d?

• Chapter 1 - Introduction: This chapter provides the foundation of the research by outlining
the problem statement, research objectives, and research questions. It also delineates the scope of
the study and introduces the overall structure of the thesis.

• Chapter 2 - Method: The methodological framework adopted in this research is explained
in detail. The chapter describes the three-cycle research design: exploration, confirmation, and
evaluation, and discusses the specific methods employed, including the literature review, expert
interviews, grounded theory analysis, and the comparative mapping to the NIS2 Directive.

• Chapter 3 - Literature review: This chapter presents the theoretical grounding for the study.
It synthesizes relevant academic literature and industry resources to define key concepts, identify
current challenges and risks in C-SCRM, and review existing mitigation approaches. The insights
from this review form the basis for the initial formulation of best practices.

• Chapter 4 - Best practice implementation guideline: This chapter introduces the final
implementation guideline, structured around a series of actionable best practices. Each practice is
described in terms of its objective, applicability, implementation considerations, and contribution
to improving supply chain cybersecurity.

• Chapter 5 - Interview results: The findings from semi-structured expert interviews are pre-
sented and analyzed. This chapter explores practitioners’ perspectives on the practical challenges
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and limitations of existing C-SCRM methods and presents expert feedback on the draft guideline
captured via the FACE framework.

• Chapter 6 - Discussion: The research findings are critically evaluated in this chapter. It com-
pares academic and industry insights, reflects on the strengths and limitations of the proposed
guideline, and assesses the degree to which it aligns with the requirements of NIS2 Article 21.2.d.

• Chapter 7 - Conclusions: The concluding chapter summarizes the main findings, answers the
research questions, and highlights the academic and practical contributions of the study. It also
outlines recommendations for future research to focus on further evaluating the implementation
guideline in diverse organizational settings, assessing its real-world impact, and exploring ways to
enhance its accessibility, stakeholder alignment, and regulatory integration.
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Chapter 2

Methodology

This research consists of three cycles that involve separate research methods as indicated in Figure 2.1.
During the first cycle, Exploration, a literature review is conducted to establish a theoretical foundation
in the domain of C-SCRM. Through this analysis we gather data that is used to answer sub-question
1 (SQ1). Based on the literature, we draft our initial set of best practices. The second cycle, Confir-
mation, will primarily consist of expert interviews. On the one hand, the interviews are used to gain
additional insight into the challenges and barriers in the security of supply chains, making this cycle
partly exploratory. On the other hand, the interviews validate our findings from cycle one, making
it confirmatory in nature. This approach is used to identify any limitations of the C-SCRM methods
identified in the Exploration cycle to answer SQ3. With the data from these two cycles we form our
final best practices implementation guideline. The last cycle, Evaluation, consists of an evaluation phase
where the proposed guideline is evaluated against the requirements of NIS2. This chapter discusses the
different methods utilized in these three cycles.

Cycle 1: Exploration Cycle 2: Confirmation Cycle 3: Evaluation

Description Establishes the theoretical foundation by 
reviewing academic and industry literature.

Validates and enriches initial findings through 
expert interviews

Assesses the guideline’s alignment with NIS2 
regulatory requirements

Research 
products 

• Categorized findings on C-SCRM from 
academic literature

• Overview of provided guidance from industry 
resources

• Initial best practices implementation guideline

• Contextual challenges and implementation 
barriers

•  Final best practices implementation guideline

• NIS2 mapping document

Research 
methods

• Literature review • Semi-structured interviews

• Grounded theory analysis

• Comparative mapping

• Gap analysis

Research 
question 
answered

•  SQ1: How are C-SCRM methods 
represented in academic and industry 
literature?

• SQ2: What are the practical limitations of the 
available C-SCRM methods in literature?

• SQ3: How can best practices for C-SCRM be 
shaped into an implementation guideline?

• SQ4: How does our proposed implementation 
guideline relate to NIS2 Article 21.2.d?

Main RQ: How to confront the challenges in Cyber Supply Chain Risk Management in accordance with NIS2 Article 21.2.d? 

Figure 2.1: Overview of our research cycles, outlining the delivered research products, used methods,
and answered research questions per cycle.

2.1 Literature review
This section outlines the process followed for our literature review.
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2.1.1 Academic literature selection
Academic articles used in the literature review were sourced using a combination of Google Scholar search
engine, Consensus search engine [22], and Research Rabbit [65].

For the purpose of this research, the criteria for including an academic article in the literature review
are the following:

• The main theme of the work is either SCRM, Third-party risk management or C-SCRM.

• The work identifies a set of C-SCRM challenges, risks, sources of risk, measures, or concepts.

• The work is published in English.

The Google Scholar search engine is used to find an initial set of articles. Google Scholar was selected
for its broad coverage of scholarly literature across disciplines, making it a reliable starting point for
identifying foundational works. Keywords and key phrases were used to filter through the vast number
of records available through the search engine. The search queries incorporated keywords and key phrases
such as Supply Chain Risk Management, Supply Chain, Cybersecurity, SCRM, C-SCRM, TPRM, Third-
Party, Third-Party Risk Management and Cyber Supply Chain Risk Management. This list of keywords
and key phrases is used to incorporate relevant articles utilizing different variations of terminologies.

Additionally, works are elicited through the Consensus search engine [22]. Consensus was used to sup-
plement the set found through Google Scholar by leveraging its natural language processing to identify
highly relevant peer-reviewed articles within the C-SCRM domain, some of which were not easily dis-
coverable through keyword-based searches alone. This is done using the following prompts:

• “Please give sources for a literature review of works discussing methods for cyber supply chain risk
management.”

• “What are successful methods for cyber supply chain risk management?”

Because of incidental hallucinations and the inconsistent nature of AI tools we execute these prompts
three times within the Consensus search engine to ensure minimal deviation between answers is given.

The articles aggregated from these two sources are then added to the Research Rabbit platform [65].
Research Rabbit is used to keep track of all aggregated articles. Additionally, it is used to identify con-
nected papers through visual mapping of citations, employing both forward and backward snowballing
techniques. This provides an intuitive process for discovering new relevant articles and visualizing con-
nections between the works included in our literature review.

Using a combination of these tools makes the selection of a complete set of articles fit for comprehensive
literature review more intuitive, and efficient.
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(a) Network representation of articles included in our
literature review, generated by Research Rabbit [65].

(b) Keyword visualization of cyber supply chain risk
management literature, generated with Flourish [30].

Figure 2.2: Data visualization of the set of 20 articles comprising our literature review

From these sources, 20 resulting articles are used in our literature review. These articles, dating back
to 2014, are displayed in Table 2.1. Figure 2.2a was generated using Research Rabbit [65] and shows
our selection of articles and their relationships with each other. The lines in the figure represent citation
links, where one paper references another. Bigger nodes indicate publications that reference more papers
or are cited by more papers within our selection. The citation-network displayed by Figure 2.2a shows
strong interconnection within our selection, with the exception of three outlier articles, Collier and Sarkis
[19], Redondo et al. [66], and Estay and Khan [26], which do not have any citation links to the other
papers in our dataset.

Figure 2.2b shows the visualization of the author-supplied keywords indicated in our selection of articles.
The figure is generated by aggregating all keywords indicated per article, standardizing variations of the
same keyword (e.g., ’cyber-risk’ and ’cyber risk’), counting the occurrences of each keyword, and then
visualizing the data as a packed circles hierarchy map using the online tool Flourish [30]. The size of a
dot in the figure increases with the occurrence of the associated keyword. In total, our selection of 20
articles features 39 keywords, of which 26 remain after standardizing, which are displayed in Figure 2.2b.
This overview shows that most articles take a risk-focused approach with 7 unique keywords featuring
the word risk.

These metrics show the interconnected nature of the selected literature and the dominant themes within
our review. The strong citation relationships among most papers indicate a cohesive body of research,
highlighting the relevance of our selection. Additionally, the keyword analysis shows a dominant emphasis
on risk-related topics, suggesting that risk assessment and mitigation are central concerns in the analyzed
articles.
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Article Year Author Title
1 2019 Colicchia et al. [18] Managing cyber and information risks in supply

chains: insights from an exploratory analysis
2 2019 Ghadge et al. [36] Managing cyber risk in supply chains: A review and

research agenda
3 2019 Zheng and Albert [82] A robust approach for mitigating risks in cyber sup-

ply chains
4 2023 Alanazi and Solangi [5] Cyber Supply Chain Risk Management: A Concep-

tual Model
5 2019 Redondo et al. [66] Assessing Supply Chain Cyber Risks

6 2016 Windelberg [79] Objectives for managing cyber supply chain risk

7 2016 Estay and Khan [26] Control structures in supply chains as a way to man-
age unpredictable cyber-risks

8 2014 Boyson [15] Cyber supply chain risk management: Revolutioniz-
ing the strategic control of critical IT systems

9 2022 Creazza et al. [23] Who cares? Supply chain managers’ perceptions re-
garding cyber supply chain risk management in the
digital transformation era

10 2022 Gani et al. [34] Interplay between cyber supply chain risk manage-
ment practices and cyber security performance

11 2024 Jazairy et al. [47] Cyber risk management strategies and integration:
toward supply chain cyber resilience and robustness

12 2021 Collier and Sarkis [19] The zero trust supply chain: Managing supply chain
risk in the absence of trust

13 2020 Pandey et al. [58] Cyber security risks in globalized supply chains: con-
ceptual framework

14 2021 Eggers [25] A novel approach for analyzing the nuclear supply
chain cyber-attack surface

15 2024 Abrahams et al. [1] Reviewing third-party risk management: best prac-
tices in accounting and cybersecurity for superannu-
ation organizations

16 2023 Hammi et al. [41] Security threats, countermeasures, and challenges of
digital supply chains

17 2015 Sindhuja and Kunnathur [69] Information security in supply chains: A manage-
ment control perspective

18 2024 Adenekan et al. [3] Strategies for protecting IT supply chains against cy-
bersecurity threats

19 2021 Cheung et al. [17] Cybersecurity in logistics and supply chain manage-
ment: An overview and future research directions

20 2020 Sobb et al. [70] Supply chain 4.0: A survey of cyber security chal-
lenges, solutions and future directions

Table 2.1: The selection of academic articles adopted in our literature review, ordered by discovery and
inclusion during the research process.

2.1.2 Academic literature analysis
From the corpus of literature collected, we extracted insights within the categories of identified C-SCRM
challenges, risks, sources of risks, and measures. We chose these categories because they encompass the
critical dimensions necessary for a comprehensive understanding of C-SCRM. By examining challenges,
we identify the obstacles that organizations face in implementing effective C-SCRM strategies. This
analysis helps to pinpoint specific areas where improvements are needed and provides a foundation for
developing targeted strategies. Investigating risks allows for a deeper understanding of potential threats
and vulnerabilities within the supply chain. This category is crucial because it highlights the various ways
in which supply chains can be compromised. Analyzing sources of risks helps to understand the origins
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of these threats. By identifying the driving forces, it is possible to develop more effective prevention and
mitigation strategies. By collecting insights in these categories, we can shape our guideline to address the
multifaceted nature of C-SCRM. This comprehensive approach ensures that our guideline is well-rounded
and grounded in academic research.

Insights are gathered by first collecting data on each of the categories per research article. Appendix C
shows the raw data gathered from each paper, outlining the challenges, risks, sources of risks, and
measures mentioned in each of the analyzed articles. This data is then consolidated into themes and
sub-themes per category by eliminating synonymous terms and concepts and creating broader themes
where needed. Due to varying levels of detail used in the literature per identified theme, some themes
feature sub-themes, while some do not. By maintaining a theme and sub-theme structure we aim
to provide a more structured analysis and reporting methodology. Section 3.2 discusses each of the
four categories, their (sub-)themes and the specific insights gathered from each of the articles within
these (sub-)themes. This overview gives us a broader understanding of academic perspectives on the
current state of C-SCRM. Through this we can substantiate the recommendations in our best practices
implementation guideline with academic data. Section 2.3 further discusses how the insights gathered
from this analysis are processed into our best practices implementation guideline.

2.1.3 Industry resource analysis
Organizations such as NIST and ISO have produced several industry resources and standards that cover
a wide variety of aspects of C-SCRM. Industry standards are tools that can enable the achievement of nu-
merous benefits across various sectors by facilitating knowledge exchange, improving process integration,
and enhancing collaboration [81, 6, 73, 29].

We identified a set of industry resources that include procedures, implementation guidance, standards,
and recommendations in the domain of C-SCRM. The works of Boyens et al. [12] and Bartol [9] already
analyzed available C-SCRM resources and outline a set of reputable sources. From these we selected
resources that offer general C-SCRM requirements or foundational security practices. By studying these
works, we can supplement the insights gathered from the academic literature to further substantiate our
best-practices implementation guideline.

The industry resources adopted in this research emanate from three different institutes:

• International Organization for Standardization (ISO)

• National Institute of Standards and Technology (NIST)

• European Supervisory Authorities (ESAs)

Section 3.3 offers an in-depth overview of each industry resource utilized, highlighting the background and
unique insights provided by each source. It concludes with a comprehensive mapping of these resources
to the specific best practices that form our implementation guideline, detailing the origins of the insights
that support our guideline. Section 2.3 gives a more detailed explanation on how these resources are
reshaped into our final guideline.

Table 2.2 shows the list of industry resources included in our literature review along with the following
information for each resource [12]:

• Scope: specific sector of the acquirer or a type of supplier that is being sought

• Audience: whether the resource speaks to both acquirers and suppliers

• Context of use: high-level summary of what the resource provides
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Document Scope Audience Context of Use
NISTIR 8276, Key Practices in
Cyber Supply Chain Risk Man-
agement: Observations from In-
dustry

Any Acquirers and
Suppliers

Key practices and recom-
mendations for managing
cyber supply chain risks
across various industries

NIST SP 800-161, Supply Chain
Risk Management Practices for
Federal Information Systems and
Organizations

Federal [USA] in-
formation systems

Acquirers Identifying, assessing, and
mitigating ICT supply
chain risks

ISO/IEC 27002: Code of prac-
tice for information security con-
trols

Any Acquirers and
Suppliers

Guidance for implement-
ing security controls in
support of information se-
curity management sys-
tem in ISO/IEC 27001

2015/2019 Case Studies – NIST
Best Practices in Cyber Supply
Chain Risk Management:

Any Acquirers Industry best practices

DORA RTS 84, Regulatory
Technical Standards on ICT risk
management framework

Financial sector Acquirers Harmonising ICT risk
management tools, meth-
ods, processes, and
policies across the finan-
cial sector

DORA RTS 86, Regulatory
Technical Standards on the pol-
icy on ICT services supporting
critical or important functions
provided by ICT third-party ser-
vice providers

Financial sector Acquirers Governance, risk manage-
ment, and internal control
framework for ICT third-
party service providers

Table 2.2: Overview of the various C-SCRM industry resources included in our literature review. This
overview is largely sourced from Boyens et al. [12] and expanded with data on the DORA RTS documents.

2.2 Best practices format
The goal of this research is to develop a best practices implementation guideline. A universally accepted
method for identifying best practices does not exist, and authors vary in the scope and characteristics
used [60, 16, 80, 38]. Our proposed best practices are established through a combination of literature
review and expert interviews. Herein we follow the approach of Peters and Heron [60] where best practices
are intended to be a useful means of organizing literature to highlight key empirical findings and to outline
practices that are proven effective, valued by the field, or likely to achieve desired outcomes. Peters and
Heron [60] outline criteria for defining best practices in line with this. They emphasize that best practices
ought to be rooted in a robust theoretical foundation through a “Sound Theoretical Base” and “Consensus
with Existing Literature”. We achieve this through our comprehensive literature review. Additionally,
the “Social Validity” criterion stresses the necessity of seeking validation through a representative sample
belonging to the group intended for these best practices. In our research, this is partially attained
through expert interviews that validate our initial findings and provide further insights. Chapter 5 will
discuss potential improvements in this area.

Moreover, Peters and Heron state that best practices should define their “Desired Outcomes Produced”,
making it clear what the goal is of implementing a certain best practice. This means that throughout our
implementation guideline, an explanation is provided for why certain practices should be implemented
and what results could be expected. This is accompanied by a clear description of how to implement
each measure and in what order, providing a well-structured and compelling methodology to apply the
best practices. In the context of this research, this satisfies the criterion of having a “Convincing and
Compelling Methodology and Design” to support the best practices. This approach ensures that our
research results are more than just a checklist [60]. By adhering to the criteria proposed by Peters and
Heron, we ensure that our research results are theoretically sound, clearly defined, and validated by
industry experts, making them robust and reliable.
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Furthermore, the selection of practices as “best” practices should be done through defined criteria [60,
80, 16]. Wu et al. [80] propose a set of values that are valued as being effective in guiding the process of
selecting best practices:

• Replicability: Refers to the need for best practices to be generalizable, applicable to other loca-
tions and conditions, and accompanied with helpful guidelines for others to follow.

• Effectiveness: Practices that are expected to have more effect [compared to other practices] in
minimizing risks in supply chains are a key characteristic in selection.

• Sustainability: The implementation guideline is shaped to make operation possible over a period
of time. Taking into account the financial, social, and political factors determining cybersecurity
policies.

• Innovativeness: The implementation guideline aims to include a novel set of relevant and adapt-
able best practices, avoiding redundancy and promoting creative solutions to emerging challenges.

These values guide our approach of shaping the implementation guideline and selecting practices as
“best” practices. The method used to document best practices should incorporate these values and the
previously mentioned criteria. Whited et al. [78] propose such a documentation method that follows a
structured approach. This method was defined in the context of transportation project management, but
is generalized and applicable to various domains. This structured approach, along with its constituent
elements, supports the adoption of the aforementioned criteria and values, thereby aligning with the
objectives of this research. The following elements are used to organize and document each best practice:

Aspect Description
Title The name of the best practice.
Brief Description A concise summary of the best practice.
Additional Details Information to aid in the implementation of the best practice.
Objective The primary goal or purpose of the best practice.
When to Apply Situations or conditions under which

the best practice should be used.
Cost Implications The financial considerations associated

with implementing the best practice.
Conditions for Successful Application The necessary conditions or prerequisites

for the best practice to be effective.
Cautions Potential risks or issues to be aware of

when applying the best practice

Table 2.3: Elements for best practice definition [78].

Through this approach, best practices form a medium for increasing awareness by effectively translating
research into a form that meets the needs of management and decision-makers [60]. By defining best
practices, attention can be focused on fundamental information that should influence behavior [60].
Identified best practices can highlight the need for system change, financial support, dissemination, and
training [60].

2.3 Best practice implementation guideline development
Converting standalone best practices into an inter-linking and effective implementation guideline in-
volves several key requirements. One critical requirement is implementability, which is essential for
real-world adoption [49, 33]. Research in the domain of clinical practices shows that this involves three
key enablers of implementability: stakeholder involvement, evidence traceability, and feasibility of im-
plementation [49].

In line with this, the proposed guideline explicitly assigns responsibility for implementing specific best
practices or entire sections, thereby embedding accountability into the framework. The recommendations
are grounded in evidence collected from both the literature review and expert interviews, and each
recommendation is clearly mapped back to its evidence base to ensure traceability.
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To ensure feasibility, we adopt implementation-focused design principles recommended by Kastner et al.
[49], including:

• Formulate recommendations in terms of measurable criteria and targets for quality improvement

• Identify costs and resource requirements

• Specify competencies, training, and technical specifications required

Gagliardi and Brouwers [33] states that the developers of guidelines should ensure that they are prac-
tical and applicable in real-world settings. Guidelines should include detailed implementation advice to
enhance the guidelines’ practical application [33]. While our independent best practices are designed to
guide the audience in implementation and decision making, the guideline organizes these practices into a
cohesive process. Each new practice builds upon the previous one, creating an interconnected sequence
from start to finish.

Figure 2.3: Development pipeline of our best practices implementation guideline.

Figure 2.3 provides an overview of the entire development pipeline used in this research to create our
guideline. Our best practice implementation guideline builds on the insights discovered in our literature
review. We start by identifying best practices from industry resources. The NISTIR 8276 [12] is an
influential document in the structuring of this process. The document presents a set of eight C-SCRM
key practices in the form of high-level concepts, combined with a list of 24 recommendations on how
organizations can put the key practices to use. Since NISTIR 8276 [12] only offers high-level guidance for
implementing a C-SCRM function and refers to other resources for guidance on how to further implement
these recommendations, it requires a certain level of knowledge, skills, and resources to create a holistic
approach fit for a specific organization. Implementing advanced tools and technologies at this level
requires expertise that is lacking in a lot of organizations [18, 32].

We create a more holistic approach to C-SCRM by taking the list of 24 recommendations from NISTIR
8276 [12] and directly expanding them with the implementation guidance found in the other industry
resources as outlined in Section 2.1.3. NIST IR 8276 [12] provides a mapping between its 24 recommen-
dations and several industry resources that provide more information on how to implement them. This
mapping features the first three industry resources adopted in our analysis. We expand this mapping
with our own original mapping between the recommendations and specific articles from DORA RTS 84
& 86. From here we start aggregating insights on how to implement these recommendations based on
the industry resources. The complete mapping between the recommendations and industry resources,
along with the specific insights gathered from each industry resource, can be found in Section 3.3.

To convert these data into interlinking best practices that form a complete implementation guideline, we
needed to reformat the recommendations, group them into categories, and order them to provide guidance
on the sequentiality of their implementation. This creates a step-by-step guide on how to establish a C-
SCRM function, in the form of a best practice implementation guideline. To provide traceability on the
transformation process from the 24 recommendation provided by NISTIR 8276 and our final guideline,
Section 6.4 offers a direct mapping between the recommendations and our best practices along with
additional explanation of this process.

This structure is then complemented by the insights gathered from the academic literature as discussed
in Section 3.2. Although, the findings in the categories of challenges, supply chain risks, and sources
of risks are fundamental in understanding the scope of C-SCRM only the data from the category of
measures are directly used in the creation of our best practice implementation guideline since it offers
the methods that can support establishment of a C-SCRM function. Section 6.4 maps measures found
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in our review of the academic literature to the best practices and discusses choices made in this process.
Through this process we combine all resources to arrive at a more accessible format that lowers the level
of expertise needed to tailor its recommendations to an organizations needs. The resulting best practice
implementation guideline is then refined by gathering feedback on the perceived practical implications
of the guideline through the execution of expert interviews.

2.4 Interviews
The findings from our literature research must be validated and supplemented with additional insights
into the challenges and differences in the security of supply chains. To achieve this, understanding
different perspectives, experiences, and beliefs is relevant [24]. This expertise is best acquired through
engagement with industry experts. Given the scarcity of specialists in this area and the need to extract
maximum insight from these experts, we opt to use interviews as the primary method. Interviews are
widely used in exploratory research designs that utilize qualitative methods [24].

2.4.1 Structure
These interviews are used to solicit new approaches for C-SCRM that are not yet covered in the liter-
ature. Simultaneously, expert views are gathered on the data from the literature research as a form of
additional exploration and verification. The interviews are conducted using a semi-structured approach,
ensuring that the questions are supported by the relevant literature. Semi-structured interviews adhere
to set guidelines while allowing flexibility to refine questions or explore new themes as the interview
progresses [2]. This flexibility is valuable when existing questions no longer yield novel insights or when
diving deeper into certain topics.

The interviews are made up of a series of mostly open-ended questions to capture qualitative data.
This type of question facilitates innovative and divergent thinking, which is highly beneficial for both
the validation and the exploration processes [46]. Some inspiration for structuring these questions has
been taken from previous research by Verschuur [77]. The interview questions from this research, which
focused on assessment of IoT-based environments, where adapted to fit the purpose of this research while
building on existing methods from similar research. the complete interview guide used in the interviews
can be found in Appendix B. To identify the overarching patterns within the responses, we use analysis
based on grounded theory [71].

To collect expert insights on the domains of C-SCRM challenges, risks, sources of risks, and measures, as
explored in our review of the academic literature, interview questions were designed to probe participants
on these specific areas. This is done to explore if the expert perspectives align with the patterns observed
in academic literature.

Next, we explore the interviewee’s familiarity with existing guidelines and frameworks related to C-
SCRM, their practical experience in applying these methods, and any specific challenges or gaps they
have encountered. These questions help us understand their personal experience with using existing
guidance materials and, through that lens, identify potential limitations within those materials.

This is followed by a demonstration of the developed implementation guideline. The demonstration
starts with a walkthrough of the 17 actionable titles of the best practices and the visual overview as
presented by Figure 4.1. During this step we refrain from going into detail and discussing the specific
content of each best practice apart from the titles. This initial high-level overview is designed to prevent
information overload and to prompt discussion on the overall structure and approach of the guideline.

Depending on the interviewees domain of expertise and their responses, a subset of best practices is then
explored in greater detail. Due to time constraints and the need to maintain participant engagement,
only a portion of the guideline is reviewed per interview. However, coverage of the entire guideline is
ensured across the full set of interviews by tracking which best practices are discussed in each session.

To complement the qualitative data with quantitative insights, the FACE instrument [63] is used to
evaluate expert perceptions of the guideline. This is a structured evaluation framework that examines
stakeholder responses along five implementation dimensions: Feasibility, Acceptability, Cost, Equity, and
Intent-to-Implement.
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Feasibility assesses whether the proposed guideline can realistically be implemented within existing orga-
nizational structures and resources. Acceptability examines how well the guideline aligns with the values,
needs, and expectations of stakeholder. Cost considers both perceived financial implications and the re-
source burden associated with implementation. Equity evaluates whether the guideline is perceived to
positively improve inclusivity and possible inequality between different stakeholder groups. In the orig-
inal healthcare context of the FACE instrument, this meant to reflect on whether interventions impact
marginalized groups that face structural barriers to health and healthcare and possible exclusion from
the health system. In our use case, this variable serves another function, to measure whether our inter-
viewees perceive the developed guideline to positively impact the growing inequality in cyber-resilience
between larger and smaller companies, as discussed in Section 1.1. Lastly, Intent-to-Implement measures
the likelihood that stakeholders would actually adopt and apply the guideline in practice.

Interviewees are asked to rate the guideline across these dimensions using a standardized set of Likert-
scale questions. This allows for systematic comparison of perceived strengths and implementation barri-
ers. This approach provides a validated and replicable mechanism for gauging stakeholder alignment and
identifying potential contextual challenges to real-world adoption. The original FACE instrument was
developed by the GRADE Working Group, to systematically capture insights from diverse stakeholders
(clinicians, patients, public health workers) to guide the implementation planning of clinical practice
guidelines. This means that the standardized set of Likert-scale questions is formulated in the context
of healthcare. For the purpose of this research we modified these questions to better fit the domain of
C-SCRM. These reformulated questions can be found in Appendix B.

2.4.2 Sample
All interviewees for this research are selected from the global KPMG expert network. Although these
experts have extensive knowledge of C-SCRM across industries and sectors, their shared connection to
KPMG has an impact on the diversity of included environments in terms of type, size, revenue, and
viewpoint. In total, 8 interviews were conducted with professionals holding roles across governance, risk,
compliance, and technical domains. Additionally, there is a variation in years of experience which results
in a differing amount of C-SCRM related projects in which each participant has worked. Table 2.4
presents an overview of the different roles, years of professional experience, subject of education and
countries each interviewee has worked in.

Expert Role Experience Education Country
1 Manager cyber strategy and

risk
7,5 years Management information

security systems
TR/NL

2 Policy officer for Dutch
municipality

7,5 years Business administration NL

3 Information security
specialist for financial

services company

1,5 years Information technology CN/NL

4 Senior associate cyber
security

3 years Cybersecurity US

5 Senior manager cyber
privacy strategy and

governance

9 years Computer science CN/BE

6 Partner cyber strategy and
risk

25 years Computer Science NL

7 OT security and incident
response expert

Confidential Confidential Confidential

8 Technical director EMEA for
IT-services organization

30 years Law DE

Table 2.4: Overview of interview participants. Expert 7 requested to have personal information excluded
from this research.

All interviews were conducted virtually and in English. This has been done due to limited traveling
capabilities and to ease the transcription and coding processes. The average duration of the interview
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was: 80 minutes, ranging between 48 and 121 minutes.

2.4.3 Grounded theory
For the coding process, we use grounded theory [72]. This methodology allows us to interpret the data
from our interviews as objectively as possible. The theory provides clear guidance on how to analyze
and validate interview findings. The grounded theory process consists of the following steps [40]:

1. Identify the substantive area.

2. Collect data pertaining to the substantive area.

3. Open code the data during collection.

4. Write memos throughout the entire process.

5. Conduct selective coding and theoretical sampling.

6. Sort memos to find the theoretical code(s) which best organize the substantive codes.

7. Read the literature and integrate with theory through selective coding.

8. Write up the theory.

Open coding is the practice of identifying the most important concepts discussed in the data. This creates
a list of codes that highlights all relevant topics to discuss in later stages of the research. These codes can
be used to build a robust theory by organizing the findings into a structure of concepts, subcategories,
and categories.

In grounded theory, intermediate labeling is the process of labeling the data from each interview before
the next is executed [10]. The technique extracts valuable insights and concepts after each interview.
This allows for possible modification of the interview questions, allowing for further exploration of topics
that elicited significant interest in prior conversations. Using this technique, we avoid the common
stage in research progression in which the emergence of new properties or connections ceases during
analysis [71]. In contrast, we are able to adapt the structure of subsequent interviews to continue
uncovering new pertinent observations. Theoretical saturation of categories is achieved when existing
labels or properties are continuously observed and the emergence of new ones ceases [72].

2.5 Implementation guideline and NIS2 analysis
In order to see if our developed guideline holds regulatory validity we benchmark it to the Network and
Information Systems Directive 2 (NIS2). NIS2 is the harmonizing legislative instrument for cybersecurity
within the European Union, setting minimum requirements for risk management practices and reporting
obligations across critical and highly critical sectors [20]. Specifically, Article 21(2)(d) mandates that
essential and important entities address supply chain and supplier relationship risks, thereby establishing
a legal expectation for organizations to embed C-SCRM practices into their cybersecurity strategies.

By aligning the guideline with the obligations outlined in NIS2, this thesis ensures that its recommen-
dations are not only practically relevant but also legally grounded within the current EU regulatory
landscape. We chose NIS2 over other legislation for this benchmarking because of its broad scope and
strong relation with supply chain management [76]. Where legislation such as DORA only covers the
financial sector, NIS2 impacts a broader range of organization in differing sectors. Furthermore, DORA
offers explicit implementation guidance through it’s collection of RTS documents while there currently
does not exist specific guidance on how to implement a C-SCRM function aligned with NIS2.

The benchmarking is done by comparing our guideline with the C-SCRM requirements under NIS2.
While Article 21(2)(d) of the NIS2 Directive is the only clause that explicitly mandates the management
of cybersecurity risks in supply chains and supplier relationships, it does not operate in isolation. In
reality, effective C-SCRM is implicit in several other provisions of NIS2, even if not directly named. This
means that to fully evaluate the alignment of our implementation guideline with NIS2, it is necessary to
adopt a broader interpretation of the directive’s requirements for C-SCRM.

Table 2.5 outlines all explicit and implicit C-SCRM obligations we identified throughout the NIS2 di-
rective mapped to the specific articles and recitals relevant to each requirement. We can compare our
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guideline to this overview to benchmark it’s legal position. The results of this benchmarking are presented
in Section 6.3.

The table was created through a close reading and annotation of the NIS2 Directive, particularly Articles
20 to 23 and relevant recitals (e.g., 82–90). Each requirement was extracted by identifying recurring
themes such as vendor risk assessment, contractual control, incident handling, and fourth-party risk.

Where needed, multiple articles and recitals were cross-referenced to fully capture the intent behind
a given requirement. To strengthen validity, these interpretations were reviewed against regulatory
commentary and expert analysis referenced earlier in this thesis (e.g., [75, 76, 68]). As a result, the
table offers a comprehensive and traceable mapping of all explicit and implicit C-SCRM obligations in
NIS2.
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Requirement Explanation NIS2 Directive Reference
Comprehensive
risk assessment

Assess all vendors’
risks, classify by

criticality, and update
regularly.

Art. 21(1) & 21(2)(a): Requires risk analysis and security
policies.

Art. 21(2)(f): Requires procedures to assess effectiveness of risk
measures (continuous re-assessment).

Rec. 85: Emphasizes assessing suppliers’ overall cybersecurity
quality and resilience.

Supply chain
security
policies

Implement security
controls for supplier
relationships, ensure

suppliers meet
cybersecurity
standards.

Art. 21(2)(d): Mandates supply chain security measures for
relationships with direct suppliers/providers.

Art. 21(3): Must consider each supplier’s vulnerabilities and
practices when adopting measures.

Rec. 85: Highlights importance of addressing supply chain risks in
policies.

Incident
reporting &

response

Establish incident
handling for

third-party incidents
and report significant

incidents timely.

Art. 21(2)(b): Requires incident handling processes (covers
third-party incidents affecting the entity).

Art. 23(4): Reporting timeline - 24h initial notification, 72h
report, etc., for significant incidents.

Rec. 85: Notes many incidents originate via third parties
(rationale for strict reporting).

Continuous
monitoring &

evaluation

Ongoing vendor
security monitoring,
periodic audits, and

threat updates.

Art. 21(2)(f): Continuous evaluation of cybersecurity measures
(implies ongoing vendor audits/monitoring).

Art. 21(3): Incorporate new info (e.g. results of EU supply-chain
risk assessments) into risk management.

Rec. 88: Entities should address risks in interactions within their
ecosystem and apply measures when using third-party data/services.

Rec. 89: Calls for entities to evaluate and improve their
cybersecurity capabilities over time.

Documentation
& auditability

Keep records of
C-SCRM activities
and be ready for

compliance audits.

Art. 21(2): Implies documented policies/procedures for risk
management and supplier security.

Art. 32(2)(e) & (g): Authorities can request documented policies
and evidence of cybersecurity measures.

Art. 20(1): Management must approve and can be held liable for
cybersecurity measures.

Contractual
obligations on

suppliers

Include cybersecurity
clauses (compliance,

reporting, audit
rights, termination) in

vendor contracts.

Rec. 85: Encourages integrating cybersecurity risk-management
measures into contracts with suppliers.

Art. 21(2)(d): Supply chain security measure provides legal basis
to enforce security requirements on suppliers.

Art. 21(3): Considering supplier practices may necessitate
contractual access to info about those practices.

Management
responsibility

Executive oversight
and accountability for

third-party
cybersecurity.

Art. 20(1): Management bodies must approve and oversee
risk-management measures (including C-SCRM) and are liable for

non-compliance.
Art. 20(2): Management required to undergo cybersecurity

training.
Rec. 82: Stresses proportional measures based on risk exposure

and impact.
Training &

collaboration
Train staff (and

encourage suppliers)
on cybersecurity;

collaborate on threat
info and best

practices.

Art. 21(2)(g): Requires cyber hygiene and training programs.
Art. 20(2): Mandates training for management and encourages it

for all employees.
Art. 29: Enables cybersecurity information-sharing arrangements.

Rec. 89: Urges regular staff training and awareness.
Rec. 88: Advises securing cooperation with external stakeholders.

Fourth-party
risk

Manage risks posed by
subcontractors and
upstream supply

chain.

Rec. 85: Entities should consider risks from “other levels of
suppliers and service providers.”

Art. 21(2)(d): Indirectly points to assessing the chain of critical
dependency.

Art. 22 & Rec. 90: Coordinated risk assessments identify
deep-tier supply chain risks.

Table 2.5: Overview of NIS2 requirements in the domain of C-SCRM.
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Chapter 3

Literature review

This section displays the necessary theoretical base upon which our best practice implementation guide
is built. By examining previous work originating from both academia and industry, we can formulate a
state-of-the-art set of best practices needed for C-SCRM.

3.1 C-SCRM definitions
Before dissecting the corpus of literature adopted in this research, we determine certain common defini-
tions to increase clarity and consistency. These definitions guide us in better understanding the field of
C-SCRM and the challenges associated with it.

The National Institute of Standards and Technology (NIST) defines the supply chain as a “linked set of
resources and processes between multiple tiers of developers [entities involved in creating or delivering
products and services] that begins with the sourcing of products and services and extends through the
design, development, manufacturing, processing, handling, and delivery of products and services to the
acquirer” [67]. This definition highlights the complex, multi-tiered structure of modern supply chains,
which introduces numerous inter-dependencies and potential points of failure. Similar approaches to this
definition are adopted in academic work published on the subject [17, 36, 3, 1].

Management of the risks arising from this complexity is the relatively new and fast-growing domain of
Supply Chain Risk Management (SCRM) [64]. One common definition of SCRM describes it as: “the
management of risk that implies both strategic and operational horizons for long-term and short-term
assessment. It refers to risks that can modify or prevent part of the movement and/or efficient flow
of information, materials and products between the actors of a supply chain within an organization, or
among actors in a global supply chain (from the supplier’s supplier to the customer’s customer)” [11, 50].
This definition is particularly relevant for understanding the breadth of SCRM. It involves both upstream
and downstream risks and stresses the need for visibility across organizational boundaries. Importantly,
it integrates both operational and strategic concerns, acknowledging that disruptions may stem from
day-to-day inefficiencies or from more structural, long-term vulnerabilities.

Within this broader discipline, Cyber Supply Chain Risk Management (C-SCRM) lies on the intersection
of cybersecurity and SCRM, where cybersecurity risks within the supply chain context are confronted [8].
ICT/OT users depend on a complex, global supply chain ecosystem involving multiple entities and tiers
of outsourcing [56]. This ecosystem includes IT, OT, Communications, IoT, and Industrial IoT, and it
manages the entire lifecycle of products and services [56]. C-SCRM focuses on identifying, assessing, and
mitigating risks in these interconnected supply chains [56]. It covers all stages from design of a product
or service to termination of a supplier relation [56]. The overall goal of C-SCRM is best describes
as: “ensuring the integrity, security, quality, and resilience of the supply chain and its products and
services” [56].

To fully understand this domain, it is essential to distinguish between three foundational concepts within
C-SCRM: threats, vulnerabilities, and risks. A threat refers to any circumstance or event with the po-
tential to adversely affect supply chain operations, systems, or data. Threats can be “adversarial” like
supply chain attacks or counterfeits, or “non-adversarial” like natural disasters or poor quality [56]. A

21



vulnerability is a weakness or flaw in systems, processes, people, or relationships that may be exploited
by a threat. These can be “internal”, such as organizational procedures, or “external”, such as an organi-
zation’s supply chain partner [56]. A risk in this context is the measure of the adverse impacts of these
threats or vulnerabilities potentially manifesting [56].

A common example of a threat that exploits a vulnerability are supply chain attacks. Lust [54] define
a these type of attacks as: a “compromise of a particular asset, e.g. a software provider’s infrastructure
and commercial software, with the aim to indirectly damage a certain target or targets, e.g. the software
provider’s clients. This type of attack is typically used as a first step in a series of attacks. More concisely,
it is used as a stepping stone for further exploitation, once foothold is gained to the target system or
systems”. Ludvigsen et al. identify the following characteristics of a supply chain attack [53]:

1. Supply chain attacks can occur anywhere in the supply chain, and to any hardware or software in
it, regardless of origin.

2. The attacks can be of any kind.

3. The goal of the attacks must be more than to breach a given system.

However, as discussed, both SCRM and C-SCRM utilize a broad approach that evaluates the risks of
a wider range of events [43, 56]. This method of accounting for any type of incident or risk within a
domain is called the all-hazard approach [62]. To maintain this holistic viewpoint and adhere to the
all-hazard approach throughout this research, we will regard cybersecurity risks throughout the supply
chain as: “the potential for harm or compromise that may arise from suppliers, their supply chains, their
products, or their services. Cybersecurity risks throughout the supply chain are the results of threats
that exploit vulnerabilities or exposures within products and services that traverse the supply chain or
threats that exploit vulnerabilities or exposures within the supply chain itself” [13]. Given this definition
Cyber Supply Chain Risk Management (C-SCRM) will be regarded as the management of these risks.

3.2 Academic literature background
This section presents the fundamental insights on the topic of C-SCRM, gathered from academic litera-
ture review as outlined in Section 2.1.2. These insights are categorized as identified challenges, risks and
sources of risks. With these categories we aim to establish a clear understanding of the current land-
scape of C-SCRM and provide essential context for the development of our best practice implementation
guideline.

3.2.1 Challenges
The academic literature reveals several significant challenges in effectively implementing and managing
C-SCRM. These challenges span technical, organizational, and strategic dimensions, highlighting the
multifaceted nature of modern supply chains.

Figure 3.1 shows an overview of the challenges that we identified in the literature. These challenges
are structured into themes and subthemes. The figure maps these themes and subthemes to the articles
included in our literature review. In the following sections, we discuss each of the themes and the specific
insights within these themes gathered from the literature.

Lack of holistic and integrated approaches

As shown in Figure 3.1 one of the primary challenges in C-SCRM, identified in the literature, is the
absence of holistic and integrated approaches. Many organizations address cybersecurity at a single-firm
or even per department level [18, 23, 34, 47]. In these siloed approaches, there is often a primary focus
on technical aspects, while neglecting the broader inter-organizational nature of supply chains [18, 5, 23].
This piecemeal approach overlooks the systemic nature of cyber risks, which can propagate across multiple
tiers of the supply chain [79].

Cheung et al. [17] calls for more practical and integrated solutions to help organizations implement
the measures developed in academia, stepping away from conceptual frameworks. Colicchia et al. [18]
identified that C-SCRM initiatives are mainly adopted to ‘respond’ and ‘recover’, lacking a proactive
approach for long-term capacity to adapt to changes. Mitigating this problem, Ghadge et al. [36] proposes
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Figure 3.1: Comprehensive mapping of identified themes and subthemes within the category of challenges,
linked to their respective academic sources.

the inclusion of the whole attack cycle, implementing pre-, trans- and post-attack strategies. Zheng and
Albert [82] stresses the need for a holistic approach in the form of a systematic and cost-effective process
to reduce risks throughout the entire supplier lifecycle, not just during acquisition. This also means
adopting strategies for vendor off-boarding [1].

Furthermore, there is a lack of integration between supply chain risk management and cyber risk man-
agement [5]. Holistic approaches should integrate both domains and explore their intersection [70].

Windelberg [79] stresses that organizations need to consider the interplay of supply chain risk manage-
ment objectives (security, reliability, safety, quality, and trustworthiness) rather than addressing them in
isolation. These gaps highlight the need for a unified framework that encompasses the entire organization
and multiple tiers of the supply chain while considering both technical and organizational factors.

Supply chain complexity and lack of visibility

The increasing complexity of modern supply chains presents a substantial challenge to effective C-
SCRM [26, 41]. Supply chains are transforming from linear structures to complex, dynamic, and in-
terconnected webs [19, 70]. Globalized supply chains often involve multiple tiers of suppliers, each with
their own cybersecurity vulnerabilities [15, 36, 18, 79]. Alanazi and Solangi [5] discuss three dimen-
sions of complexity in supply chains: the number of suppliers (horizontal complexity), divisions (vertical
complexity), and geographical spread (spatial complexity).

These levels of complexity form a network of interconnected risks, where breaches can have cascading
effects throughout the chain [82]. This is highlighted by Estay and Khan [26], stating that as supply
chain complexity increases, interaction failures become more prevalent, making the traditional approaches
focusing on individual components less effective.

As shown in Appendix C a great hurdle identified by all analyzed articles is the lack of visibility through-
out the supply chain, resulting from the described supply chain complexity. Many organizations have
limited insight into the different layers of the supply chain network to which they are connected, and the
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cybersecurity practices of these different suppliers [36]. Most organizations do not have visibility beyond
their first-tier suppliers [79, 15, 25].

This lack of transparency not only makes it difficult to assess and mitigate risks effectively but also hinders
adequate action during and after an attack [47]. The dynamic nature of these networks also makes it
challenging to keep track of all partners and provide a nurturing environment for collaboration [18].

Difficulties in assessing and quantifying cyber risks

Another challenge is the difficulty in assessing and quantifying cyber risks within supply chains. Tradi-
tional risk management approaches, often based on the assessment of probability and impact, are increas-
ingly inadequate due to the difficulty of accurately estimating impacts in complex supply chains [23].
Since cyber risks originate from various sources, manifest in diverse forms, and differ significantly in their
impact severity, it makes them challenging to asses and analyze [82, 47]. This hinders effective risk pri-
oritization and mitigation [15]. These threats are constantly evolving, and the methods used to measure
them need to be updated frequently as well. There is a need for a standardized approach that accounts
for varying levels of supply chain risks across different contexts and industries [5]. Furthermore, the
absence of real-world cybersecurity data in supply chain management makes it hard to create empirical
models [82, 17]. Lack of shared data is often due to privacy concerns, reputation damage, and the lack
of trust among supply chain partners [66]. Some research suggest quantified methods for assessing and
ranking both risks and supply chain partners [82, 66]. However, these methods can be too encumbering
for smaller organizations to implement [82].

Challenges in collaboration with suppliers

Reliance on third-party suppliers introduces a significant source of vulnerability in C-SCRM [36]. These
third parties often have varying levels of security maturity, making them potential entry points for cyber
attacks [70]. Managing these risks involves several challenges. First, there is inadequate due diligence
where organizations fail to vet suppliers’ security practices sufficiently [5]. A prominent cause for this is
implicit trust assumptions between organizations, often without proper documentation or evaluation of
risk factors [79]. This can lead to the incorporation of vulnerable components into the supply chain [19].
Weak points and new attack vectors are potentially introduced, while risks are not fully considered [82].
Collier and Sarkis [19] proposes the adoption of a zero-trust approach to prevent these assumptions from
taking root. However, trust between suppliers and buyers increases efficiency by decreasing red tape
in decision making [19]. Some level of trust is also needed between supply chain partners to facilitate
information sharing without hindrance by security or competition concerns [47].

Since there is inadequate risk inventorization, organizations often fail to establish clear contractual
requirements for cybersecurity with their suppliers [18]. This can cause a lack of contractual over-
sight [18]. When there are no legal agreements and responsibilities set, communication and collabora-
tion between partners becomes harder [5, 1]. While effective collaboration and information sharing with
suppliers are crucial for managing cyber risks [26] participants across the supply chain have “different
understandings of risk management objectives and have varying capabilities for defining requirements
and managing supply chain risk” [79]. Suppliers can start making risk trade-offs that benefit themselves,
but not the acquirers further down the chain [79]. Contractual agreements can include requirements
about incident reporting and knowledge sharing in order to streamline collaboration [23].

With no risk inventory and no requirement agreement there will be limited monitoring capabilities
available [66]. Organizations lack the means to continuously monitor the ongoing security posture of
their third-party suppliers [5]. Redondo et al. [66] propose the use of a threat intelligence system (TIS)
and forecasting models to enhance monitoring capabilities. While regular monitoring is needed, such
an extensive and quantified system is too encumbering for most organizations who lack the funding
and knowledge to implement this effectively [82]. Other research opts for a more lightweight approach
emphasizing data exchange and information sharing [47]. Abrahams et al. [1] highlights the need for
continuous monitoring, including vendor performance, cybersecurity measures, and financial practices.
These articles emphasize the need for robust procedures for the regular monitoring of suppliers to notice
new risks as soon as possible.
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Human and behavioral factors

The human element is also indicated as a critical factor in C-SCRM, with Sindhuja and Kunnathur [69]
noting that humans are the weakest link in supply chains. Many cyber incidents result from employee
negligence, lack of awareness, or malicious actions [82]. C-SCRM methods often feature a bias favoring
technical risks, while behavioral risks are overlooked [36, 18]. The lack of adequate training and awareness
among employees regarding security risks increases the likelihood of human error and vulnerabilities [58].
Addressing these risks requires a coordinated effort to raise cybersecurity awareness and nurture a culture
of security within the organization and its supply chain [36, 34, 47, 3]. A dedicated governance team is
required for setting the security tone and driving initiatives [34].

Dynamic and evolving threat landscape

The cyber threat landscape is constantly changing, with new threats and attack vectors emerging reg-
ularly [82]. The sophistication of cyber-attacks is increasing, requiring more complex and advanced
defense mechanisms [34, 26, 3]. Where early attacks focused on single execution of simpler methods
such as phishing and malware [36], modern attacks are much more complex, involving long-term cam-
paigns [23, 25]. In addition, attackers are no longer solely targeting individual organizations. There is
a clear trend towards targeting vulnerabilities in the supply chain [58, 25, 70]. Compromising a weaker
link in the supply chain can provide access to the entire network, including larger, and more valuable
targets [23]. This evolving threat landscape is difficult to manage [15, 25]. Therefore, organizations must
continuously adapt their security strategies to mitigate new threats while staying informed about the
latest attack trends, vulnerabilities, and security technologies [26, 15, 47, 58, 1].

Resource constraints and lack of investment

A further challenge lies in the allocation of resources to C-SCRM. Many organizations, particularly
SMEs, lack the financial and technical capacity to implement robust cybersecurity measures [82, 47].
These resource constraints can lead to a situation where cyber risks are not effectively managed [79].
This lack of investment often stems from the perception that security is a cost center rather than an
enabler of other business objectives and operational performance [36]. Security programs often need
to compete with other internal initiatives for funding [19]. It becomes challenging to demonstrate a
return on investment [69], as benefits are often measured in terms of avoided costs rather than increased
profits [19].

Regulatory and compliance complexity

Organizations also face challenges in navigating the complex web of cybersecurity regulations and com-
pliance standards [15, 47]. Different countries and industries have varying legal requirements for data
protection and information security, which can be difficult for multinational organizations to adhere
to [69]. Sometimes organizations even face conflicting regulations, leading to problems in implemen-
tation and prioritization of controls [15]. Suppliers asked to comply with security mandates can delay
compliance, create a false pretense of compliance, or even leave the supply chain entirely [47]. This
creates challenges when organizations try to maintain secure and reliant supply chains Staying on top of
these regulations and ensuring compliance requires a robust framework and ongoing monitoring [1].

Lack of standardized policies and frameworks

The absence of standardized policies, protocols, and frameworks for C-SCRM adds to the complexity
of the problems organizations face [79, 66]. Organizations often struggle to implement effective security
measures due to a lack of guidance and consistent approaches [5]. Managerial capabilities fall short when
trying to gain clear view of available standards and practices and implementing them [34]. The literature
calls for industry-wide standards and collaborative strategies to ensure a baseline of cybersecurity across
supply chains [36]. These standards should remedy the inconsistencies and inadequacies in current
practices [58] and improve communication and collaboration for incident management [69].

3.2.2 Supply chain risks
To understand the measures needed to facilitate sufficient C-SCRM, it is paramount to understand
the current risks that supply chains face. The following paragraphs summarize the multitude of risks
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identified in the articles from our literature review.

Figure 3.2: Comprehensive mapping of identified themes and subthemes within the category of challenges,
linked to their respective academic sources.

Figure 3.2 shows an overview of the supply chain risks identified from the literature. These risks are
structured into themes and subthemes. The figure maps the subthemes to the articles analyzed in our
literature review, showcasing where information on these themes is gathered from. The next sections will
discuss each of the themes and the specific insights within these themes gathered from the literature.

Data breaches and information security incidents

Colicchia et al. [18] reports that data breaches are perceived as one of the most disruptive risks for some
organizations. Given that 19% of data breaches originate from compromised business partners, there is
a growing need to mitigate the vulnerability of supply chains to information security incidents [47]. For
example, compromise of customer or employee records can severely damage an organization’s reputation
and erode customer trust [36, 58]. Information leakage, whether intentional or unintentional, poses a
risk to confidentiality and competitive advantage [34]. Poor security controls within any organization
can lead to a data breach that affects the entire interconnected supply chain [34].

Cyber attacks

Cyber attacks represent a broader category of risks that target various components of the supply chain.
These attacks can manifest in different forms; some broader types of attacks are identified in the literature.
Colicchia et al. [18] for example, mention the proliferation of Malware infections, Phishing attacks,
and Advanced Persistent Threats (APTs). The latter are sophisticated long-term attacks aimed
at gaining prolonged access to systems and data, requiring measures that are robust to the actions
of adaptive adversaries [82]. Distributed Denial-of-Service (DDoS) attacks overwhelm systems
with traffic, sometimes rendering even the most critical services unavailable to legitimate users [36,
25]. Communication channels in the supply chain can also be the target of cyber attacks, with Man-
in-the-Middle (MITM) attacks interfering in communication streams by impersonating authentic
actors [41]. Communication data can be intercepted and even altered without the knowledge of supply
chain partners [17]. Cyber attacks can target various points in the supply chain, including ERP systems,
company websites, and network infrastructure [23].

26



Supply chain disruptions

Disruptions to the supply chain reduce the reliability of services [47]. One disruption in a single firm can
have a ripple effect through the supply chain leading to widespread disruptions [47]. These disruptions can
take various forms. One of the risks with the greatest perceived impact is the unavailability of critical
services [18]. These are incidents that disable critical infrastructure or essential service providers,
which can disrupt the flow of goods and services [36, 82]. These disruptions can have far reaching effect
when a focal company within a supply chain network becomes unavailable, deteriorating the entire chain
and disrupting processes within other organizations [66]. Furthermore, disruptions can cause malicious
actors to gain access to data, systems, products, or components. This can lead to tampering, theft and
sabotage, altering them or making them unavailable, disrupting processes [36, 82, 19]. For example,
hardware components can be supplied with pre-installed malware compromising any systems in which
they are installed [58]. Windelberg [79] explicitly mentions the risks surrounding authenticity, in other
words, the risks of counterfeiting. This includes “used or recycled components being sold as new,
cloned items represented as being from the original manufacturer or unauthorized copies of software
produced by an unauthorized supplier” [79]. Counterfeit goods infiltrating the supply chain can pose
significant safety and health hazards, for example, when harmful contaminants are introduced into food
or pharmaceuticals [19].

3.2.3 Sources of risks
It is valuable to know the sources of the identified sources of risks in order to develop effective mitigation
measures.

Figure 3.3: Comprehensive mapping of identified themes and subthemes within the category of sources
of C-SCRM risks, linked to their respective academic sources.

Figure 3.3 shows an overview of the sources of supply chain risks identified in the literature. These
sources of risks are structured into themes and subthemes. The figure maps the subthemes to the
articles analyzed in our literature review, showcasing where information on these themes is gathered
from. The next sections will discuss each of the themes and the specific insights within these themes
gathered from the literature.

Internal sources

Internal sources of cyber risks originate from within the organization. Current and former employees
are increasingly becoming vehicles for malicious attacks [36, 18, 5]. This can be unintentional or inten-
tional [36]. Intentional malicious behavior can be due to various motivations, including financial gain,
revenge, or ideological reasons [36, 18]. Unintentional threats can arise from human error, negligence, or
a lack of awareness regarding cybersecurity best practices [36, 82].
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Apart from these insider threats we also identified internal technical problems as a indicated source
of threats. Technical problems to the IT infrastructure can be internal factors to an organization “causing
failures that compromise the operations and the flow of information across multiple tiers” [18]. These can
also take the form of unsecured communication channels [18], outdated firewalls, [36], breakdowns [34],
system misconfigurations [1], hardcoded credentials [41], reliance on outdated systems [70], and internal
power outages [23]. Most of these are the result of non-deliberate actions and internal faults [79].

External sources

External sources of cyber risks originate outside the organization. The main risk vectors are the supply
chain partners [1]. This includes suppliers and customers, who can introduce vulnerabilities into the
supply chain or compromise the process of sharing and transmitting information and data [23, 18]. Supply
chain partners are increasingly the primary target of cyberattacks [15]. Attackers target contractors and
subcontractors in the supply chain due to their perceived vulnerability and access to valuable intellectual
property [58]. This becomes increasingly difficult to detect when it involves suppliers beyond the first
tier in the supply chain [58]. These attacks often aim to gain access to sensitive information of larger
companies by targeting their supply chain partners [15]. This illustrates why, despite the long-standing
relationship with supply chain partners, they should not be inherently trusted [19]. The interaction
points of these partners are the most vulnerable to cyberattacks [36, 18, 82].

These points are exploited by malicious actors such as industrial espionage agents, foreign nation
states, and hackers/hacktivists [41]. This illustrates how poor controls in one organization can make
the supply chain as weak as the weakest member [34]. Critical infrastructures are especially facing a
growing number of malicious actors that become increasingly sophisticated due to state-sponsored actors
targeting them [25, 3]. This increases the resources and time that these malicious actors have to achieve
their goals [3].

Lastly, natural disasters are identified as a source of risks and risks. Incidents caused by natural events
can render systems out of service, leading to disruption of operational processes [23]. The mitigation
and recovery of such events can be long [70]. If key suppliers are hit by these types of events, other
organizations downstream of the supply chain will also experience problems [66].

Vulnerabilities in digital infrastructure

The increasing reliance on digital technologies introduces vulnerabilities that can be introduced internally
or externally [36]. Integration of IoT devices into supply chain processes introduces new attack vectors,
as these devices are often poorly secured [36, 41] and come with ubiquitous internet connections [70].

Similarly, Supervisory Control and Data Acquisition (SCADA) systems are prone to comparable
vulnerabilities [58, 41]. This is due to their long lifespans, minimal maintenance, and lack of focus on
network protection [70]. Incidents in these systems can cause entire industrial plants to malfunction or
physically damage them [58, 25].

With the outsourcing of servers to cloud platforms, which reduces direct costs, organizations endure a
loss of control over security, which may increase long-term indirect costs[36]. These services are prone to
service stability issues, memory allocation errors, network connectivity problems, and DDoS attacks [70].
Gani et al. [34] identified IoT sensor compromise and mismanagement of cloud access as one of the most
worrying cybersecurity issues for manufacturing firms, an industry that is highly dependent on these
technologies.

Furthermore, insecure software can introduce vulnerabilities through poor development practices that
can be exploited to gain unauthorized access to systems and data [36]. However, in the context of supply
chains this problem becomes even more likely since there is an unwarranted trust between organizations,
where software is regarded as safe by default because it comes from a legitimate source [66]. Software can
then become insecure due to the introduction of malicious software updates by supply chain partners [19].
Development, build, or programming software can also become compromised, corrupting the device under
development [25]. Insecure software can also be a result of internal actions, with employees introducing
vulnerabilities due to non-malicious actions such as not installing patches when they are not critical or
interfere with existing systems [79].
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3.2.4 Measures from academic literature
The analyzed set of research articles does not offer extensive guidance on the implementation of security
measures for C-SCRM. However, we did identify separate measures and common themes proposed in
these articles. These are used to shape and prioritize our best-practices implementation guideline.

Figure 3.4: Comprehensive mapping of identified themes and subthemes within the category of C-SCRM
measures, linked to their respective academic sources.

Figure 3.4 shows an overview of the C-SCRM measures identified in the literature. These measures are
structured into themes and subthemes. The figure maps the subthemes to the articles analyzed in our
literature review, showcasing where information on these themes is gathered from. The next sections will
discuss each of the themes and the specific insights within these themes gathered from the literature.

Risk management and assessment

The continuous process of identifying, analyzing, evaluating, and prioritizing cyber risks within the
supply chain forms the foundation of a proactive C-SCRM strategy [17]. This proactive approach
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enables organizations to anticipate potential threats and allocate resources effectively. This includes
risk/vulnerability identification [17], pinpointing potential cyber threats and vulnerabilities across
the supply chain. This can be done utilizing various techniques such as risk identification software [36],
attack path analysis [82, 17], and Bayesian analysis [17]. Next comes risk assessment where likelihood
and potential impact of identified risks are evaluated [15]. Suggested methods for this involve proba-
bilistic approaches (e.g., Monte Carlo simulations), risk scoring, and the use of probability and impact
matrices [15, 58]. To rank risks based on their potential impact and likelihood risk prioritization is
needed to guide mitigation efforts towards the most critical threats [15]. Some research suggests ex-
panding these practices into an ongoing nature of risk management, requiring regular reassessments,
updates, and adaptations to the evolving threat landscape through continuous risk assessment and
management [3]. To simulate potential attacks and identify additional vulnerabilities to design resilient
systems and protocols, methods like threat modeling and war gaming are proposed [15].

Security governance and strategy

This category focuses on establishing the overall framework, policies, and organizational structures for
managing cyber supply chain risks. It ensures that C-SCRM is aligned with business objectives and
receives appropriate executive oversight. This involves executive risk governance, establishing an
executive-level oversight body (e.g., a risk council) to guide C-SCRM strategy, set objectives, and ensure
enterprise-wide alignment [15]. Furthermore, it is necessary to create a clear information security
strategy [23]. Integrating IT, organizational, and supply chain security systems [36]. In addition, this
security strategy should be shared as a multi-organizational security strategy across the supply
chain to ensure consistent practices and coordinated responses [69]. These strategies should integrate
the C-SCRM objectives with the overall business priorities to ensure alignment with business goals
and security investments [5].

Supply chain collaboration and integration

Collaboration and information sharing among supply chain partners is noted as an important aspect
of C-SCRM [23]. It is recognized that cybersecurity is a shared responsibility and requires coordi-
nated efforts across the entire supply chain network [23]. To facilitate this, adequate supplier due
diligence is needed [23], conducting thorough background checks, security reviews, and assessments of
suppliers before onboarding and throughout the relationship [5]. This prevents untrustworthy partners
from entering the supply chain, eliminating trust assumptions [79]. Established relationships should
involve regular supplier audits to ensure compliance with established standards and identify potential
vulnerabilities [1]. Information sharing involves sharing threat intelligence, security best practices,
and incident information with supply chain partners to improve collective awareness and response ca-
pabilities [23]. Joint risk assessments are used to identify and address shared vulnerabilities, better
coordinating responses to incidents [23]. Following these risk assessments it is recommended to create
a collaborative recovery plan process, establishing clear procedures for communication, course of
action and responsibilities during recovery and restoration phases [17]. Communication on these top-
ics should be facilitated though secure communication procedures with involved supply chain
partners [23, 70]. Establishing clear communication protocols with supply chain partners for collabo-
ration and incident management is crucial in critical phases [23]. All of these controls should come with
contractual oversight. Incorporating security risk management into contracts with suppliers [15].

Security technologies and tools

Technical solutions and tools are necessary to prevent, detect, and respond to cyber threats. The lit-
erature discusses a wide range of technologies, from basic security controls to advanced analytics and
automation. A prominent technological measure discussed in the literature is implementing robust
access control mechanisms, including encryption, multi-factor authentication, role-based access con-
trols, strong password policies, and biometric authentication [19]. Basic network security controls
are recommended as well, including installing and maintaining secure firewalls and gateways [17], cryp-
tography [70], Intrusion Prevention Systems (IPS) [23], antivirus applications [69], digital signatures [69],
and data and URL filtering [23]. This can be extended with maintaining accurate records of personnel
handling sensitive data, keeping multiple data backups, and distributing data centers geographically [23].
These data protection measures together protect data integrity, confidentiality, and availability [58].
Using software assurance tools ensures third-party software integrity and authenticity [58] through
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code audits to detect malware and viruses [15], the use of embedded signatures and certificates of con-
formance [15], independent validation and verification testing [79]. A more complex solution proposed
in the literature involves blockchain technology to enhance traceability, immutability, data integrity,
data sharing, data availability, and scalability [19]. Blockchain could primarily be utilized to provide a
tamper-proof method for logging transactions throughout the supply chain, enhancing transparency [3].
To automate anomaly detections or filtering though monitoring data produced by other technological
measures AI and machine learning are highlighted for their real-time threat detection capabilities,
analyzing vast amounts of data to identify malicious activity [3].

Operational security practices

This category encompasses the day-to-day activities and procedures that organizations implement to
maintain a secure operating environment. It focuses on embedding security into all aspects of opera-
tions. For this, providing regular security awareness training to employees to reduce the risk of human
error and promote a security-conscious culture is paramount [18]. Employee training and awareness
educates employees about the risks associated with third-party relationships and their role in managing
these risks. This includes training on identifying potential risks, reporting mechanisms, and the im-
portance of security awareness [1]. Furthermore, physical security controls protect facilities, data
centers, products, and other critical assets by limiting access from unauthorized access and environmen-
tal dangers [34]. On the other hand, secure software development practices should take supply
chain risks into account as well through code reviews, automated testing, and vulnerability assessments
covering third-party software implemented in systems [3]. Finally, organizations should plan for disrup-
tion of their day-to-day processes through incident response planning, creating coordinated courses
of action to address and manage a security breach or cyberattack [15]. This is followed by business
continuity and disaster recovery planning including evaluating vendors’ continuity capabilities and
developing robust transition strategies, exit strategies and data migration plans, to maintain operations
during disruptions [1].

Continuous improvement and monitoring

The ongoing nature of C-SCRM requires continuous monitoring, evaluation, and improvement. It ensures
that C-SCRM strategies remain effective in the face of evolving threats. Continuous monitoring
involves implementing systems for real-time monitoring and logging of activities, including material,
information, and financial flows [19]. This also involves monitoring of third-party relationships, including
vendor performance, cybersecurity measures, and financial practices [1]. Regular security audits can
structure this approach both internally and externally. After incidents the literature recommends to
conduct post-event reviews establishing feedback loops to create lessons learned to be shared through
the supply chain [1]. The aforementioned measures are foundational to setup an adequate continuous
improvement process, adapting security measures based on emerging threats vulnerabilities, and
lessons learned [5].

3.3 Industry resources
In recent years, guidance on adequate C-SCRM processes has primarily been offered through government
and industry institutions creating various types of standards, guidelines, and practices. This section
provides a detailed overview of the key industry resources addressing C-SCRM that our implementation
guideline builds on, highlighting the contributions of each document to this critical domain. By dissecting
the contents and discussing the key aspects, we offer an understanding of the resources that are already
available for organizations to increase their C-SCRM posture.

To create a holistic view of the commonalities and interrelationship of the key industry resources, we
distill a set of best practices prevalent across all documents. This section further discusses each of
the key industry resources, starting with the general outline of each document followed by the specific
information and guidance it provides in the context of C-SCRM.

3.3.1 NIST IR 8276
NIST Interagency Report 8276 [12], titled “Key Practices in Cyber Supply Chain Risk Management:
Observations from Industry”, presents key practices and recommendations derived from research con-
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ducted in 2015 and 2019, including expert interviews and analysis of existing resources. Published in
February 2021, this document, unlike the more prescriptive NIST SP 800-161r1, offers a more practical,
implementation-focused approach to C-SCRM for organizations of all sizes and complexities.

The document emphasizes the importance of integrating C-SCRM across the entire organization, estab-
lishing a formal program, understanding the organization’s supply chain, collaborating closely with key
suppliers, and it highlights the criticality of identifying, assessing, and mitigating cyber supply chain
risks to ensure business resilience. It also highlights the need to include key suppliers in resilience and
improvement activities and to assess and monitor supplier relationships throughout their lifecycle. The
report consists of eight key practices and 24 key recommendations for how to put these practices into
use. It concludes with providing references to other resources that provide more guidance on C-SCRM.
Overall, the document aims to provide a starting point for organizations that need to begin addressing
the challenge of C-SCRM offering a birds-eye view towards structuring an initial approach.

Provided guidance

NIST IR 8276 is structured around eight key practices that identify established and emerging practices
that have been shown to be effective [12]:

1. Integrate C-SCRM across the organization

2. Establish a formal C-SCRM program

3. Know and manage critical components and suppliers

4. Understand the organization’s supply chain

5. Closely collaborate with key suppliers

6. Include key suppliers in resilience and improvement activities

7. Assess and monitor throughout the supplier relationship

8. Plan for the full life cycle

Organized according to these key practices the document proposes a set of 24 key recommendations
that outline how these practices can be implemented from a people, process, and technology perspec-
tive. Additionally, it provides a mapping between these 24 recommendations and several government
and industry resources to guide its audience to other documentation that provides further guidance on
the specific implementation of these recommendations. This mapping features three of the resources
adopted in our own industry resource analysis (NIST SP 800-161r1 upd1 [13], ISO/IEC 27002 [45], and
NIST.CSWP.02042020-1 [14])

The DORA RTS documents are not covered in this mapping. We expand on this mapping by adding
both the DORA RTS 84 on ICT Risk Management Framework and DORA RTS 86 on ICT services
supporting critical or important functions.

The supporting information for this new mapping, created in this research, is provided in Appendix A,
which details the specific articles from both DORA RTS documents that offer guidance or recommen-
dations for implementing this practice. Figure 3.5 illustrates the mapping created by NIST between the
recommendations of NIST IR 8276 [12] and the selected industry resources, expanded with the original
mapping to DORA RTS 84 and 86, thereby creating a comprehensive cross-reference between the NIST
IR 8276 recommendations and the resources reviewed in our research.
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Figure 3.5: Mapping between the recommendations of NIST IR 8276 and the documents included in our
analysis. Sourced from Boyens et al. [12] (first 4 columns) and expanded with an additional mapping to
DORA RTS 84 and 86 (last 2 columns).

3.3.2 NIST SP 800-161r1 upd1
The NIST Special Publication 800-161 Revision 1 [13], updated as of November 2024, provides a detailed
framework for managing cybersecurity risks throughout the supply chain. This document addresses the
risks associated with products and services that may contain malicious functionality, be counterfeit, or
be vulnerable due to poor manufacturing and development practices. It emphasizes the importance of
integrating C-SCRM into overall risk management activities by applying a multilevel approach. Key as-
pects include the development of C-SCRM strategy implementation plans, policies, and risk assessments
for products and services.

NIST SP 800-161r1 upd1 addresses C-SCRM from three different perspectives: 1) the enterprise level,
2) the mission and business process level, and 3) the operational level. The document outlines specific
stakeholders , responsibilities and controls across these three levels. In addition, it highlights a set of
success factors forming the requisite enterprise processes in making C-SCRM successful. These span
the processes of acquisition, information sharing, training and awareness, capability implementation
measurement, and resource dedication. Furthermore, the document offers additional guidance on a
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range of subjects by including appendices outlining multiple frameworks and templates. The publication
aims to enhance the security, resilience, reliability, safety, integrity, and quality of products and services
throughout the supply chain.

Provided guidance

NIST SP 800-161r1 frames C-SCRM as an enterprise-wide, team-based initiative. The guidance stresses
that managing supply chain risks is “a complex undertaking that requires cultural transformation and a
coordinated, multidisciplinary approach across an enterprise” [13]. In practice, this involves the estab-
lishment of dedicated C-SCRM teams under a shared responsibility model. These teams span the orga-
nization, combining cybersecurity, procurement, risk management, engineering, software development,
legal, and human-resources experts, so that supply chain threats are viewed from all critical perspectives.
NIST explicitly breaking down silos by chartering cross-functional councils of senior leaders with clear
goals, authorities, and meeting cadences. These multidisciplinary groups ensure that C-SCRM activities
such as strategic sourcing, contract requirements, and risk mitigation, draw on the full range of enterprise
expertise.

Governance, strategy, and integration
The document calls for a formal governance framework that begins at the executive level. At Level 1
(enterprise), NIST directs organizations to define and approve a high-level C-SCRM strategy, implemen-
tation plan, and policy under executive sponsorship. These top-level documents establish the enterprise’s
risk management requirements, articulate its risk tolerance and priorities, and “set the tone, governance
structure, and boundaries” for C-SCRM across the organization. Executive leaders are tasked with
“form[ing] governance structures and operating model” [13] for C-SCRM and framing the enterprise-wide
risk through, for example, setting the risk appetite. The guidance notes that the chosen governance
model must explicitly define C-SCRM authority and accountability: for example, a centralized model
may place a C-SCRM program office under executive oversight, whereas a decentralized model might
delegate authority to operational units or departments.

NIST also prescribes an upfront “risk framing” activity: enterprise leadership must document assumptions
about supply-chain threats, system constraints, regulatory requirements, and risk appetite that will guide
all C-SCRM decisions. Once that context is established, the enterprise issues its C-SCRM policy, which
formally “establishes the C-SCRM program’s purpose, outlines the enterprise’s C-SCRM responsibilities,
[and] defines and grants authority to C-SCRM roles across the enterprise” [13]. NIST insists that all of
these C-SCRM activities must be woven into existing risk management and system lifecycle processes.
For example, organizations are told to integrate supply chain risk activities into their SDLC and to align
C-SCRM risk assessments with the NIST Risk Management Framework and enterprise risk hierarchy.

Roles and responsibilities by level
The document systematically assigns roles and tasks at each level of the organization. At Level 1 (en-
terprise), the generic stakeholders are executive leaders who must “define Enterprise C-SCRM strategy”,
“form governance structures”, and “frame risk for the enterprise” [13]. Their activities include approv-
ing the high-level implementation plan and policy, authorizing resources, and setting the enterprise risk
appetite. At Level 2 (mission and business process), stakeholders include program/project managers,
and other process owners. These mid-level managers are expected to develop mission-specific C-SCRM
strategies and policies that reflect the enterprise guidance. NIST notes that Level 2 teams should “de-
velop mission and business process-specific strategy”, write the detailed policies and procedures, and
“reduce vulnerabilities at the onset of new IT projects or related acquisitions” [13].

They also tailor the enterprise risk framework by setting risk tolerances for their processes and actively
manage risk within their mission areas. Level 3 (operational) stakeholders are the engineers and practi-
tioners who actually build and deploy systems. These teams are responsible for the detailed execution
of C-the program, they “develop C-SCRM plans” [13], implement the policies and controls, and adapt
the requirements to systems or components throughout the lifecycle.

Level 3 staff follows the constraints imposed by Levels 1 and 2 and provide feedback upward. NIST
indicates that operational teams “report on C-SCRM to Level 2” [13], enabling the two-way flow of
information. Across the levels, communication is emphasized: the multilevel process is intended to oper-
ate “with the overall objective of continuous improvement of the enterprise’s risk-related activities” [13]
through ongoing coordination.
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Control families and implementation
NIST SP 800-161 integrates supply chain risk controls into the standard security control framework.
It identifies relevant controls from NIST SP 800-53 Rev.5 [57] and organizes them into the same 20
security control families. This overlay approach allows organizations to leverage familiar assessment and
tailoring processes. For each family, the publication adds supplemental guidance or new C-SCRM-specific
controls as needed to address supply chain issues. During the risk management “Respond” step, agencies
are instructed to select and tailor these C-SCRM controls at appropriate baselines (high, moderate, low)
and apply them to mitigate identified supply chain risks. The clear mapping to SP 800-53 ensures that
C-SCRM controls can be implemented internally or flowed down to contractors in a consistent fashion.

Templates and documentation
The NIST guidance also provides practical templates and examples for C-SCRM documentation. Ap-
pendix D of SP800-161 includes an illustrative C-SCRM Strategy and Implementation Plan template, a
C-SCRM Policy template, and templates for system-level C-SCRM plans and risk assessments. These
examples outline the sections and content that each document should contain. For instance, the strat-
egy template lists as typical components the inclusion of enterprise-wide risk management requirements,
ownership, risk tolerance, roles and responsibilities, and escalation criteria in the strategy and plan. It
also provides sample text for Level 1 and Level 2 policy statements to ensure the policy’s scope and
objectives are clearly articulated. By following these templates, organizations can produce consistent,
standardized C-SCRM plans, policies, and procedures that align across all tiers of the enterprise.

Metrics and continuous improvement
Finally, the publication calls for an iterative, metrics-driven program where feedback and measured results
drive ongoing refinement of the C-SCRM framework. NIST SP 800-161 makes continuous improvement
central to C-SCRM program management. It recommends that organizations define key performance
metrics and actively track them to inform leadership and improve the program’s effectiveness. For
example, agencies should collect metrics on supply chain risk assessments, supplier performance, incident
investigations, and other indicators of program maturity. Importantly, NIST urges the use of leading
indicators to make C-SCRM more predictive: “apply insights gained from leading C-SCRM metrics [...]
to shift from reactive to predictive C-SCRM strategies and plans” [13] as the threat landscape evolves. As
C-SCRM capabilities mature, NIST also encourages adopting advanced practices such as automating C-
SCRM workflows and using quantitative risk analysis to reduce uncertainty. All of these measures should
demonstrate “reductions in risk exposure and improvements in the enterprise’s security outcomes” [13].

3.3.3 ISO/IEC 27002
ISO/IEC 27002:2022 [45] is an international standard that provides specific controls for establishing,
implementing, maintaining, and improving an Information Security Management System (ISMS) focused
on cybersecurity. While not specifically focused on supply chain risk management, its principles and
controls for information security are highly relevant to C-SCRM. The standard offers a wide range of
security controls categorized into domains such as physical security, access control, cryptography, and
security awareness. These controls can be adapted and applied to manage cybersecurity risks within an
organization’s supply chain. ISO/IEC 27002 serves as a practical blueprint for organizations aiming to
safeguard their information assets against cyber threats. By following these guidelines, companies can
proactively manage cybersecurity risks and protect critical information from unauthorized access and
loss.

Provided guidance

ISO/IEC 27002:2022 emphasizes formal policies and procedures for managing supply-chain relationships
and risks. It advises that organizations define topic-specific information security policies, including those
addressing supply chain-related risks.

These policies should be formally approved, regularly reviewed, and aligned with business, legal, and
regulatory requirements. ISO emphasizes the importance of explicitly covering supplier relationships in
these policies, ensuring that supplier types are inventoried and assessed according to the sensitivity of
the information they may access or process. Contracts and agreements with suppliers should clearly
articulate security responsibilities, data handling obligations, and termination procedures, ensuring that
security expectations persist throughout the lifecycle of the supplier relationship.
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The standard further recommends periodic evaluation and monitoring of suppliers to verify compliance
with agreed-upon security practices. This includes ensuring that outsourced services and third-party
engagements are assessed not only at onboarding but continuously throughout the relationship.

People-based controls
Human factors are an essential part of ISO 27002’s risk management framework, particularly in the
context of third-party interactions. The standard mandates background screening, confidentiality agree-
ments, and defined responsibilities for both internal staff and supplier personnel. These requirements
should be formalized in contracts and supported by regular security awareness training programs.

Roles and responsibilities related to supplier engagement must be clearly allocated, documented, and
communicated. The standard notes that personnel should be equipped with the necessary knowledge and
skills to manage supplier risks, and organizations should ensure these competencies are kept up to date.
ISO encourages organizations to define escalation paths and internal mechanisms (such as whistleblowing
channels) for reporting supplier-related incidents or violations.

Physical controls
ISO 27002 prescribes a set of physical and environmental controls designed to protect information assets
across locations, including off-premises and vendor-managed facilities. This includes ensuring secure
transport and custody of equipment, proper storage conditions, and chain-of-custody documentation.
Suppliers and third parties handling organizational assets must apply physical protections comparable
to those within the primary organization’s environment. Organizations are encouraged to establish con-
tractual expectations and periodic audits to ensure that physical controls at supplier sites are maintained
at the required security level. These measures protect sensitive data and critical hardware from theft,
tampering, or unauthorized access, especially during transport, staging, or disposal phases.

Technical and development controls
ISO 27002 offers comprehensive guidance on technical controls that directly reinforce supply chain cy-
bersecurity. The standard mandates segregation of development, test, and production environments to
prevent unauthorized deployment of unverified software. Additionally, it calls for secure coding practices,
rigorous access control, change management, and vulnerability management throughout the development
lifecycle.

The standard requires defining deployment rules and authorizations for moving software into production,
plus monitoring and logging any changes in the development. Asset management is another foundation:
organizations should maintain an accurate inventory of hardware, software, and components (including
vendor, version and deployment status) to support vulnerability management. Organizations are advised
to use scanning tools, penetration testing and secure coding practices to detect malicious code or defects
in third-party components. Access controls are also emphasized: the guidance notes that supplier ac-
cess to organizational information must be controlled, via NDAs, encrypted channels or least-privilege
credentials.

Incident response and monitoring
The standard mandates that organizations plan and prepare for security incidents by defining clear re-
sponse processes, roles and communication channels in advance. In particular, it highlights coordination
with external parties as part of incident handling. Organizations are advised to include incident noti-
fication and collaboration requirements in supplier contracts, and to regularly review logs and security
reports from suppliers to detect anomalies.

Lifecycle Management
ISO 27002 recommends integrating supply chain controls from onboarding to offboarding. Contracts
should outline not only operating requirements but also detailed termination procedures. including access
revocation, data destruction, and asset return. Secure decommissioning of systems and formal closure
of services helps minimize residual risks and ensures clean disengagement from supplier relationships.
Lifecycle considerations extend to procurement, asset replacement, system upgrades, and compliance
audits.

3.3.4 NIST.CSWP.02042020-1
This document, titled “Case Studies in Cyber Supply Chain Risk Management: Summary of Findings
and Recommendations," [14] published by NIST in February 2020, summarizes findings from a series of
case studies investigating the evolution of C-SCRM practices. The research involved interviews with 16
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subject matter experts from six diverse companies across various industries. This report analyzes how
C-SCRM practices have evolved since 2015, bringing to light current key practices.

It describes trends, correlations, and novel findings from an analysis of the case studies as a whole and
offers recommendations for further research and guidance development. The document emphasizes the
evolving nature of C-SCRM and the need for practical guidance and methods for implementing and
evolving C-SCRM programs.

Provided guidance

The case studies reveal that mature C-SCRM programs exhibit close integration across functional and
business lines, engaging executive leadership effectively. They highlight the importance of executive spon-
sorship for effective C-SCRM and the inclusion of executives from various departments in C-SCRM activ-
ities. It recommends to hold regular and scheduled update sessions where a relevant executive presents
status reports, practitioner recommendations, challenges, and business impact assessments based on
technical metrics. This enhances communication between business functions and creates an increasingly
cyber-literate Board.

Multidisciplinary collaboration
The case studies exhibit that effective programs succeed by dismantling organizational silos and establish-
ing working groups that include stakeholders from procurement, IT/security, engineering, legal, and other
relevant departments. For example, many organizations facilitate collaboration between supply chain
and cybersecurity teams through joint incident reviews and threat briefings. Some organizations assign
embedded security roles within procurement or development teams to ensure that cybersecurity require-
ments are integrated early in sourcing decisions. This approach allows both technical and operational
considerations to inform vendor engagement, while fostering shared understanding and accountability
across departments. Establishing shared tools, templates, and communication routines further supports
the exchange of information, ensuring risks are detected, evaluated, and addressed comprehensively.

Supplier risk identification and classification
The document showcases a wide range of methods used to identify and classify supplier risk. While
some organizations rely on informal knowledge or ad hoc questionnaires, more advanced programs adopt
structured approaches, including initial screenings and self-assessments to collect baseline risk indicators.
The use of risk scoring systems allows organizations to assign criticality levels to suppliers based on
business impact, access privileges, operational reliability, and strategic importance. These scores help
prioritize resources and determine the intensity of oversight. More mature organizations benchmark
supplier maturity using external standards like ISO/IEC 27001 or SOC 2 report, ensuring repeatable and
defensible evaluations. Supplier risk classification is also built into contracting practices, where high-tier
suppliers must meet stricter cybersecurity terms, including disclosure requirements, audit rights, and
incident reporting obligations. Lower-tier suppliers may face lighter oversight, with contract clauses
adapted to the assessed risk profile.

Supply chain integration and lifecycle management
According to the case studies, mature organizations conduct risk assessments early during product or
service development, enabling proactive identification of single points of failure or vulnerabilities in com-
ponent sourcing. Cybersecurity requirements are often defined up front and communicated via proposal
requests and pre-engagement evaluations. Once suppliers are onboarded, continuous monitoring becomes
essential to track compliance with service-level agreements, perform security audits, and assess vendor
resilience in the face of evolving risks. Many organizations maintain centralized or hybrid governance
structures that manage C-SCRM across business units. In blended models, a central office may set policy
and approve vendor engagement decisions, while business units handle operational execution. Integrated
governance ensures continuity of security controls from initial supplier selection through to maintenance
and decommissioning.

Performance metrics and continuous improvement
The document indicates that most organizations currently lack formalized metrics, though they are
working toward them. Some examples include tracking CVSS scores for vulnerabilities in supplier com-
ponents or monitoring the percentage of suppliers achieving defined cybersecurity benchmarks. Industry
frameworks such as the NIST Cybersecurity Framework or ISO standards serve as external benchmarks
against which progress can be measured. Preventive controls, such as segmentation or intrusion detection
systems, are increasingly adopted to proactively reduce risk. Organizations also invest in automation
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tools for real-time monitoring of supply chain performance, alerting teams to disruptions or anomalies.
Continuous supplier improvement is another emphasized area, with several case study participants re-
porting that clear communication, mentoring, and collaborative security assessments have helped elevate
supplier security practices over time. By documenting improvement efforts and routinely analyzing out-
comes, organizations can refine their strategies, create accountability, and maintain alignment with the
evolving threat landscape.

3.3.5 DORA RTS
The Digital Operational Resilience Act (DORA) is a piece of regulation that aims to enhance the digital
operational resilience of the EU financial sector. The Regulatory Technical Standards (RTS) under
DORA provide detailed guidelines to ensure financial entities can effectively manage Information and
Communication Technology (ICT) risks and third-party dependencies. The RTS provide details on inter
alia the following key components:

• ICT risk management framework: This includes tools, methods, processes, and policies to har-
monize ICT risk management across different financial sectors. It ensures entities can handle
ICT-related risks effectively.

• Incident classification: Criteria for classifying major ICT-related incidents, including materiality
thresholds and details for reporting significant cyber threats.

• ICT third-party service providers: Governance arrangements and risk management policies for
financial entities using third-party ICT services, ensuring control over operational risks, information
security, and business continuity.

The Dora RTS collection consists of 5 documents with more supplemental resources expected in the
future. For this research, we have chosen to only include RTS 84 on ICT third-party service providers
and RTS 86 on the ICT risk management framework, due to their higher relevance to C-SCRM compared
to other RTS. RTS 86 focuses on the requirements for ICT risk management frameworks, emphasizing
the need for robust strategies to identify, assess, and mitigate risks associated with ICT supply chains.
RTS 84, on the other hand, provides detailed guidelines for managing ICT third-party risk, including
the establishment of contractual agreements and continuous monitoring of third-party service providers.
These standards offer practical and targeted approaches to C-SCRM, making them particularly valuable
for our study on enhancing cybersecurity resilience through effective supply chain risk management
practices.

Provided guidance from RTS 84

The RTS mandates a formal governance framework for third-party ICT risk. It requires the management
body to adopt a written policy on the use of ICT services for critical or important functions and ensure
it is implemented across the organization This policy must be reviewed at least annually and updated
promptly as needed. Internally, the policy must clearly assign responsibility for approving, managing
and documenting each relevant contract, and ensure that staff with appropriate skills and expertise are in
place to oversee those arrangements. Senior management must remain fully accountable for third-party
ICT risk and embed oversight roles and processes into the entity’s governance structure.

Criticality assessment and risk evaluation The RTS stresses that entities must identify and eval-
uate critical services before contracting. The policy must define or reference a clear methodology for
determining which ICT services support critical or important functions, and it must specify how often
that determination is reviewed. Before entering any contract, the entity must conduct a comprehensive
risk assessment. This assessment must consider all applicable regulatory requirements and all major
risk categories. In particular, it should evaluate the impact of the third-party service on the entity’s
operational, legal, reputational and information-security risks, including risks to data confidentiality
and integrity. The policy should explicitly address risks tied to data availability and location and ICT
concentration risk.

Contractual safeguards The RTS requires several safeguards during the contracting process to protect
critical functions. Key requirements include:

• Contracts must be in writing and include all provisions required by DORA Article 30.
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• Contracts must grant rights to information access, inspection, audit and ICT security testing by
the entity or its delegates.

• The entity should use rigorous audit and testing methods before entering into a contractual ar-
rangement.

• provider-generated certificates or reports must be verified to over the entity’s key systems and
controls, are kept up to date, and meet accepted professional standards.

• Changes to an agreement must be formalized in writing: the policy requires that any amendments
are documented, dated and signed by all parties, and that a clear renewal process is defined.

Subcontracting and data location The RTS requires entities to consider subcontractors and data
residency in their due diligence. The acquirer must identify if the ICT service provider uses subcontractors
to perform any part of a critical service. Likewise it must assess where data will be processed or stored:
if data is handled in a third country, the entity must consider any additional operational, legal or
sanctions-related risks.

Ongoing oversight and monitoring The RTS emphasizes that oversight must continue throughout the
contract. It requires that contracts themselves specify measures and indicators for ongoing monitoring of
the ICT service provider’s performance. In support of this, the entity must establish concrete monitoring
activities. For example, the entity should track key performance and risk indicators for the service, such
as KPIs, control metrics, audit results or self-assessments. Furthermore, the provider must notify the
entity promptly of any relevant ICT-related incidents or disruptions. If deficiencies are identified , the
entity must ensure the provider takes timely corrective action. A policy should define how shortcomings
trigger remediation measures and set deadlines to verify that fixes are implemented. All oversight results
must be documented.

Exit strategy planning Finally, the RTS mandates that entities plan for termination of third-party
services. The policy must include a documented exit plan for each critical ICT contract, which is
reviewed and tested regularly. This plan should explicitly address scenarios such as provider failure,
service interruptions or unexpected termination of the contract, ensuring that the entity can maintain or
restore its critical functions. The exit plan must be realistic and feasible: it should be based on plausible
risk scenarios, reasonable assumptions and should include an implementation schedule consistent with
the contract’s termination provisions.

Provided guidance from RTS 86

RTS 86 mandates that financial entities establish robust governance structures for ICT risk and supply
chain management, with clear reporting to senior management. In particular, entities must furnish regu-
lar reports on ICT projects, especially those impacting critical or important functions, to the management
body, with review frequency and detail scaled to project importance. ICT policies must explicitly de-
fine roles and responsibilities for security and risk activities. For example, roles for ICT security policy
development and maintenance must be identified, and policies must be reviewed in line with regulatory
obligations.

ICT risk management integration The RTS emphasizes integrating ICT risk management with
broader business processes and strategies. For instance, it requires that testing of ICT business continuity
plans take into account the entity’s Business Impact Analysis (BIA) and formal ICT risk assessment.
This links technical resilience plans to the organization’s overall business continuity planning. Likewise,
ICT policies must be adaptive: the RTS explicitly requires that entities consider material changes to
their business operations, ICT environment or the cyber threat landscape when updating policies. By
aligning ICT risk controls with enterprise strategy and anticipated changes, the guidance ensures that
supply chain risks are addressed as part of the ongoing risk management framework.

Risk identification and classification Financial entities must comprehensively identify and classify
all critical ICT assets and functions, including those delivered by third parties. All critical or impor-
tant functions and their supporting information, ICT assets, and service providers must be identified,
documented and classified. This includes recording the end-of-support dates for services provided by
third-party vendors for each ICT asset.

Control implementation and monitoring The RTS provides detailed guidance on implementing and
monitoring controls to manage supply chain and ICT risks. It highlights robust vulnerability and patch
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management: entities must establish formal procedures for vulnerability scanning and timely deployment
of patches. Financial entities are expected to perform regular automated scans of all ICT assets (at
least weekly for those supporting critical functions) and require ICT third-party providers to address
and report any vulnerabilities found. In addition, strong logging and network security measures are
mandated. For example, the RTS stresses that logging of events related to access control, capacity, change
management and network traffic “enhances monitoring capabilities,” and that logging infrastructure must
be protected against tampering. Encryption and secure network controls must align with industry best
practices to ensure confidentiality, integrity and availability across connections.

Incident preparedness and recovery The RTS requires comprehensive incident management and
recovery planning that explicitly includes supply chain scenarios. Financial entities must document
an ICT incident management process and have policies covering detection, response and reporting of
ICT incidents. Business continuity testing must simulate severe disruption scenarios. In particular,
the guidance mandates that testing include failure scenarios involving ICT third-party providers, such
as the insolvency or operational failure of a vendor. Response and recovery plans must specify activa-
tion/deactivation criteria and detail actions to restore critical systems supporting important functions.

Documentation and review Consistent documentation and periodic review of the ICT risk framework
are mandated to capture lessons learned. The RTS reinforces the requirement (from DORA Article 6)
that entities document their ICT risk management framework and review it regularly, with a full audit
trail of changes. Entities must produce a formal report on each review’s outcome, detailing updates to
the framework and justifying any changes. Through these measures, entities create a cycle of continuous
improvement and accountability in their ICT and supply chain risk governance, ensuring that policies
evolve to meet emerging threats.
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Chapter 4

Best practice implementation guideline

This chapter presents the complete best-practice implementation guideline developed through the re-
search process outlined in Section 2.3. The guideline consists of 17 best practices, derived from a synthe-
sis of academic literature, industry standards, and expert interviews. These practices are organized into
four thematic categories: Governance, Strategies and Procedures, Monitoring and Assessment Methods,
and Structured Risk Management.

Figure 4.1 provides a visual overview of how these best practices collectively form a coherent and action-
able C-SCRM capability. Each numbered text item in the figure (e.g., 1.1, 2.4, 3.2) directly represents
a specific best practice as described in detail within this chapter. The first digit refers to the category
(e.g., “2” for Strategies and Procedures), while the second digit indicates the best practice’s position
within that category. Some best practices appear in multiple areas of the visual model, reflecting their
cross-cutting relevance and influence on different C-SCRM activities.

Figure 4.1 uses boxes to represent major structural components of a C-SCRM function. Arrows and
labeled connectors such as “includes,” “establishes,” and “results in” indicate the directional relationships
between best practices and these structural components. For example best practice 1.4 establishes the
C-SCRM policy which includes the best practices from the “Strategies and Procedures” category. These
relationships are also explicitly discussed in this chapter where relevant, to explain how specific practices
contribute to the formation of supporting artifacts, contractual measures, or daily risk management
routines.

The implementation process begins (in the upper left corner of the demonstrator) with establishing a
governance structure, which serves as the foundational layer for subsequent efforts. Governance practices
enable the rollout of the core Strategies and Procedures, which cover implementation activities such as
secure development, contracting, training, and incident response planning. These practices, in turn,
inform the operational mechanisms provided by Monitoring and Assessment Methods and Structured
Risk Management. Together, these categories support a continuous cycle of risk awareness, mitigation,
and improvement across the supply chain.

Throughout the guideline, emphasis is placed on the creation of essential documentation (e.g., supplier
registers, incident response plans, contract templates) and the use of appropriate tooling (e.g., GRC
systems, TPRM platforms) to ensure that the C-SCRM capability is both structured and sustainable.
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4.1 Governance
Formally integrate supply chain risk considerations into the enterprise governance structure. This in-
volves defining a C-SCRM strategy, policy, and implementation plan at the enterprise level, with lead-
ership support and clear roles and responsibilities. The goal is to set the tone from the top and ensure
organization-wide commitment to managing supply chain cybersecurity risks.

4.1.1 Establish a cross-functional supply chain risk council
Organizations need to establish a supply chain risk council that includes executives from across the
organization (e.g., cyber, product security, procurement, legal, privacy, enterprise risk management,
business units, etc.) This ensures a multidisciplinary approach to C-SCRM and supports collaboration
and communication across departments.

• Implementation

– Create a council of senior leaders with representation from the necessary and appropriate
functional areas, including but not limited to: Cybersecurity/information security, Product
security, Procurement/sourcing, Enterprise risk management (ERM), Legal, Business units
(representing critical supply chain dependencies), Program management, Operations, IT,

– Designate a program owner (e.g., CISO or a senior risk manager) who will be responsible for
overseeing the implementation and ongoing management of C-SCRM practices.

– Establish a formal charter that outlines the purpose, scope, membership, responsibilities, re-
porting structure, and meeting frequency of this council. The charter should clearly outline
the council’s authority and decision-making processes. Include measurable goals and perfor-
mance metrics (e.g., percentage of critical suppliers assessed, number of incidents detected
and mitigated) to track the program’s progress and effectiveness.

– Hold regular meetings to discuss key risks, develop mitigation strategies, monitor effectiveness,
and report to senior leadership. The frequency of meetings should be determined based on the
organization’s risk profile and the urgency of issues. More guidance on council involvement
can be found in best practice 4.1.2. Continuously monitor the effectiveness of the council’s
activities and make adjustments as needed.

Ensure the C-SCRM program has the necessary resources (budget, personnel, technology) to
effectively operate. This includes hiring or designating internal staff with relevant expertise in
supply chain security and risk management. Provide funding for training, external consulting
if required, and the tools necessary to assess and monitor supplier risks, such as risk assess-
ment platforms, incident management systems, or third-party risk rating services. Determine
ongoing resource requirements, such as the need for dedicated security staff to assess new
suppliers or conduct regular supplier audits.

• Objective
To establish a centralized, cross-functional council that brings together key stakeholders from across
the organization to proactively review supply chain risks, set priorities, and direct the sharing of best
practices. With this council in place, decisions can be made on the operation of an interdisciplinary
approach at the mission, business process, and operational levels, effectively managing cybersecurity
supply chain risks, aligning C-SCRM with business objectives, and ensuring resilience.

• When to apply
This should be applied at the start of the C-SCRM implementation process. It is the foundational
step that sets the stage for all other C-SCRM activities. Governance structures must be in place
before any risk assessments or supplier evaluations can be effectively carried out, as they will
provide the necessary authority, oversight, and resources to ensure the program’s success. This
recommendation is also ongoing as the program matures, it should be periodically revisited to
adjust the governance framework as needed (e.g., as the organization grows or the threat landscape
evolves). The complexity and formality of the council will scale with the size and complexity of
the organization’s supply chain. Smaller organizations might opt for a less formal structure, while
larger, more complex organizations will benefit from a more structured approach.
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• Costs
Costs will vary depending on the size and complexity of the council. Primarily consists of personnel
costs associated with council member participation. May also include costs associated with training
and tooling.

This includes the time and effort required to engage senior executives and secure their support may
not involve direct costs but could be considered a hidden cost. Additionally costs associated with
hiring or designating a C-SCRM program manager or team could incur costs. Additionally, there
may be costs associated with investment in technologies or platforms for managing the C-SCRM
function can add to the initial implementation costs.

Ongoing costs will be endured for training both the C-SCRM team and other stakeholders involved
in the process to ensure they remain up-to-date with best practices and emerging threats. This
could involve both internal training costs or fees for external courses or certifications. As the
program evolves, periodic adjustments may be necessary, such as upgrading tools, adjusting staff
numbers, or increasing budget allocation for compliance.

• Prerequisite conditions
Successful application hinges on committed and engaged executive leaders that together form a
multidisciplinary front covering all aspects of the organizations departments. Clearly defined roles
and responsibilities for each member are essential to avoid confusion and ensure accountability.
The council must have the authority and resources to implement its recommendations. Open and
transparent communication among council members and with other stakeholders is vital.

• Cautions
The council should be efficient and avoid unnecessary bureaucracy, avoid creating a council that
becomes a talking shop without real impact. The council should focus on the most critical risks
and processes and avoid getting caught up in less significant issues that can be handled by working
teams. The council’s effectiveness should be regularly reviewed and the charter adjusted as needed.
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4.1.2 Strengthen board oversight and engagement in C-SCRM
Successful integration of the C-SCRM program requires sufficient commitment, understanding and over-
sight from management. This requires procedures to ensure regular engagement with the executives.

• Implementation
As established in best practice 4.1.1 the council charter should include reporting structures. This
means that a formal policy must to be developed that establishes reporting arrangements, including
the frequency, form, and content of reporting to the management body.

Schedule regular presentations to the board (e.g., quarterly or annually) to provide updates on C-
SCRM activities, key risks, mitigation strategies, and performance metrics. The frequency should
be determined based on the organization’s risk profile and the board’s preferences.

Create concise and informative presentations and reports tailored to the board’s needs and under-
standing. Focus on high-level risks, key performance indicators (KPIs), and the overall effectiveness
of the C-SCRM program.

Encourage open dialogue and questions from the board members to ensure a thorough understand-
ing of C-SCRM issues and challenges. This fosters a culture of transparency and accountability.

Align C-SCRM reporting and discussions with the organization’s overall enterprise risk manage-
ment (ERM) framework. This ensures that C-SCRM is considered within the broader context of
organizational risk.

• Objective
To increase board-level understanding and oversight of C-SCRM, ensuring that the organization’s
C-SCRM strategy aligns with its overall business objectives and risk appetite. This elevates C-
SCRM as a top business priority and ensures proper oversight.

• When to apply
When establishing or maturing a C-SCRM program. Consider implementing early in the process
to ensure organization-wide alignment. Larger organizations with more complex supply chains will
likely benefit more from formal board-level engagement. Smaller organizations might opt for a
less formal structure, while larger, more complex organizations will benefit from a more structured
approach.

• Costs
Costs will primarily involve staff time for preparing presentations and reports, as well as potential
costs associated with training for board members

• Prerequisite conditions
Strong support from senior management is crucial for securing board-level buy-in and resources.
Develop clear and concise communication materials that effectively convey complex information
to a non-technical audience. Use data and metrics to demonstrate the effectiveness of C-SCRM
initiatives and justify resource allocation. Establish clear and measurable KPIs to track the progress
and success of the C-SCRM program.

• Cautions
Avoid overwhelming the board with technical details. Focus on strategic implications and key
performance indicators. Keep presentations concise and focused on the most critical information.
Adapt the language and level of detail to the board’s understanding and expertise. Regularly
review the effectiveness of board-level engagement and adjust the approach as needed.
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4.1.3 Define and institutionalize collaborative roles, structures, and pro-
cesses

Formal definition of roles, structures, and processes for C-SCRM in the organization facilitates efficient
communication and collaboration throughout the entire organization while ensuring consistent imple-
mentation. This includes personnel involved in acquisition, management, execution, and monitoring of
supply chain activities across internal functions (e.g., cybersecurity, supply chain, legal, physical security)
and external entities (e.g., suppliers, developers, integrators, service providers).

• Implementation
Define explicit roles at the enterprise, business, and operational levels to ensure accountability
across the C-SCRM lifecycle. Include internal personnel (e.g., CISO, CIO, risk executive, pro-
gram managers, engineers) and external stakeholders (e.g., suppliers’ project/security managers),
ensuring roles cover:

– Risk identification, assessment, and mitigation

– Contracting and acquisition

– Security monitoring and incident response

– Communication and coordination between stakeholders

Create structures to facilitate collaboration, such as cross-functional teams, working groups, com-
mittees, or a C-SCRM project management office. These structures should have clearly defined
membership, objectives, and reporting lines.

The formality of this integration depends on the needs of the organization and can be structured
as follows.

– Supply chain-led with security input: The global sourcing team handles supply chain
risk management, with information security teams providing cybersecurity-related inputs,
including threats and security requirements. They conduct joint post-incident reviews and
hold annual conferences to discuss developments in the threat landscape.

– Centralized team: A centralized team manages risk across all supply categories, function-
ing like an internal audit team. They collaborate with information security, IT, legal, and
compliance teams to perform risk assessments of all vendors. This approach simplifies sup-
plier management and quickly addresses supply chain events or threats without escalating to
executive leadership.

– Blended approach: A centralized team provides guidance and oversight, while business
units manage supplier relationships. The centralized team identifies risks, develops security
requirements, approves supply chain changes, and operates as a service for the business.
Business units select and manage their own suppliers, serving as principal managers for those
relationships.

When selecting an approach tailored to an organization it is paramount to take existing enterprise
risk management processes into account. Integrate C-SCRM processess as much as possible into
the existing frameworks, processes, and function. This ensures alignment with other organizational
risk activities and prevents C-SCRM from becoming an isolated process. Develop standardized
processes for communication, information sharing, and decision-making related to C-SCRM. This
might include regular meetings, shared dashboards, and established escalation procedures. Herein,
include both internal and external communication.

• Objective
To promote transparency, accountability, and cohesive risk management practices across the supply
chain by aligning internal and external stakeholders under clearly defined collaborative structures
and responsibilities. This enhances communication, mitigates information asymmetry, and enables
faster, coordinated responses to supply chain threats and vulnerabilities.

• When to apply
During the development of a C-SCRM policy, at the initiation of new supplier relationships, and
throughout the supplier lifecycle, including contract establishment and ongoing monitoring.
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• Costs
Costs will vary depending on the size and complexity of the organization and the chosen implemen-
tation approach. Primarily personnel costs associated with defining roles, establishing structures,
providing training, and potentially hiring for new functions. Additional resources may be required
to maintain collaboration tools and management oversight.

• Prerequisite conditions
Clear understanding of existing roles and responsibilities within each function. Strong support
from senior leadership is crucial for successful implementation. A culture of collaboration and
information sharing is essential. Adequate resources (personnel, budget, tools) must be allocated
to support the initiative. Effective communication and collaboration between the enterprise and
its suppliers are essential for defining and agreeing upon roles and responsibilities. In addition,
established processes and policies for managing supplier relationships and security are necessary
to support the definition of roles and responsibilities and provide individuals with the needed
mandates. Effective and secure communication channels and processes must be established.

• Cautions
Avoid creating role confusion, conflicting roles, or duplication of effort. Ensure clear communication
and reporting lines. The program should be flexible enough to adapt to changing circumstances
and evolving threats.
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4.1.4 Develop and maintain a comprehensive C-SCRM policy
C-SCRM procedures have to be formalized to ensure consistent execution throughout the organization
and streamline communication and collaboration between departments. This is done by drafting an
overarching C-SCRM policy. This policy must incorporate security requirements into every stage of a
system and product lifecycle, from its initial design and development through deployment, operation,
maintenance, and eventual decommissioning. Cybersecurity risks can and do materialize during all
phases of the lifecycle and need to be adequately accounted for.

• Implementation
When developing a C-SCRM function create formal documentation for procedures during their
establishment. We establish a set of procedures that we bundle into an overarching C-SCRM
policy. Drafting and continuously updating this policy and the included procedure as they are
developed and implemented requires commitment, but minimizes ambiguity and ensures consistent
and focused execution.

The following procedures are necessary at minimum:

– Governance: Record the establishment of the Supply chain council, its corresponding char-
ter, and the roles, structures, and procedures, all detailed in best practice 4.1.1, 4.1.2, and 4.1.3
in the C-SCRM policy.

– Secure design, development, and maintenance: All systems, applications, and services
must be designed, developed, and maintained with security in mind following industry best
practices for security. This includes ensuring secure coding practices, regular vulnerability
assessments, and timely patching of security flaws. See best practice 4.2.1 for guidance.

– Communication and reporting: Clear communication channels must be established be-
tween internal teams and third-party vendors regarding cybersecurity risks. Regular reporting
of security incidents, vulnerabilities, and risk assessments should be conducted to ensure trans-
parency. See best practice 4.2.2 for guidance.

– Training and awareness: Regular cybersecurity training and awareness programs must be
provided to all employees and third-party vendors to ensure that they are informed about the
latest threats, organizational security policies, and best practices for securing systems and
data. See best practice 4.2.3 for guidance.

– Contracting: Any contractors engaged in providing services or products that interact with
the organization’s data or infrastructure must adhere to the same cybersecurity standards and
practices outlined in this policy. The organization must ensure contractors are thoroughly
vetted and evaluated for security risks. See best practice 4.2.4 for guidance.

– Monitoring and assessments: suppliers must be subject to a combination of assessments
and continuous monitoring to ensure security, compliance, and resilience. This includes vendor
questionnaires, performance and risk monitoring, compliance audits, certification validation,
and site visits, where appropriate. Assessment findings must be used to update supplier risk
profiles and drive corrective actions. See best practice 4.2.5 for guidance.

– Incident response planning and testing: Robust incident response, disaster recovery, and
business continuity plans must be developed and regularly tested to ensure rapid recovery from
any cybersecurity incident or disruption to operations. See best practice 4.2.6 for guidance.

– Continuous improvement: The organization must continually assess and improve its cy-
bersecurity practices and risk management strategies. Regular audits, assessments, and feed-
back loops should be established to ensure ongoing improvement. See best practice 4.2.7 for
guidance.

– Exit strategy: An exit strategy must be defined and implemented when terminating relation-
ships with third-party vendors or subcontractors. This includes ensuring the secure transfer
or destruction of data, deactivation of access credentials, and return of any proprietary assets.
See best practice 4.2.8 for guidance.

Align C-SCRM policy with enterprise risk management processes and policies so that supplier risks
are considered alongside other risks. For example, include supply chain risk scenarios in enterprise
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risk assessments and risk registers, utilize the same risk prioritization methods, and escalate supply
chain risk decisions in line with corporate risk appetite thresholds.

Responsibility has to be assigned to a designated executive for overseeing the implementation and
compliance with this policy. Regular audits will be conducted to ensure adherence to the guidelines
outlined above. This policy must be reviewed and updated annually or when there are significant
changes to the organization’s cybersecurity landscape or regulatory requirements. These processes
should be documented in the policy as well.

For each externally sourced service or product, the “need for” and the criticality of the procured
service or product must be identified. Guidance on how to create such a procedure can be found
in best practice 4.4.1.

A procedure on how to evaluate and select potential suppliers must be outlined. Guidance on how
to create such a procedure can be found in best practice 4.2.5.

Define a list of standard requirements to adopt in contractual agreements with suppliers. This
list should be used to guide the acquisition process and become explicit requirements for contract
awarding. Guidance on how to create such a procedure can be found in best practice 4.4.3.

Create a cycle of reassessment intervals at which to review suppliers and their supplied products
and services. Additionally, a set of off-cycle triggers has to be identified that would signal an
alteration to the state of cybersecurity risks throughout the supply chain, such as policy, mission,
change to the threat environment, enterprise architecture, SDLC, or requirements.

• Objective
The primary objective is to proactively manage cybersecurity risks throughout the entire supply
chain and the lifecycle of systems, products, and services. By defining a formal policy that in-
tegrates C-SCRM into each stage of the system and product lifecycle we create a standardized
approach throughout the organization that enables efficient collaboration and communication be-
tween departments.

• When to apply
Initial creation of the C-SCRM policy should be done when setting up or maturing a C-SCRM
function. The level of detail and formality will depend on the criticality of the system or product
and the organization’s risk tolerance. Re-drafting and optimization of the policy should be done
regularly to ensure alignment with business goals.

• Costs
May include costs associated with training, tooling, and process changes. Costs will vary depending
on the complexity of the system or product, the organization’s existing security infrastructure, and
the level of security expertise required.

• Prerequisite conditions
The organization needs sufficient security expertise to guide the integration of security consid-
erations throughout the life cycle or should acquire this expertise externally to ensure the right
processes are created. Clearly defined processes and policies for implementing and monitoring
C-SCRM throughout the life-cycle are necessary. Appropriate security tools and technologies are
needed to support and streamline the implementation of security controls.

• Cautions
Ensure that cybersecurity requirements are aligned with business objectives. avoid over engineering
of systems and processes. Security should be integrated effectively without hindering functionality
or usability Furthermore, maintaining comprehensive documentation and reporting on C-SCRM
activities is essential for accountability and continuous improvement throughout the lifecycle.
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4.2 Strategies and procedures
To effectively mitigate cyber supply chain risks, organizations must embed structured, adaptable strate-
gies and procedures that reflect both internal priorities and external regulatory pressures. These strate-
gies and procedures are then included in the overall C-SCRM policy as described in best practice 4.1.4.
This section outlines best practices for developing actionable, repeatable strategies tailored to supply
chain contexts. The recommendations aim to guide organizations in translating high-level policies into
operational routines, ensuring coherence between enterprise-wide risk tolerance and day-to-day third-
party engagements.

4.2.1 Embed security into system and product design, development, and
maintenance

Incorporate cybersecurity controls and supply chain risk considerations into the design, development, de-
ployment, and maintenance of products and systems. Doing so ensures that vulnerabilities are identified
and mitigated early in the lifecycle, and that security remains a priority during updates and changes.

• Implementation
Incorporate C-SCRM requirements into design and development specifications at initiation of the
project.

– To implement these requirements, secure architecture practices must be followed. This
includes: Applying the principle of least privilege when designing access controls and data
flows; Enforcing network segmentation to isolate critical system components; Using secure-
by-default configurations for all services and system components; Ensuring modularity and
separation of duties within the system architecture to limit the impact of a single compromised
component.

– During development, teams should adhere to secure coding standards relevant to their
programming languages and platforms. These include practices such as: Avoiding the use
of deprecated or unsafe functions; Implementing strict input validation and output encoding ;
Using parameterized queries to prevent injection attacks; Encrypting data at rest and in transit
using strong cryptographic protocols.

– Additionally, security testing must be embedded into the development workflow. This
includes: Static Application Security Testing (SAST) during code check-ins; Dynamic Appli-
cation Security Testing (DAST) during integration and system testing phases; Dependency
scanning to identify known vulnerabilities in third-party libraries; Manual code reviews and
threat modeling workshops, particularly for high-risk components.

– Furthermore, a hardened development environment is needed. This includes: ensur-
ing that build and test environments mirror production configurations as closely as possible;
Restricting developer access to production data; Enforcing version control on all code reposito-
ries; Logging all administrative actions in development environments and conducting regular
audits.

– From a supply chain perspective, organizations should implement supplier evaluation and
validation procedures. Every external component should be: Accompanied by a Software
Bill of Materials (SBOM); Verified through cryptographic signatures or checksums; Monitored
for vulnerability disclosures throughout its lifecycle.

• Objective To proactively integrate cybersecurity considerations into the start of system and prod-
uct life cycles, ensuring security becomes an integral part of the project and development pipelines.

• When to apply Initial creation of the procedure should be done when setting up or maturing a C-
SCRM function. Then maintain throughout the entire lifecycle of systems, products, and services.
It’s not a one-time activity but a continuous process. Early integration during acquisition and
SDLC phases is particularly critical. The level of detail and formality will depend on the criticality
of the system or product and the organization’s risk tolerance. Re-drafting and optimization of the
procedure should be done regularly to ensure alignment with business goals.

• Costs Includes costs associated with training, tooling, and process changes. Costs will vary de-
pending on the complexity of the systems and products, the size and maturity of the organization’s
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C-SCRM program, and the tools and technologies used.

• Prerequisite conditions Sufficient resources (personnel, budget, tools) must be allocated to sup-
port the implementation of security practices. Clear roles and responsibilities must be defined for
all personnel involved in the design, development, and maintenance of systems and products. Ap-
propriate security tools and technologies are needed to support and streamline the implementation
of security controls.

• Cautions Ensure that cybersecurity requirements are aligned with business objectives. Avoid over
engineering of systems and processes. Security should be integrated effectively without hindering
functionality or usability Furthermore, maintaining comprehensive documentation and reporting on
C-SCRM activities is essential for accountability and continuous improvement. Security practices
should be reviewed and updated regularly to reflect changes in the threat landscape and best
practices.
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4.2.2 Implement robust C-SCRM communication and reporting mechanisms
Establish clear communication channels and reporting routines for supply chain cybersecurity risks. This
ensures that relevant information flows to all stakeholders (operational teams, executives, regulatory
entities, customers and suppliers) and that there is transparency and accountability in how supply chain
risks are monitored and managed.

• Implementation

– Regular reporting: Create a clear plan that outlines regular reporting cycles per stakeholder
group and the information that should be reported.

∗ Enterprise level: High-level summaries of overall supply chain risk posture, major
incidents, and effectiveness of C-SCRM initiatives.

∗ Business process level: Risk assessments specific to the mission/business process, sta-
tus of mitigation efforts, and key supplier performance indicators.

∗ Operational level: Detailed reports on vulnerabilities, incidents, and remediation ef-
forts.

– Incident reporting: Develop a clear incident reporting process, including escalation proce-
dures for critical incidents and defined secure communication channels. In this process include
plans for communicating with customers and regulatory entities in the event of a supply chain
incident. Clearly define in which situations external certain external stakeholders are notified
and which information should be provided herein.

– Roles, responsibilities, and channels: Created designated roles and points of contacts for
each identified stakeholder to create clear escalation plans and communication flows during
specific situations. Define which communications channels can be used during these situations.
Communicate these points of contacts and required communication channels to both internal
and external contacts.

• Objective To establish clear communication channels and reporting procedures for managing risks
effectively, ensuring transparency, accountability, and timely response to incidents through clear
communication between organization departments, external stakeholders and suppliers.

• When to apply Initial creation of the procedure should be done when setting up or maturing
a C-SCRM function. Re-drafting and optimization of the procedure should be done regularly to
ensure alignment with business goals, regulatory requirements.

• Costs Largely involves internal time and software tools. There might be investment in a risk
dashboard or tracking system to automate reports. Other costs are in staff time preparing and
reviewing reports, and conducting meetings. These are generally moderate, routine costs of a risk
management program.

• Prerequisite conditions Identification of stakeholders and an agreed-upon governance structure.
Management should endorse open communication, inviting the disclosure of incidents and risks
without retaliation.

• Cautions void information overload; ensure communication is concise and relevant. Maintain
confidentiality where necessary. Regularly review and update the protocol to reflect changes in the
threat landscape and best practices.
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4.2.3 Implement role-based training and supply chain cybersecurity aware-
ness

Implement a comprehensive training and awareness procedure focused on supply chain cybersecurity
risks. The goal is to ensure that all relevant personnel including executives, technical staff, and procure-
ment officers understand supply chain threats and know their role in managing these risks.

• Implementation Develop structured and role-specific training modules tailored to both internal
stakeholders and external supplier personnel. The training should encompass the folowing.

– Role-specific training segmentation: Segment the training according to roles within the
organization. For instance:

∗ Procurement and vendor management teams: Guidance on securely evaluating
and contracting suppliers, establishing stringent supplier management policies, and rec-
ognizing signs of compromised procurement processes.

∗ Developers: Instructions for securely integrating third-party components, recognizing
malicious or tampered software updates, and maintaining secure coding practices as out-
lined in best practice 4.2.1.

∗ IT and security staff: Methods for continuously monitoring supplier cybersecurity
risks, identifying anomalous behaviors, and managing rapid response actions during cy-
bersecurity incidents.

∗ Leadership: Training focused on governance, oversight responsibilities, risk assessment,
and the strategic integration of C-SCRM into organizational operations.

– Key topics: Recommended subjects covered in training for internal stakeholders include:

∗ Insider threat

∗ Social engineering and mining

∗ Suspicious communications and anomalous system behavior

∗ Advanced persistent threat

∗ Cyber threat environment

∗ Physical security controls

∗ Counterintelligence training

– Diverse training delivery methods: Deliver training through various methods, including
e-learning modules for foundational knowledge, workshops for interactive discussions, and
periodic refresher communications (such as newsletters or intranet posts) to reinforce key
points. Ensure that new hires whose roles involve supply chain interaction receive this training
as part of their onboarding process.

– Incorporate practical exercises: Where feasible, incorporate practical exercises. These
may include scenario-based discussions, such as tabletop exercises simulating a supplier breach,
or interactive simulations, such as phishing email tests appearing to come from supplier ac-
counts, to ensure employees can apply their knowledge effectively.

– Regular training refreshers and updates: Establish a schedule for regular refresher
training, such as a mandatory annual training and update the content each cycle to address
new threats, recent supply chain incidents, or changes in policy. Maintain records of completed
training and follow up with individuals who are overdue.

– Continuous Awareness and Communication: Continuously raise awareness through brief
communications. For example, if a significant supply chain incident occurs, share a summary
with relevant staff and highlight lessons learned. Similarly, share successes to reinforce positive
behavior. For example, a team identifying and mitigating an issue before it becomes a problem.

– Supplier inclusion: Determine which training and awareness activities should be attended
by supplier personnel. Include clauses in contract agreements that establish these procedures
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along with clauses requiring critical suppliers to maintain equivalent standards of cybersecurity
awareness and training.

• Objective To cultivate an informed workforce capable of actively contributing to supply chain risk
management. Training ensures personnel do not inadvertently introduce risks, such as selecting
unvetted suppliers or mishandling supplier data, and that they can recognize and respond to supply
chain security issues. This strengthens the overall security posture of the enterprise.

• When to apply Conduct formal training at least annually and during the onboarding of new
relevant employees. Additionally, apply training whenever new processes or tools related to Cyber
Supply Chain Risk Management (C-SCRM) are introduced, ensuring personnel understand how
to use them securely. Implement ad-hoc refresher training in response to significant threats or
incidents. Maintain an ongoing cadence of awareness throughout the year.

• Costs Costs associated with training include the development or purchase of training materials
and the time employees spend in training instead of other work. Additional expenses may arise
from training platforms or hiring external experts for specialized sessions. However, a well-trained
staff can prevent incidents that would be far more costly, making the program a cost-effective
investment in risk reduction.

• Prerequisite conditions Management support is essential to enforce training requirements and
allocate the necessary time and budget. There must be an established understanding of key policies
and procedures to translate into training content. Access to training delivery tools for e-learning
or meeting platforms for workshops, is required. Identify target audience groups and their specific
training needs in advance.

• Cautions Ensure the training remains relevant and engaging; stale or overly generic content may
cause employees to disengage. Avoid one-size-fits-all modules that do not resonate with certain
roles; instead, tailor content as needed. Be mindful of cultural and language differences when
training a global workforce, ensuring that content is accessible and clear. Do not treat training as
a checkbox activity; without periodic reinforcement and updates, even trained staff can become
complacent or forget best practices.
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4.2.4 Embed C-SCRM requirements into the supplier contracting lifecycle
Embed cybersecurity into the contracting cycle to ensure supplier risks are identified early, security
obligations are formalized, and oversight is maintained throughout the relationship. This strengthens
resilience, reduces disruptions, and supports regulatory compliance.

• Implementation

– Supplier classification: To effectively manage cyber supply chain risk, organizations should
establish a formal supplier classification process that categorizes suppliers into critical, im-
portant, and non-critical. This classification is based on factors such as the criticality of the
goods or services being provided, the sensitivity of data involved, regulatory exposure, and
the potential impact of cyber compromise. Once defined, these criteria should be applied con-
sistently, and all suppliers should be recorded in a centralized supplier classification register.
This register must be reviewed periodically to ensure it remains aligned with evolving risks,
business needs, and regulatory expectations. Guidance on how to create this classification can
be found in best practice 4.4.1.

– Pre-procurement assessment: Before awarding contracts, suppliers should undergo a tar-
geted security assessment. This involves issuing a standardized questionnaire aligned to in-
dustry frameworks such as ISO 27001, NIST, or SOC 2 report, and requiring documented
evidence of the supplier’s cybersecurity posture, including certifications, third-party audit re-
ports, and details on risk governance practices. The responses should be evaluated against
predefined scoring criteria to identify control gaps and inform contract negotiations. For
suppliers delivering mission-critical services, the organization may also conduct independent
security testing, on-site visits, or additional third-party assessments to validate controls and
assess readiness. Guidance on supplier questionnaires can be found in best practice 4.3.1.
General guidance on monitoring and assessmnets is provided through best praxctice 4.2.5.

– Master cybersecurity requirements: A core part of embedding C-SCRM in contracts
is developing a master cybersecurity requirements list, which defines the baseline security
controls and obligations suppliers must meet. This list should cover a broad range of topics,
including technical controls such as encryption, access management, data handling procedures,
subcontractor management practices, and clear expectations around incident management
and business continuity. The organization should map these requirements to each supplier
criticality. To ensure consistency, these requirements should be embedded in all request for
proposal templates, supplier selection criteria, and contract drafts. Guidance on creating
master contract requirements is provided in best practice 4.4.3

– Contract negotiation and award: The negotiation phase requires active collaboration
between legal, procurement, cybersecurity, and relevant business units to ensure enforce-
able and balanced contract terms. Contracts should reference the organization’s standard
clause library, covering critical areas such as security obligations across the contract lifecy-
cle, requirements for advance notification of material changes, and provisions for secure exit
and transition. Throughout negotiations, any deviations or modifications to standard clauses
should be tracked in a centralized contract management system, ensuring that the organization
maintains visibility over supplier-specific risks and concessions made during the contracting
process.

– Post-award monitoring and revalidation: Once a contract is in place, organizations
should leverage the embedded audit rights and monitoring provisions to maintain ongoing
oversight of the supplier’s cybersecurity posture. This includes requiring regular attestations,
third-party certifications, or evidence of security control effectiveness, as well as monitoring
supplier performance against agreed service levels. Suppliers should be reassessed and re-
classified at least annually, or whenever material changes occur such as service expansions,
mergers or acquisitions, major incidents, or regulatory developments. A robust post-award
process ensures that supplier risk management does not stop at contract signing but remains
active throughout the relationship. Guidance on this topic can be found in best practice 4.2.5.

– Contract exit and transition management: Exit planning should be built into contracts,
anticipating both the natural end of contracts and the possibility of early termination when
serious problems arise. The contracting function must have clear authority to end agreements
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if critical issues occur, such as repeated non-compliance, security breaches, or failure to meet
key obligations. Contracts should define secure data return or destruction, transition assis-
tance, and post-termination support, with clear timelines and responsibilities to minimize
disruption. Organizations should also anticipate the end of supplier contracts in advance to
allow for orderly transitions. After termination, a lessons-learned review should be conducted
to strengthen future contracting and exit practices.

• Objective To integrate C-SCRM seamlessly across the entire contracting lifecycle, ensuring that
security requirements are treated as qualifying criteria for supplier selection, incorporated into
enforceable agreements, and continuously monitored throughout the relationship. This approach
reduces the likelihood of supplier-induced disruptions, strengthens resilience, and ensures regulatory
compliance.

• When to apply Initial creation of the procedure should be done when establishing or maturing
a C-SCRM function. This procedure should be applied across all stages of the supplier engage-
ment lifecycle, starting with request for proposal preparation, during supplier selection and contract
negotiation, and continuing through post-award management. It is particularly important when en-
gaging new suppliers, managing critical third parties, or renewing or terminating contracts. Review
and adjust the approach regularly, especially when regulatory requirements, business priorities, or
risk profiles change.

• Costs Costs primarily include staff time to develop and maintain master requirements, perform risk
assessments, negotiate contracts, and perform post-award monitoring. There may be additional
expenses for security assessments, third-party audits, or contract management tools. Although
upfront and ongoing costs can be moderate to significant, they are offset by long-term savings from
reduced incident response, regulatory penalties, and supply chain disruptions.

• Prerequisite conditions Successful implementation depends on documented internal security
standards, and an established supplier risk classification process. Cross-functional alignment among
procurement, legal, cybersecurity, and business stakeholders is critical. Access to contract man-
agement systems and risk assessment tools further supports effective execution.

• Cautions Avoid overloading smaller or lower-tier suppliers with excessive requirements that may
strain their resources or impact delivery. Maintain flexibility in negotiations to balance enforce-
ability with operational realities. Regularly update master requirements to reflect evolving threats,
regulations, and lessons learned. Ensure that sensitive supplier assessment data is handled with
strict confidentiality and shared only on a need-to-know basis within the organization.
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4.2.5 Establish a comprehensive monitoring and assessment framework for
suppliers

A robust C-SCRM program requires the use of multiple assessment and monitoring techniques to main-
tain ongoing visibility into the security, resilience, and compliance posture of external suppliers. Vendor
questionnaires, continuous monitoring of third-party performance and risk, compliance audits, indepen-
dent third-party assessments, site visits, and formal certifications provide complementary insights at
different points in the supplier relationship lifecycle. By creating a strategy that establishes clear proce-
dures on how to assess and monitor suppliers, organizations can identify emerging risks, verify compliance
with contractual and regulatory requirements, and ensure that third parties supporting critical or im-
portant functions maintain adequate risk management practices throughout the engagement.

• Implementation Establish a formal multi-method assessment and monitoring program covering
the entire supplier lifecycle. Techniques should include:

– Vendor questionnaires and self-assessments: At supplier onboarding, and periodically
thereafter, issue standardized questionnaires to critical and high-risk third parties. These
questionnaires should gather detailed information about the supplier’s cybersecurity controls,
incident response processes, data protection practices, business continuity arrangements, reg-
ulatory compliance status, and any material changes since the previous review. Suppliers
should be required to support their responses with evidence such as policies, certifications, or
audit reports, rather than relying solely on self-attestation. Questionnaires should be updated
over time to address emerging threats, regulatory changes, and lessons learned from past in-
cidents. Responses must be systematically analyzed, and any red flags or deficiencies should
feed directly into the supplier’s overall risk rating and monitoring plan.

– Continuous monitoring: Deploy continuous monitoring services and tools to provide real-
time insights into third-party cybersecurity posture, operational performance, and risk indi-
cators. Monitoring should encompass external attack surface evaluations, breach intelligence,
regulatory enforcement actions, changes in corporate structure, financial health, and service
performance metrics such as uptime and incident reporting frequency. Integrate monitoring
outputs into supplier risk dashboards and internal risk reporting processes. Escalate signifi-
cant negative changes in a supplier’s risk profile to appropriate governance bodies, and initiate
additional investigations or corrective measures as necessary. More guidance can be found in
best practice 4.3.2

– Compliance audits: Conduct formal audits of suppliers, particularly those supporting crit-
ical or regulated services, to validate compliance with contractual obligations, applicable laws
and regulations, and industry best practices. Audits should examine evidence such as patch
management logs, incident response records, vulnerability management programs, business
continuity and disaster recovery test results, and compliance with agreed security standards
like ISO/IEC 27001. Audit rights must be contractually established during procurement, and
audit scope should be adjusted based on supplier criticality and evolving risk assessments as
indicated in best practice 4.4.3. Findings must be formally reported, corrective action plans
developed where necessary, and remediation progress tracked.

– Third-party assessments and certifications: Rely on verified third-party certifications
and independent assessment reports, where appropriate, as part of the assurance process.
Acceptable certifications may include ISO/IEC 27001, SOC 2 report Type II, or industry-
specific attestations, provided they are current and cover the relevant services, systems, and
geographical operations. Certificates should be reviewed critically for scope and validity, and
periodically refreshed. Where independent evidence is insufficient or not aligned to organiza-
tional risk tolerance, consider commissioning tailored security assessments to validate supplier
controls directly.

– On-site assessments and visits: Where appropriate, conduct physical site visits to sup-
pliers supporting critical or sensitive functions. On-site assessments should evaluate physical
security controls, secure handling and storage of sensitive data, staff compliance with cyberse-
curity policies, the robustness of backup and recovery arrangements, and readiness to detect
and respond to security incidents. Site visits must be planned and documented, with findings
feeding into the overall supplier risk evaluation. Visits should occur regularly based on sup-
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plier criticality, typically on an annual or biannual basis, or whenever significant changes or
incidents warrant additional scrutiny.

– Remediation acceptance criteria: Define clear thresholds and acceptance criteria for re-
mediation of identified security risks. These criteria should be tailored based on supplier
criticality and the nature of the risk (CVSS scores, impact likelihood, non-compliance with
contract terms). Establish timelines for remediation and require documented evidence of mit-
igation steps. Suppliers should not be removed from the “watch list” or considered compliant
until revalidation confirms remediation effectiveness.

– Revalidation process: After remediation is reported, initiate revalidation through re-
assessment, such as a follow-up audit, site visit, or review of evidence (e.g., patching logs,
updated certifications). The revalidation process should be standardized and documented. In
cases of high-risk findings, use independent third-party verification.

– Coordination and reporting: All assessment and monitoring activities must be integrated
into a centralized supplier risk management framework. Findings from questionnaires, moni-
toring tools, audits, third-party certifications, and site visits should be consolidated, analyzed
holistically, and used to update supplier risk profiles. Significant risks and deficiencies must
be reported to senior management and the risk governance committee, with recommendations
for escalation, remediation, or contract renegotiation where necessary. Maintain a watchlist
of suppliers who have had security issues in the past. This list indicates for which suppli-
ers the organization should be more cautious and require additional due diligence, security
requirements, and approval by the risk council. Continuous improvement loops must be estab-
lished, ensuring that lessons learned from monitoring and assessments inform future supplier
onboarding, contracting, and monitoring strategies.

• Objective To maintain a comprehensive and dynamic view of third-party risks over time, beyond
initial due diligence. The aim is to ensure that suppliers remain aligned with security, resilience,
and compliance expectations throughout the life of the contract. This enables early detection of
emerging vulnerabilities, assurance of regulatory compliance, informed risk management decisions,
and timely response to risks that could impact organizational operations, security, or reputation.

• When to apply The monitoring and assessment strategy should be created when establishing or
maturing a C-SCRM function. This strategy should be applied throughout the entire third-party
relationship lifecycle. Vendor questionnaires and initial assessments should be performed during
onboarding and refreshed periodically. Continuous monitoring must operate during the entire
engagement period. Compliance audits, site visits, and validation of third-party certifications
should be conducted at regular intervals, based on risk tiering, or upon significant changes such
as mergers, operational disruptions, security incidents, or regulatory developments. Assessments
must also be triggered by incident response or new risk intelligence affecting a supplier.

• Costs Implementing a comprehensive assessment and monitoring framework entails both initial
and ongoing costs. These may include personnel costs for performing assessments and monitoring
activities, licensing fees for third-party risk monitoring tools, subscription fees for access to certifi-
cation validation services, and costs associated with travel for on-site assessments. Organizations
may also incur costs for engaging external auditors or consultants to conduct independent assess-
ments. Strategic risk-based prioritization of suppliers can optimize resources and manage costs
effectively.

• Prerequisite conditions Supplier contracts must clearly establish rights to audit, monitor, and
assess, and suppliers must be obligated to cooperate. An accurate and current inventory of suppli-
ers, categorized by criticality and risk exposure, must be maintained. Internal teams (procurement,
information security, compliance, and risk management) must be trained in the assessment method-
ologies, and appropriate governance structures must be in place to oversee the monitoring program
and respond to assessment findings.

• Cautions Organizations must guard against over-reliance on self-reported information in question-
naires without independent validation. Continuous monitoring services, while valuable, may not
capture internal supplier risks hidden behind the external surface. Compliance audits and certifica-
tions must be reviewed critically to ensure they are meaningful and relevant to the services in scope.
Overburdening suppliers with frequent or redundant assessments can strain relationships and co-
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operation, especially with smaller vendors. Findings from assessments must not remain static or
unaddressed. A defined process must exist for risk remediation, escalation, and ongoing improve-
ment, ensuring that monitoring activities lead to actionable outcomes rather than administrative
overhead. guidance for this can be found in best practice 4.2.7.
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4.2.6 Develop and regularly test supplier-focused incident response plans
Establish and maintain a comprehensive Incident Response (IR), Disaster Recovery (DR), and Business
Continuity Planning (BCP) capability that spans the organization and its critical suppliers. This in-
volves defining roles, procedures, and resources to detect, contain, and recover from cyber or operational
disruptions. The plan must cover both internal systems and key third-party dependencies, ensuring that
incidents are promptly reported, evidence is preserved, and affected services are restored. In practice, this
means creating coordinated processes for incident management: detection, triage, remediation, invoking
backup operations when needed, and communicating with all stakeholders (internal teams, regulators,
customers, supplier representatives) during a crisis.

• Implementation

– Establish an IR/DR/BCP team and policy: Form a cross-functional response team (IT,
security, operations, supply-chain representatives) and document authority levels and decision-
making processes in case of an incident. Define an official policy or plan that describes how
incidents are managed, how continuity plans are invoked, and who must be notified. Base
these procedures on the classification of the incident in question, for example:

∗ Low severity: Affects only a small number of systems or individuals, causes limited dis-
ruption to a few network devices or segments, or presents minimal or no risk of spreading
and results in negligible disruption or damage.

∗ Medium severity: Impacts a moderate number of systems and/or people, affects non-
critical systems or services within the organization, or disrupts operations at a business
unit level

∗ High severity: Has a major negative effect on a large number of systems and/or personnel,
creates significant financial or legal risks for the organization, compromises sensitive or
confidential information, or impairs critical services or systems essential to core operations,
or is highly likely to spread and result in severe disruptions or damage.

Assign primary and alternate contacts for each critical function. Ensure the team includes
members with expertise in both organizational processes and key supplier operations.

– Develop incident response, recovery, and continuity plans: Draft detailed procedures
for responding to disruptions. This includes steps to contain an incident, collect evidence for
analysis, and invoke recovery plans when needed. For example, specify how to isolate affected
systems, preserve logs, and escalate incidents to crisis management. Incorporate predefined
thresholds or triggers (severity levels and impact criteria) that automatically activate the
business continuity plan. Embed information security requirements into continuity processes,
such as maintaining encryption and access controls even during failover.

– Include suppliers in plans and testing: Integrate critical suppliers, as defined by best
practice 4.4.1, into IR/DR planning and policy creation. Require that contracts obligate
suppliers to immediately report relevant incidents and to assist in joint response exercises(best
practice 4.4.3). Arrange regular testing activities (tabletop exercises or simulations) that
involve both internal staff and representatives of critical suppliers. During these tests, simulate
supply chain disruptions, e.g. a supplier outage, and practice supplier coordination. Jointly
update procedures on lessons learned during these activities. Maintain an updated contact
lists and communication protocols for each critical supplier so that all parties know when and
how to coordinate during an incident.

– Maintain backup and failover resources: Provision redundant infrastructure and reserves
so critical operations can continue if primary assets fail. These backup assets ideally reside in
a different geographical location. These assets combined should be able to ensure the orga-
nization can resume critical functions with minimal delay. Keep extra inventory or alternate
supply channels for components that have no substitute. For example, it is recommended
to hold 60–90 days of stock for the most critical hardware or arranging support agreements
for priority replenishment. Document and periodically test data backups, hot-site failover
procedures, and alternative work arrangements, such as remote work capabilities, to verify
that recovery objectives will be met under various disaster scenarios.
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– Define communication and escalation procedures: Specify exactly who should be in-
formed during specific incidents and situations. This covers internal alerts and external notifi-
cations to regulators, customers, and critical suppliers. Use clear criteria to trigger alerts and
crisis calls. Ensure that communications are timely but follow the “need-to-know” principle,
with preapproved message templates to avoid confusion. After an incident, carry out a joint
review, including affected suppliers, to perform root-cause analysis and update the plan based
on lessons learned.

– Regularly review and update the plans: Schedule periodic reviews of the Incident Re-
sponse (IR)/Disaster Recovery (DR)/Business Continuity Planning (BCP) documentation, at
least annually or after any major organizational or environmental change. Update the plans
to reflect new business processes, new suppliers, or emerging threats. Retest the plans after
each significant revision. Conduct post-incident reviews even for minor events to identify
gaps. Maintain logs of all tests and incidents to measure performance and drive continuous
improvement.

• Objective Ensure the organization can absorb and recover from disruptions with minimal impact
on critical business functions and supply chains. The IR/DR/BCP program aims to protect in-
formation confidentiality, integrity, and availability during crises, maintain agreed service levels,
and meet legal or regulatory continuity requirements. By proactively planning and coordinat-
ing with suppliers, the organization minimizes downtime, avoids cascading failures, and preserves
customer trust. A successful program prevents isolated incidents from becoming enterprise-wide
outages, supports timely decision-making, and ensures that lessons learned are fed back into risk
management.

• When to apply The monitoring and assessment strategy should be created when establishing
or maturing a C-SCRM function. Tailor the implementation of this strategies to the needs of
critical systems and services by creating specific IR, DR, and BCP plans before they go live.
Reassess and reinforce it whenever significant changes occur, such as new regulatory mandates,
major organizational restructuring, or onboarding of key vendors. Apply it after incidents to
strengthen future response. Testing should occur at least annually and whenever environmental or
supplier conditions change substantially.

• Costs Allocating staff time for policy development, plan writing, training, and exercises incurs
significant internal costs. The establishment of a dedicated response team or committee may
require the assignment or hiring of specialized personnel. Internal review and testing consume
operational time. The ongoing maintenance of plans, including document updates and audits,
contributes to recurring workload. Investments in backup sites or redundant infrastructure, such
as alternate datacenters and cloud failover, along with additional inventory, entail capital or service
fees. Organizations may incur higher contract rates or premiums to ensure supplier redundancy,
including on-call backup production and priority logistics. Involving suppliers in drills may impose
cost-sharing or fees for their participation. Technology investments in disaster recovery tools such
as backup software and data replication, must be procured and maintained. Regular testing of
continuity plans can temporarily disrupt normal schedules, such as taking systems offline or utilizing
test data.

• Prerequisite conditions A clear risk management framework with strong executive support must
be in place. Responsibility for overall crisis management should be well-defined. The organization
should have completed a business impact analysis (BIA) or similar assessment to identify critical
functions, assets, and dependencies, to determine which operations require the fastest recovery
and what the consequences of downtime would be. Accurate inventories of IT assets, data, and
suppliers are essential, along with a clear understanding of where critical data resides and which
vendors support key processes. Supplier contracts should also be reviewed to confirm existing con-
tinuity requirements. It is paramount to ensure availability of alternate sites, backup hardware,
and necessary personnel, in-house or through suppliers, to support recovery plan execution. This
includes backup communication channels such as email failover or phone trees. Finally, contracts
and policies should be reviewed to ensure they permit the necessary actions, such as audits and in-
formation sharing, and that they comply with regulatory obligations related to incident notification
and continuity.

• Cautions Avoid focusing on only high-value contracts or obvious risks. Small suppliers providing
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a niche component can be mission-critical. Planning should cover all critical processes and sub-tier
dependencies. Continuity planning should be seen as an ongoing effort, not a one-time task, with
plans that evolve alongside the business and its supply chain. Sensitive details, such as recovery
site locations or encryption keys, should be shared only on need-to-know basis, since excessive
disclosure can create additional security risks. Plans should strike a balance between rigor and
flexibility. Overly complex or rigid procedures become unworkable in a real crisis, while allowing
reasonable improvisation helps teams respond to unexpected situations. Relying solely on written
procedures can cause problems as teams must be prepared to exercise judgment in critical situations.
Regular testing is essential, plans that are never practiced often fail when needed. Organizations
should avoid relying only on reactive approaches. Proactive measures, such as supplier monitoring
and threat intelligence, should complement response planning.
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4.2.7 Establish continuous improvement through feedback loops and reassess-
ments

Continuous improvement embeds a feedback-driven cycle into the C-SCRM programto ensure that pro-
cesses, controls, and policies are regularly refined. In practice, this means setting up formal mechanisms
to collect performance data, review outcomes, and adjust C-SCRM measures over time. By institution-
alizing lessons learned from incidents and supplier assessments, an organization can adapt its supply
chain security posture to emerging threats and requirements.

• Implementation

– Define and collect metrics: Identify internal key performance indicators (percentage of
suppliers meeting a level of security requirements, time to remediate supply chain vulnerabil-
ities, number of supply-related incidents) collected by the processes established through best
practice 4.2.5. This data allows tracking C-SCRM performance against pre-determined goals.

– Establish governance review cycles: Convene the cross-functional council established by
best practice 4.1.1 at regular intervals as indicated by the procedure of best practice 4.1.2
to analyze the collected data. In these meetings, review supplier risk profiles, performance
metrics, and any incidents. Use the insights to re-prioritize risks and adjust strategies.

– Embed feedback from incidents and assessments: After any supply chain security
incident, audit, or major supplier change, conduct a formal lessons-learned review. Document
what worked or failed and update policies, standards, and controls accordingly. Ensure that
remedial actions are tracked to completion as part of the improvement loop. share lessons
learned both up and downstream to supply chain partners where applicable.

– Involve suppliers in joint learning: Actively engage key suppliers in the review process.
Establish protocols for bi-directional sharing of threat and risk information (vulnerability re-
ports, threat intelligence) For example, organizations can hold joint tabletop exercises with
critical suppliers to test response plans. Revise supplier contracts and service-level agree-
ments to obligate suppliers to participate in these improvement activities based on the jointly
aggregated data.

– Iterate and automate: Use each review cycle’s findings to refine C-SCRM processes. Up-
date procedures established through best practice 4.1.4 based on feedback. Where practical,
automate data collection and analysis through continuous monitoring tools and dashboards
(best practice 4.2.5) to streamline reporting and free resources for analysis. Leverage frame-
works, such as ISO/IEC 27001’s Plan–Do–Check–Act approach or the NIST Cybersecurity
Framework Implementation Tiers, to benchmark progress and guide maturity improvements.

• Objective To ensure the C-SCRM function remains effective and aligned with the organization’s
risk posture over time. It aims to create an adaptive, learning-based program in which every
review and incident drives enhancements to security controls and risk management practices. By
systematically integrating feedback, the C-SCRM program incrementally strengthens resilience and
reduces risk. Continuous improvement ensures that supply chain security measures evolve as the
observed threats and business context change.

• When to apply the continuous improvement procedure should be created when establishing or
maturing the C-SCRM program. It is not a one-time task but a perpetual process throughout
the supply chain and product lifecycle. Triggers for focused improvement reviews include major
supply chain incidents or audit findings, significant changes in suppliers or technologies, regulatory
updates, and scheduled intervals (annual management review).

• Costs Implementing a continuous improvement process involves investment in resources and tools.
Organizations must allocate staff time and hire or train personnel, for data collection, metrics anal-
ysis, and committee meetings. Technology costs may include software for continuous monitoring,
data analytics platforms, or third-party assessment services. There may also be costs for con-
ducting supplier workshops or tabletop exercises. However, these investments can yield significant
benefits: improved accountability, more efficient risk reduction, and cost avoidance from preventing
or mitigating supply chain incidents.

• Prerequisite conditions For continuous improvement to be effective, the organization must first
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have a basic C-SCRM infrastructure in place. This includes a defined governance structure, such as
a risk council or program office, with clear accountability for metrics and actions. It also requires
an up-to-date inventory of critical suppliers and assets, initial risk assessments, and formally docu-
mented policies. Established methods for collecting and analyzing supply chain security data, such
as risk ratings, assessment results, and incident logs, are essential. Supplier agreements should
include contractual clauses that allow for audits, sharing of security data, and require supplier
cooperation in improvement activities. Equally important is strong executive leadership support,
adequate budget for tools and training, and a culture that values iterative learning.

• Cautions It is important to avoid overloading staff and suppliers with too many metrics or frequent
assessments. Prioritizing high-risk suppliers and core indicators helps prevent fatigue and ensures
the data collected remains meaningful. Data gathering alone is not adequate enough. Findings
must lead to concrete actions, as feedback loops without disciplined follow-up become box-checking
exercises. Care should be taken to select relevant and reliable metrics, since using low quality or
misleading indicators can create a false sense of security and may even encourage green washing
during reporting. Oversight of suppliers should be balanced with collaboration, as excessive or
redundant requests for information can damage supplier relationships. Joint forums or shared
assessment frameworks can help manage this balance effectively. Finally, continuous improvement
efforts must stay focused, avoiding scope creep. This ensures that the organization’s efforts remain
aligned with its risk tolerance and strategic goals, and improvements are both practical and relevant.
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4.2.8 Plan for secure disengagement through defined exit and obsolescence
strategies

Develop and maintain a formal exit strategy for all suppliers. This strategy ensures that if a relationship
with a vendor must end, whether through planned contract expiration or unplanned failure, it can be
executed with minimal disruption to operations. The exit strategy outlines how the organization will
disengage from the provider, transition services or data, and maintain continuity of critical functions.
By proactively preparing for termination scenarios, organizations avoid vendor lock-in, safeguard their
data, and uphold resilience even if a key supplier is lost.

• Implementation Establish comprehensive procedures to plan, execute, and recover from the
termination of third-party services. Key steps include:

– Plan from onboarding: Integrate exit planning at the start of the vendor relationship.
During procurement and contracting, evaluate the provider’s proposed exit plan and negotiate
explicit contract clauses for termination assistance, data handover, and continued service
during transition. Define what constitutes the end-of-service in the agreement, such as criteria
for contract completion, and ensure the contract mandates an adequate transition period
with support commitments from the vendor for smooth handover. Create general master
requirements that mandate this and include them in the master requirement list as described
in best practice 4.4.3.

– Product obsolescence management: Require suppliers to disclose EOL timelines, support
sunset periods, and upgrade/replacement paths for critical products or components. Contracts
should include clauses obligating suppliers to provide advance notice of planned obsolescence.
Establish internal procedures for monitoring supplier product lifecycles. This includes identi-
fying when alternative solutions or vendors will be needed and ensuring business continuity.
Maintain a registry of critical product versions, their support status, and replacement strategy.

– Anticipate scenarios: Identify trigger events and risks that might lead to termination. The
strategy should address both planned exits (contract end-of-term, strategic provider replace-
ment) and unplanned exits (provider insolvency, security breach, regulatory mandate, or other
failures). For each scenario, document specific actions to take.

– Replacement strategy: Outline how services can be migrated to an alternative solution
when needed. This includes identifying one or more viable replacement providers or an internal
capability that can assume the service. The plan must detail how to transfer operations and
data to the new environment without compromising security or continuity.

– Data transfer and preservation: Establish procedures for the secure return or transfer of
all organizational data from the third-party. This involves scheduling data exports, verifying
the completeness and integrity of returned data, and ensuring the third-party deletes or de-
stroys any remaining sensitive data after the transition (per contractual obligation). Treat
data custody as a priority: verify that backups are current and accessible in case the vendor
abruptly ceases operations, and plan for how to quickly transfer those backups to the new
environment.

– Continued operation during transition: Plan for a defined transition period during which
the outgoing provider continues to support services until the new solution is fully operational.
Coordinate timelines so that there is overlap (when possible) to avoid gaps in service. During
this phase, increase monitoring of performance and have staff on standby to address any
incidents. If the exit is unplanned and immediate, invoke business continuity procedures
(disaster recovery sites or pre-arranged interim services) to keep critical functions running.
This should ensure that critical functions are never compromised during transitions.

– Roles and responsibilities: create a cross-functional termination response team (IT, cy-
bersecurity, procurement, legal, business continuity leads) responsible for executing the exit
strategy. Clearly delineate who will manage communications with the vendor, who will han-
dle technical migration tasks, who ensures contractual obligations are met, and who oversees
continuity of operations internally. Establish an internal escalation process for approving and
initiating an exit. Adopt training based on these plans in role based training programs as
outlined in best practice 4.2.3.
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– Testing and updates: Regularly test and review the exit strategy. This can involve tabletop
exercises or simulations of provider loss to ensure staff are familiar with the procedures and to
uncover any weaknesses in the plan. For critical providers, consider conducting joint drills or
discussions with the vendor about how a transition would work. Update the strategy whenever
there are significant changes (changes in regulation, corporate structure, services, demands,
strategy). Ensuring the exit strategy remains sufficiently tested and reviewed periodically.

– Execution and recovery: When termination is enacted, follow the established checklist to
execute the exit in a controlled manner. Maintain detailed logs of all actions (communications,
data transfers, system cut-offs, access revocations) for audit and accountability. Throughout
execution, communicate status to all relevant parties (internal management, outgoing vendor,
incoming vendor, regulators, and clients if service might be impacted). After disengagement,
verify that the new provider or internal system is functioning correctly and that all security
controls are in place. Conduct a post-termination review to capture lessons learned and
incorporate improvements into the strategy. Also confirm the old vendor has fulfilled all
end-of-contract duties (such as confirmation of data deletion and return of equipment or
credentials).

• Objective The primary goal of the exit strategy is to ensure the organization can seamlessly
disengage from a third-party provider without jeopardizing operations or security. It is a safeguard
for business continuity and operational resilience during vendor transitions. By having a well-
defined and practiced exit plan, the organization protects itself from service disruptions, data loss,
compliance violations, or financial and reputational damage that could occur if a key supplier’s
services are suddenly unavailable. In essence, this strategy preserves the integrity and availability
of critical functions under all circumstances by anticipating and mitigating the risks of a supplier
relationship ending. It strengthens the organization’s negotiating position with providers and
ensures compliance with industry regulations that mandate continuity planning for outsourced
services.

• When to apply Create a general exit strategy when establishing or maturing the C-SCRM func-
tion. Modify and apply this exit strategy for every third-party service that supports critical or
important business functions at the outset of the engagement. This should be a standard part of
onboarding any high-impact vendor. The exit strategy should be formulated during vendor selec-
tion and pre-contract risk assessment, and the agreed plan should be documented in the contract.
Thereafter, review and update the exit plan at least annually or whenever there is a significant
change in either the provider’s or the organization’s circumstances (changes in regulation, corpo-
rate structure, services, demands, strategy). Activation of the exit strategy should occur whenever
predetermined conditions or triggers are met. These triggers can include strategic decisions, per-
formance issues, financial or operational or legal issues on the vendor’s side. For suppliers that
are not deemed critical, it is possible to fall back on the general exit strategy and scale it to the
inherent risk or the supplier.

• Costs Initial costs may include the effort required to develop detailed exit procedures and the
possible investment in backup solutions or dual sourcing. Negotiating robust exit clauses might
slightly increase legal or procurement expenses, and some vendors may incorporate the added
responsibilities into their pricing structures. In addition, there are ongoing costs associated with
periodically testing the exit process, which will consume staff time and incur fees if suppliers
are involved. Regular governance efforts are also necessary to keep documentation and contracts
updated. Maintaining the ability to exit may necessitate paying for data portability features or
additional data export tools from the provider. A well-executed exit strategy can prevent costly
downtime, avoid regulatory fines, and minimize the need for emergency IT projects to replace a lost
service. Incorporating exit provisions early in the contract can result in cost savings by clarifying
responsibilities, avoiding litigation, or consulting fees during termination.

• Prerequisite conditions The organization should have a clear understanding of its third-party
dependencies through an up-to-date inventory or register of all ICT services and their associated
providers. Identifying which vendors support critical functions is a prerequisite to prioritize where
detailed exit plans are needed. There must be strong governance and support for C-SCRM from
executive leadership that endorses the importance of exit strategies. Additionally, the organization
should have its business continuity and disaster recovery capabilities aligned with the exit strategy.
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• Cautions Avoid complacency, an exit plan can become obsolete if not kept up to date. Regular
reviews are essential to ensure the plan reflects current systems, data volumes, and business re-
quirements. otherwise, a well-intended plan might fail when needed. Build in some adaptability
and clear decision points so that those executing the plan can respond to the specifics of the sit-
uation. During execution, manage communications with the provider carefully to maintain their
cooperation. Maintain strict security measures throughout the transition.
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4.3 Monitoring and assessment methods
Ongoing oversight and assessment are crucial components of a mature C-SCRM framework. Without
robust mechanisms to continuously monitor and evaluate third-party risk exposure, even the most care-
fully constructed strategies may become ineffective over time. This section introduces best practices
for establishing transparent, scalable, and efficient monitoring and assessment processes, with a focus
on leveraging both automated tools and human oversight to detect, evaluate, and respond to emerging
threats across the supply chain lifecycle.

4.3.1 Leverage standardized security due diligence tools to assess supplier
risk profiles

A Supplier Risk Questionnaire Assessment is a structured survey sent to suppliers to gather detailed
information about their cybersecurity, privacy, resilience, and compliance practices. This standardized
questionnaire uses predefined questions and scoring rules so that supplier responses can be objectively
evaluated. Responses are scored against risk factors to produce a total risk rating. By normalizing the
questions and scoring, organizations obtain consistent, comparable risk data across all suppliers.

• Implementation

– Design the questionnaire content: Define key risk categories such as information security,
data privacy, business continuity, regulatory compliance, and map questions to relevant stan-
dards or controls adopted in acquiring organization. Use clear and unambiguous questions
with standardized response options (Yes/No or 1–5 scales). Follow a point-based method:
each question or answer is assigned a numeric value, and critical questions may carry higher
weight. Sector organizations may have created generalized templates to adopt in specific in-
dustries, adopt these where possible. Ensure the questionnaire is applicable to all supplier
types by adjusting language or sections for product suppliers, service providers, etc.

– Select distribution tools and workflow: Use a secure survey or vendor-management plat-
form to distribute the questionnaire. Many organizations integrate this into their procurement
or GRC/ERP systems so suppliers can log in and complete assessments online. The tool should
ideally auto-calculate scores based on predefined criteria. Establish an automated workflow:
for instance, once a supplier contact is identified, a system can email the supplier a link or
template and later send reminders if there is no response. Link the completed questionnaire
to the procurement record to maintain an audit trail.

– Scoring and analysis: Define a scoring methodology up front. For each response, assign
points according to the risk level (e.g. critical=1/high risk, up to 5=low risk). Allow subject-
matter experts (SMEs) in IT, legal, compliance, etc. to score sections relevant to their domain.
Sum the points (with weightings applied) to compute each supplier’s total risk score. Once
scores are calculated, lock them in (scores should remain static throughout the review to
ensure objectivity). Classify suppliers (e.g. high/medium/low risk) based on thresholds or
risk categories derived from these scores.

– Review and follow-up: Examine the questionnaire results. Discuss any significant findings
or inconsistencies. For high-risk scores or gaps in critical controls, engage directly with the
supplier to clarify answers or require remediation. Document all discussions and decisions.
Update the enterprise risk register or third-party risk platform with the assessment results and
any action items. Incorporate this data into ongoing supplier monitoring and risk treatment
plans.

– Frequency and updates: Issue questionnaires at the start of procurement processes to
be able to quantitatively compare potential suppliers and require a certain level of security
for contract awarding. Establish clauses in the contractual agreement on time-frames and
procedures for mitigation of any found risks or vulnerabilities. After contract establishment
issue questionnaires on a scheduled basis (for example, annually or upon contract renewal) to
catch changes in supplier risk over time. Also trigger reassessments after major events (supplier
mergers/acquisitions, geopolitical changes, significant incidents, or new regulations). This
initial assessment is a snapshot in time, and continuous monitoring is needed throughout the
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supplier lifecycle as established by best-practice 4.3.2. Regular updates to the questionnaire
are necessary to reflect new threats, technologies, or regulatory requirements.

–

• Objective To systematically gather supplier risk data and support objective decision-making. The
questionnaire ensures all suppliers are evaluated against the same criteria, making comparisons and
prioritization reliable. This consistent approach feeds into the organization’s overall risk manage-
ment strategy and provides documented evidence of due diligence, helping to satisfy regulatory
requirements.

• When to apply

– Initial onboarding: Deploy to all new suppliers as part of due diligence, before contracts
are finalized.

– Periodic reviews: Conduct at regular intervals (e.g., annually, biannually) or at each major
contract renewal. Higher-risk suppliers (critical to operations or handling sensitive data)
should be reassessed more frequently.

– Event-driven: Reissue the questionnaire after significant changes (major product or service
updates, leadership changes, security incidents affecting the supplier, etc.) or when new
compliance mandates arise.

– All supplier types: Apply to vendors of products, services, and cloud/IT resources. Cus-
tomize sections as needed (e.g., supply chain integrity for component manufacturers, data
handling for cloud providers). By covering the full supplier base, organizations maintain
visibility into any potential weak links in the supply chain.

• Costs Initial costs include time to design the questionnaire, configure tools or systems, and train
staff. Many organizations reduce effort by leveraging existing templates. There may be licensing or
subscription costs for survey/GRC platforms, but these often pay off by automating manual tasks.
Ongoing costs involve analyst time to review responses and follow up. However, using workflow
automation and risk tools can significantly cut labor costs and errors; for example, systems that
auto-route questionnaires and scoring greatly reduce the need for manual process and improve
efficiency.

• Prerequisite conditions To implement supplier risk questionnaires effectively, organizations must
have a defined governance structure or formal C-SCRM policy that outlines assessment criteria and
responsibilities. A current supplier inventory, categorized by criticality or risk level, is essential
for targeting questionnaires appropriately. A baseline risk framework must also be in place to
evaluate responses meaningfully. Tools such as secure survey platforms or third-party risk systems
should support distribution and analysis; where not available, manual processes must ensure data
confidentiality and integrity. Success further depends on coordinated involvement from procure-
ment, cybersecurity, legal, and compliance teams, all of whom must agree on the process scope and
timeline.

• Cautions Excessive or overlapping questionnaires can cause supplier fatigue, resulting in lower-
quality responses. Internal coordination and the use of standardized or shared assessments can help
reduce this burden. Self-reported data may also be biased or incomplete, so critical risks should be
validated through audits or direct engagement. Since assessments are point-in-time, they should
be complemented by continuous monitoring of emerging risks. Additionally, automation tools may
have limitations and must safeguard sensitive supplier data. Finally, organizations should keep
questionnaires focused and legally supported to encourage transparency and supplier cooperation.
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4.3.2 Implement continuous monitoring across enterprise and supply chain
Establish and maintain a continuous monitoring strategy to proactively oversee cybersecurity risks across
both internal enterprise systems and the extended supply chain. This strategy entails the ongoing surveil-
lance of organizational assets, networks, and applications, as well as the continuous evaluation of security
postures and service performance of suppliers. The goal is to detect changes in risk conditions or com-
pliance status in real time and address issues before they escalate. Because one-time risk assessments
provide only a snapshot in time and can become obsolete as environments evolve, a continuous monitor-
ing approach ensures that emerging threats, vulnerabilities, or deviations are adequately identified and
mitigated.

• Implementation Develop and integrate a comprehensive continuous monitoring plan that covers
key assets, processes, and suppliers.

– Internal continuous monitoring: Continuously monitor the enterprise’s own networks,
systems, and data for signs of anomalous activity, vulnerabilities, or policy non-compliance.
Deploy technical controls such as automated vulnerability scanning, intrusion detection sys-
tems (IDS/IPS), security information and event management (SIEM) tools, and configuration
monitoring to collect real-time telemetry. Define appropriate indicators and alert thresholds
for suspicious behavior (unusual network usage patterns, after-hours access, unrecognized
devices). Ensure that monitoring processes encompass all critical IT assets and business pro-
cesses, including cloud services and operational technology, to enable prompt detection of
intrusions or failures. Integrate supply chain considerations into these processes, for example,
correlate logs related to third-party connections or data exchanges, so that supplier-related
anomalies can be quickly recognized as such. All monitoring data should feed into a central-
ized analysis function such as a Security Operations Center (SOC) for continuous review and
correlation.

– External Continuous Supplier Monitoring: Extend the monitoring strategy to cover
third-party service providers, suppliers, and contractors, especially those supporting criti-
cal or important functions. The organization’s supplier risk management team (or equiva-
lent function) should actively and regularly assess supplier security posture and performance
throughout the life cycle of the engagement. Determine in which capacity this is necesarry for
your organization. From scanning public domains of suppliers to assess their security level,
to monitoring the full internal landscape, and everything in between. Implement processes
to collect supplier performance data through automated feeds, third-party services, such as
cybersecurity ratings or threat intelligence services, and direct supplier reporting. Metrics to
monitor should include:

∗ Operational performance indicators: uptime, support response times, SLA adher-
ence

∗ Security metrics: data confidentiality breaches, unauthorized access incidents

∗ Compliance measures: certification status, regulatory adherence

– Security metrics to monitor: The following security metrics should be continuously mon-
itored where possible to maintain a clear and up-to-date understanding of the organization’s
cybersecurity posture and the state of risks within its extended supply chain. Tracking these
parameters enables early detection and timely response to emerging threats or vulnerabilities:

∗ Software patching: Status of software patches for application servers, OpenSSL, CMS,
and web servers, including identification of end-of-life or vulnerable software.

∗ Application security: Assessment of adherence to security practices such as CMS au-
thentication, HTTP security headers, encryption for high-value systems, and malicious
code detection.

∗ Web encryption: Configuration data regarding web encryption, including certificate
validity and expiration, hash algorithms, key lengths, encryption protocols, and certificate
subjects.

∗ Network filtering: Data on exposure of unsafe network services and IoT device vulner-
abilities.
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∗ Breach events: Records summarizing organizational breach incidents, indicating fre-
quency and severity.

∗ Malicious infrastructure connections: Monitoring data of communications with com-
mand and control servers, botnet hosts, hostile scanning or hacking hosts, phishing sites,
spamming hosts, and other blacklisted entities.

∗ Email security: Email service configurations, tracking encryption standards (START-
TLS), and authentication mechanisms (SPF, DKIM), along with email hosting provider
details.

∗ DNS security: Status of protections against unauthorized DNS modifications and do-
main hijacking, including DNS hosting arrangements.

∗ System hosting: Analysis of hosting environments, specifically co-tenant IP hosting
scenarios, hosting fragmentation, and geographical distribution of hosting providers.

This can be done through several technical services provided by third parties to implement
this as a cost-efficient solution.

• Objective To maintain an up-to-date understanding of both internal and supply chain risks and
to enable proactive risk mitigation. Continuous monitoring ensures that emerging threats, supplier
performance issues, or compliance lapses are discovered early, allowing the organization to respond
before they impact operations. The objective is to continuously verify that both the organization
and its critical suppliers adhere to required security standards and to promptly address any weak-
ness or change that could increase risks, preserving operational resilience and trust in the supply
chain. The aggregated data and indicators can be used to shape improvement initiatives to evolve
the C-SCRM function throughout.

• When to apply This strategy is applied on an ongoing basis throughout the operational lifecycle
of systems and supplier relationships. Continuous monitoring should be established once initial
risk controls are in place and continue as long as the asset or supplier remains in use. Monitoring
activities run continuously or at defined frequent intervals depending on organizational needs.
Combine real-time alerts with monthly or quarterly risk reviews.

• Costs This strategy involves investment in both technology and personnel. Tooling and technology
costs can include security monitoring systems, such as SIEM platforms for log and alert manage-
ment, vulnerability management tools, and subscriptions to threat intelligence or third-party risk
monitoring services. For supplier monitoring, additional tools or services may be used to gather
and analyze supplier cybersecurity ratings, news feeds, or compliance reports. Personnel costs are
related to skilled staff or service providers needed to set up and maintain monitoring tools, analyze
alerts, perform supplier audits, and manage the flow of information. Organizations may engage
external vendors for continuous supplier risk intelligence, which incurs subscription or consulting
fees.

• Prerequisite conditions Organizations need a baseline understanding of its assets and supply
chain: an up-to-date inventory of critical information systems, components, and suppliers, along
with an initial risk assessment for each, provides the foundation on which to monitor changes. A de-
fined C-SCRM policy and risk appetite must exist so that monitoring efforts know what thresholds
of risk are acceptable and what triggers should prompt action. Internally, the technical infras-
tructure for monitoring should be established: logging and event management systems configured
on key assets, network monitoring, and vulnerability scanning processes. For external parties, the
organization should ensure that contractual agreements with critical suppliers include provisions
enabling continuous oversight. This entails having clauses that require suppliers to provide security
transparency as stated in best practice 4.4.3. Assign clear roles and responsibilities for monitoring
activities: teams or individuals must be empowered and trained to carry out continuous monitor-
ing. Defined procedures are needed for what to do when a warning or anomaly is detected (best
practice 4.2.6). Organizations should establish secure channels and processes for information shar-
ing with suppliers, agreeing on how threat intelligence or incident reports will be exchanged, to
facilitate the smooth flow of information needed for monitoring.

• Cautions Alert fatigue arises when monitoring systems generate too many alerts, especially false
positives, causing staff to become overwhelmed and risk missing real issues. To prevent this, alert
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thresholds must be carefully tuned, and trained personnel should review alerts promptly. While
automation and external risk ratings are valuable, they should be complemented with human judg-
ment, manual reviews, and supplier engagement, as automated tools can miss important context.
Acting on identified issues is critical, without follow-up, monitoring creates a false sense of security.
Organizations need clear processes to prioritize and fix both internal and supplier-related risks,
keeping leadership informed to support necessary actions. Data collection alone is not enough;
the focus must be on meaningful analysis and follow-through. Additionally, excessive or repetitive
assessments can strain supplier relationships, so companies should focus on critical metrics and use
coordinated or shared assessments where possible.
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4.4 Structured risk management
Cyber supply chain risk must be managed proactively through a structured, lifecycle-based approach
that integrates identification, analysis, treatment, and communication of risk. This section provides
guidance on designing a comprehensive risk management process. The aim is to equip organizations
with a coherent methodology for prioritizing risk scenarios, assigning responsibilities, and integrating
feedback loops that foster continuous improvement and resilience in supplier relationships.

4.4.1 Identify, inventorize, and prioritize supply chain components
Develop a comprehensive inventory of the organization’s ICT supply chain components including hard-
ware, software, cloud services, and vendors and determine which of these are most critical to your
business operations. By identifying “crown jewel” systems/data and their dependent suppliers, you can
focus risk management efforts where a supplier failure or compromise would have the greatest impact.
This step establishes a clear view of who and what you rely on, and which dependencies warrant the
highest scrutiny.

• Implementation Identifying critical suppliers can be done either bottom-up or top-down. De-
pending on the organization’s needs or already established inventories.

– Inventorize: The top-down approach begins by identifying business processes or functions
that are crucial to the organization’s mission or required for legal compliance. This creates
an inventory of functions that, if disrupted, could cause major operational, financial, or rep-
utational harm. From this inventory supplier identification can be prioritized based on the
most critical functions This approach is recommended when there is a mature enterprise risk
management function that can provide an existing inventory.

For each item in the inventory, starting with the most critical functions, document which
external ICT products and services the organization support this function. This includes
suppliers of hardware devices, software applications, open-source components, cloud and SaaS
providers, managed service providers, data providers, etc. Catalog key details for each, such as
the supplier name, what product/service they provide, and which internal system or business
process it supports.

The bottom-up approach begins by creating or updating an inventory of all external ICT
products and services the organization uses. This includes suppliers of hardware devices,
software applications, open-source components, cloud and SaaS providers, managed service
providers, data providers, etc. This approach is recommended when there is a mature IT
function that can provide an existing inventory. For each item in the inventory, document
which business function or process relies on it. Identify where suppliers support functions that
are essential to your organization’s mission or legally required services.

– Prioritize: Establish criteria to evaluate how critical a supplier or supplied component is.
Possible methods are:

∗ Business impact: Suppliers are rated based on the potential consequences their failure
or compromise could have on the organization. This includes assessing their role in
product delivery, the availability of alternative sources, and the cybersecurity risks they
pose. Suppliers with access to the organization’s network or facilities are deemed more
critical and are often subject to continuous security monitoring.

∗ Stability: The long-term viability of a supplier is crucial. If a supplier shows signs of
instability, organizations may need to find alternatives, modify the product, internalize
production, or discontinue the product’s supply.

∗ Delivery impact: The effect of supply disruptions and the cost of securing alternative
sources are considered. Strong relationships with suppliers help organizations understand
their operations and risk profiles, which in turn determines their criticality.

∗ Additional criteria:

· Suppliers with access to sensitive information, intellectual property, or regulated data,
are classified as highly critical.

73



· Suppliers contributing to long-term strategic initiatives are given greater importance.

· The potential impact on the consistency and availability of the organization’s products
also influences a supplier’s criticality.

Classify suppliers/products as critical, important, and non-critical based on these factors.
Document why each obtains their specific criticality classification (this will inform tailored
controls in later stages). Compile this list of classifications in a manageable register.

– Validation: Review the critical supplier list with business owners and IT owners to en-
sure no critical dependency is missed. Often, department heads know which vendors are
mission-critical. This collaboration also builds awareness that those suppliers need stronger
risk management.

– Maintain: Implement a process to keep the supplier and asset inventory up to date, such as
when onboarding new suppliers or when systems are retired. Leverage automation if possible
to track components. (In advanced scenarios it is possible to use centralized asset repositories
with supply chain metadata, and even automated tools to detect new components.

• Objective To gain visibility into the supply chain and pinpoint where a cyber incident at a supplier
could significantly disrupt the organization. By knowing which suppliers and components are most
critical, the organization can allocate C-SCRM resources efficiently and apply stricter controls or
monitoring to those areas. This ensures that later steps are risk-driven by identifying those critical
dependencies upfront.

• When to apply Conduct this identification as one of the initial activities after establishing gov-
ernance. It should be performed early, prior to engaging in risk assessments or controls, as it
determines scope and priorities. Update the critical supplier list periodically (annually) or when-
ever significant changes occur, such as the introduction of a major new supplier or business changes.
Additionally, revisit the list in response to major external events, such as the emergence of a new
systemic vulnerability that may elevate the criticality of a particular software supplier overnight.

• Costs This step primarily involves staff time for information gathering and analysis. Tools such as
spreadsheets or existing asset management databases can be utilized; specialized vendor inventory
tools are optional. The most significant cost may be the time spent by various departments to
enumerate and review their suppliers. However, this foundational work often overlaps with existing
IT asset management or business continuity planning efforts, minimizing additional costs.

• Prerequisite conditions A basic understanding of the organization’s business processes and
existing IT asset inventory. If the organization has conducted a Business Impact Analysis (BIA) or
similar, this can provide valuable input for identifying critical functions and supporting suppliers.
Ensure access to procurement records or accounts payable data to enumerate suppliers if an official
inventory is not in place.

• Cautions Avoid solely focusing on the monetary value of contracts, a low-cost software library
could be more critical (security-wise) than an expensive office supplies contract. Do not treat this
as a one-time checklist; if not maintained, the inventory will become outdated as the supply chain
evolves. Lastly, respect confidentiality when gathering supplier information and avoid broadly
exposing sensitive supplier details within the company.
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4.4.2 Map supply chain dependencies and sub-tier risks
Go beyond immediate (tier-1) suppliers and develop an understanding of the broader supply chain for
critical products and services. This involves identifying the key sub-suppliers, geographies, and other
dependencies that lie upstream of direct suppliers. By mapping out these relationships and dependencies,
the organization can anticipate and mitigate risks arising from deeper in the supply chain (such as
concentration risk, geopolitical issues, or single points of failure hidden at lower tiers). This step consists
of achieving visibility and insight into the complete supply chain.

• Implementation

– Link critical functions to suppliers: Use the inventory of critical assets and processes (see
best practice 4.4.1) to identify which external products, services, and providers are critical
or essential. Map these dependencies explicitly, including hardware, software, cloud services,
and third-party support.

– Map upstream and sub-tier dependencies: For each critical supplier, systematically
identify key sub-suppliers, outsourced service providers, and geographic locations tied to pro-
duction or delivery. Use supplier questionnaires, audits, or open-source intelligence to obtain
this data. Request transparency on critical components, such as whether software relies on
specific third-party libraries or whether hardware depends on manufacturing concentrated in
high-risk regions.

Leverage technical tools: Use tools such as Software Bills of Materials (SBOMs) to uncover
third-party libraries, firmware elements, and open-source components in software products.
Maintain inventories of hardware components and sourcing locations. Supply chain manage-
ment platforms or visualization tools can help link this information into a comprehensive,
multi-tier dependency map.

– Classify and prioritize risks: Evaluate risks based on criteria such as geographic clustering
(e.g. concentration of suppliers in a single region), lack of redundancy, dependency on niche
providers, or exposure to geopolitical instability. This prioritization helps focus mapping and
mitigation on the most consequential dependencies.

– Maintain and integrate the map: Build a structured, living supply chain map (such as a
layered diagram or digital register) that captures both direct and sub-tier relationships. Inte-
grate this map into enterprise risk management, continuity planning, and supplier onboarding
or reassessment processes. Ensure it is accessible to relevant internal stakeholders.

– Review and update: Revalidate the dependency map during supplier requalification, con-
tract renewal, or when significant changes occur in products, services, or global conditions.
Incorporate insights from disruptions, supply chain incidents, or threat intelligence to refine
the map and improve the understanding of upstream risk.

• Objective To achieve end-to-end visibility into supply chain relationships, enabling proactive
identification of single points of failure, hidden interdependencies, and high-risk pathways. This
supports effective incident response, business continuity, and compliance with regulatory require-
ments.

• When to apply Perform initial mapping when establishing the C-SCRM program, when intro-
ducing new critical suppliers, or when significant business or technology changes occur. Update
regularly (e.g., annually or during major contract renewals) to reflect evolving supply chain struc-
tures.

• Costs Primarily staff time for data collection, supplier engagement, and maintenance, as well as
potential expenses for mapping software or Software Bills of Materials (SBOMs) tools.

• Prerequisite conditions An accurate inventory of critical assets and primary suppliers, internal
coordination between procurement, legal, and cybersecurity functions, and access to technical tools
and supplier data. Organizational support is needed to enforce information requests and contractual
obligations resulting from identified risks.

• Cautions Avoid overwhelming the program with excessive detail; focus on the most critical depen-
dencies. Validate supplier-provided information and manage the sensitivity of the dependency map
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as confidential business intelligence. Ensure the map is actively used to inform risk management
and continuity plans, rather than treated as a static documentation exercise.
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4.4.3 Integrate cybersecurity requirements into master supplier contracts
The outsourcing contract must explicitly include clauses that address cybersecurity requirements and
risk management responsibilities. By embedding mandatory security provisions into the agreement, the
organization ensures the vendor is legally bound to maintain a specified level of security, report incidents,
and permit oversight. These clauses formalize the expectations for protecting the organization’s data
and services, making cybersecurity an enforceable part of the vendor’s obligations. A well-structured
contract sets clear performance standards and remedies, thereby mitigating risks throughout the sup-
plier relationship. By creating a master contract requirement list you create a consistent basis. These
requirements should be used as a condition for contract award, in the process of selecting suppliers.

• Implementation Before drafting or negotiating the contract, develop a set of baseline cyberse-
curity requirements that all vendors must adhere to. These should align with the organization’s
security policies and any regulatory obligations. Use these master requirements in the procurement
process to assess and select potential suppliers.

– Collaborate with legal and security teams: Ensure that both legal counsel and cy-
bersecurity experts work together to craft the master requirement clauses. The legal team
will ensure enforceability and clarity of language, while security experts ensure the technical
appropriateness of the requirements.

– Description of service: All outsourced services must be clearly documented, specifying
each function and responsibility. Roles and responsibilities should be explicitly assigned to
both the provider and client, clearly defining service boundaries, critical business functions,
and any exclusions. Performance standards and service levels must be referenced clearly to
set measurable expectations.

– Sub-outsourcing arrangements: Providers should be required to notify and obtain prior
written consent from the client for all subcontracting activities. An approved subcontractor
list must be maintained, explicitly restricting sub-outsourcing of critical functions. Contrac-
tual requirements such as security, data protection, and service levels must flow down to
subcontractors, with primary provider accountability and liability for subcontractor perfor-
mance. Clients must have audit rights, receive regular subcontractor reports, and retain the
right to object to high-risk subcontractors.

– Service and data locations: Contractual clauses must specify permissible geographic loca-
tions for service delivery, data processing, and storage. Providers should seek advance client
approval for any changes, particularly concerning critical functions. Clauses must align with
data residency and cross-border transfer compliance requirements and include provisions for
disaster recovery and contingency site locations.

– Information security: Baseline and advanced security measures, referencing established
standards such as ISO 27001 and NIST, must be clearly defined. It is recommended to adopt
the same standards within both acquirer and supplier organizations where possible to enhance
consistency in security practices, facilitate easier auditing, and fosters a mutual understanding
of security expectations. Providers are obligated to maintain documented security policies,
conduct regular security audits, ensure certification compliance, and implement robust in-
cident response procedures, including mandatory reporting of security incidents. Providers
must also assume liability and swiftly remediate security vulnerabilities or breaches.

– Data access, restoration, and return upon termination: agreements on data access
during and after contract termination must be established. Providers must regularly back up
data, maintain restoration capabilities, and comply with detailed obligations regarding data
return post-termination. Transition assistance, complete data deletion post-termination, and
contingencies for provider insolvency must also be explicitly covered.

– Service level agreements (SLAs): Clear, measurable KPIs must be established for service
performance, including availability, response time, and resolution times. Reporting method-
ologies, regular SLA performance reviews, and enforceable remedies such as service credits
and termination rights for breaches must be included. Stricter SLAs must apply to critical
business functions, supported by frequent monitoring and audit rights.

– Incident planning and support: Providers must immediately notify and fully cooperate
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during operational or cybersecurity incidents. Active participation in joint incident man-
agement, incident response/contingency planning, and post-incident root cause analysis is
mandatory. Providers must maintain continuous service continuity measures during incident
resolution to mitigate business impacts.

– Obligation to cooperate: Providers must offer full cooperation during client audits, regu-
latory inspections, and risk assessments. This includes active information sharing, joint risk
management activities, and ongoing collaborative efforts. Providers must commit to trans-
parency, accountability, and mutual support, particularly to comply with regulatory obliga-
tions.

– Termination rights and minimum notice periods: Contracts must clearly define grounds
for termination, including termination for cause, convenience, or regulatory directives, along
with appropriate minimum notice periods. Cure periods for minor breaches and immediate
termination rights for critical failures must be clearly outlined. The contract should also detail
termination assistance obligations, transition planning, and continuity assurance measures.

– Participation in awareness programs and training courses: Providers must mandate
their staff to participate in client-provided or approved cyber security and compliance train-
ing. Training frequency, attendance tracking, and certification compliance must be clearly
stipulated. Training scope, associated costs, scheduling logistics, and language accessibility
requirements must also be specified.

– Specific clauses for critical suppliers: Critical suppliers must adhere to enhanced con-
tractual provisions explicitly addressing heightened cybersecurity risks. Specific clauses in-
clude mandatory advanced threat monitoring, stringent access control measures, dedicated
security personnel, shorter incident response notification times, immediate termination rights
for severe breaches, increased frequency of security audits, detailed business continuity and
disaster recovery requirements, and the necessity for stringent approval procedures for any
sub-outsourcing or data location changes. These clauses must ensure maximum operational
resilience, rigorous risk mitigation, and comprehensive regulatory compliance for critical busi-
ness functions

• Objective The objective is to comprehensively mitigate cybersecurity supply chain risks by clearly
defining roles, responsibilities, performance standards, security obligations, and continuity provi-
sions in outsourcing arrangements. This ensures accountability, operational resilience, regulatory
compliance, and continuous improvement of security awareness across the entire outsourcing supply
chain.

• When to apply This consolidated clause is critical for all outsourcing engagements involving
sensitive data, critical business functions, regulated industries, or where third-party failures pose
significant business risk. For lower-risk outsourcing, requirements may be scaled down appropri-
ately, while critical functions demand stringent adherence to all detailed provisions. The master
requirement list should be developed after a clear C-SCRM policy has been defined that outlines
the internal security measures and risk appetite on which to build the contractual clauses.

• Costs Implementation entails upfront effort and potential increased operational costs due to com-
pliance, auditing, and training requirements. These costs are justified through significant risk
mitigation, reduced incident-related expenses, improved operational resilience, and regulatory com-
pliance, resulting in long-term cost savings.

• Prerequisite conditions A thorough internal risk assessment, regulatory compliance review, clear
exit strategy development, identification of business continuity needs, and vendor due diligence must
precede implementation. Clear internal stakeholder alignment, contract negotiation transparency,
and proactive vendor collaboration are essential prerequisites.

• Cautions Avoid ambiguous or overly rigid clauses to ensure flexibility and enforceability. Balance
comprehensive requirements with practical operational capabilities. Regularly review and update
contractual clauses to adapt to evolving risks and regulations. Ensure clarity in cost-sharing and
clearly delineate provider versus client responsibilities to avoid disputes. Regular monitoring, joint
risk reviews, and proactive management practices are crucial to ensuring ongoing compliance and
effectiveness of these comprehensive contractual controls.
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Chapter 5

Interview results

This chapter presents the empirical findings derived from a series of semi-structured interviews con-
ducted with cybersecurity professionals. In total, eight interviews were conducted with experts from
various domains including cyber strategy, governance, operational technology, and technical consulting.
The participants had professional experience ranging from 1.5 to over 25 years, and held diverse roles
such as policy officer, technical director, senior manager, and cybersecurity associate. These interviews
were guided by a semi-structured protocol that explored perceptions of C-SCRM challenges, risk sources,
current mitigation practices, and limitations of existing frameworks. Additionally, the developed best
practice implementation guideline was presented to each expert for evaluation. Their perceptions were
measured using a modified version of the FACE instrument, which captured feedback across key imple-
mentation dimensions: Priority, Feasibility, Acceptability, Cost, Equity, and Intent-to-Implement. This
chapter reports the resulting codes and categories and distills key insights from the data.

5.1 Codes and categories
In total 102 codes were collected throughout the interviews. These codes were gathered following the
grounded theory process [40] as discussed in Section 2.4.3. Table 5.1 presents the number of codes
gathered after each individual interview.

Interview Number of codes
1 70
2 39
3 46
4 51
5 64
6 73
7 42
8 62

Table 5.1: Number of codes collected per interview.

To eliminate double or similar codes, these codes are consolidated and translated into distinct concepts.
The concepts are then organized into categories and subcategories. The complete set of distilled concepts
and (sub-)categories can be found in Appendix D. The following section elaborates on the specific insights
derived from these concepts.

5.2 Expert insights
Using the concepts and their (sub-)categories mentioned above, we can distill insights on the topic of C-
SCRM. In this Section we will discuss the expert views on challenges, risks, sources of risks and measures
in C-SCRM and their perspectives on the existing C-SCRM guidance documents. Sections 6.4.2 and 6.4.3
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will discuss the insights from the interviews that reflect on the FACE scores and limitations of the best
practice implementation guideline we developed.

5.2.1 Challenges and risks
A recurring theme in the interviews was the lack of clear ownership and accountability. Experts observed
that no single function consistently owns third-party cyber risk, with departments like procurement,
security, legal, and business units all having a stake. As one participant put it, C-SCRM within certain
organizations becomes “like a jungle” with no single point of responsibility, leading to policy and process
gaps. A related challenge is integrating C-SCRM across the organization. Even when security processes
are initiated, they often remain isolated within certain departments, failing to align with the overall
enterprise risk approach. As one expert explained, “they might have [C-SCRM] completely implemented,
but it’s operating in a silo and doesn’t integrate with the broader picture. At the end of the day, what
they’re doing is kind of worthless.”

Resource limitations further complicate C-SCRM efforts. Effective management requires skilled person-
nel, and many organizations lack the resources to implement comprehensive risk processes. One expert
bluntly stated that third-party risk management “is always costly,” emphasizing the need for dedicated
time and staff to negotiate security clauses in supplier contracts. One interviewee noted, “a small business
can have a complex supply chain but not enough people to resolve all of it,” underscoring that limited
manpower, budget, and knowledge are fundamental challenges.

The complexity of modern supply chains, especially with multiple subcontracting layers, further exacer-
bates C-SCRM. As one participant observed, companies struggle with “poor traceability” and “masked
identities” of sub-suppliers. This makes it difficult to obtain accurate and timely information on sup-
plier security postures, particularly beyond the first tier. The dynamic nature of supply chains, with
constantly evolving vendor relationships and technologies, adds another layer of difficulty in maintaining
up-to-date risk assessments. One expert emphasized that organizations might have “tens of thousands of
third parties,” yet can only “meaningfully care about a small fraction of them,” highlighting the challenge
of focusing efforts on the most critical risks due to limited resources.

Another major concern is scale: organizations are required to track thousands of suppliers, including
fourth-tier vendors, and continuously assess their security. One participant described the task of checking
the entire vendor landscape annually or ongoingly as “insane” without automation. While larger orga-
nizations struggle with this scale, smaller businesses face high dependency risks, as they often cannot
easily replace critical vendors or enforce security requirements. This concern is particularly pressing as
frameworks now emphasize operational resilience, such as having exit plans for suppliers.

Stakeholder misalignment adds another layer of complexity. Tensions between security teams, which
prioritize rigorous supplier vetting, and procurement teams, focused on cost, speed, and supplier rela-
tionships, are common. One expert noted, “we do get weird pushback from. . . non-information security
experts, [like] procurement people,” reflecting how security requirements can disrupt vendor onboarding.
To address this, several interviewees emphasized the importance of early and ongoing engagement with
procurement and business owners to ensure that all concerns are considered. Without such collaboration,
even well-designed programs may face internal resistance.

In conclusion, the implementation of C-SCRM is hindered by organizational silos, resource constraints,
and the complex, dynamic nature of supply chains. Effective risk management requires clear ownership,
cross-functional collaboration, and smarter tools to handle the scale and complexity of modern vendor
networks.

5.2.2 Mitigation measures and best practices
To effectively address supply chain cybersecurity risks, organizations must adopt a structured, proactive
approach built around several foundational practices. A recurring theme among experts is governance:
creating a clear structure with executive support that brings together all relevant stakeholders: procure-
ment, IT, security, risk, and legal. As one expert put it, “You need to mix all of the separate processes
that exist now, because supply chain risk touches many domains and only a governance frame with the
right people can make decisions stick.” Others highlighted that new regulations like the EU’s DORA are
pushing boards to take direct responsibility for third-party ICT risks.
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Another essential practice is to identify and categorize suppliers. Many organizations struggle to maintain
even a basic inventory. As one participant noted, “Just getting a comprehensive list of suppliers is a
challenge in itself for larger firms, but it is the prerequisite for everything else.” Experts recommended
triaging vendors through criticality or risk-tiering, focusing intense scrutiny on high-risk or high-impact
suppliers, while applying proportionate controls to the rest. “You can only afford to meaningfully care
about a small fraction of suppliers,” one interviewee observed.

Once suppliers are categorized, assessments and due diligence follow. These typically include standard-
ized questionnaires, documentation reviews, certifications like ISO 27001 or SOC 2 report, and sometimes
audits. However, experts stressed that flexibility is essential. One expert gave a telling example of a
niche supplier (a one-person company maintaining a critical database), “that would never fit the usual
checklist” approach. Traditional measures (asking for an ISO 27001 certificate or a SOC 2 report) made
no sense for a lone administrator, so bespoke controls (like supervising their access with specialized
software) had to be devised.

This illustrated the need for flexibility: while industry best practices (ISO, NIST controls, etc.) provide
a baseline, companies often must tailor requirements to the specific risk context of a supplier. Several
interviewees said the core of C-SCRM is a robust vendor classification and assurance mechanism, wherein
each tier of vendor has a defined set of required controls or audits, but with the ability to adjust for
outliers.

The shift toward continuous monitoring was another major theme. Experts critiqued the limitations
of annual audits “Running audits once a year and then being 8 months blind,” as one participant de-
scribed and endorsed real-time tools for tracking supplier security posture, detecting vulnerabilities, and
responding rapidly. This includes monitoring news for breaches, requiring regular updates, and tracking
key indicators.

Still, monitoring without action is insufficient. A strong message from practitioners was the need for
remediation and enforcement. “Continuous monitoring is not enough. . . you have to engage with the
vendor to find a way to get [issues] fixed, because if you never fix any of the issues you find then there’s
not a lot of value to what you’re doing.” Enforcement relies heavily on contracts, embedding clauses for
standards compliance, audit rights, and breach notification.

As one expert put it, you sometimes have to “torture your vendor with audits” to drive improvement
highlighting how audit rights can be strategically used as leverage in supplier relationships.

Security in procurement decisions also emerged as a lever. Some organizations score vendors on cyberse-
curity during RFPs, using security posture as a competitive factor. “You communicate it to the vendor:
look, you lost this bid because your cybersecurity really didn’t look good,” said one expert, noting this
incentivizes suppliers to improve. Yet this practice is indicated to not be widely adopted.

Finally, resilience and response planning is growing in importance. Organizations must assume supplier
failures will occur and prepare accordingly. This includes embedding third-party scenarios into incident
response plans and maintaining exit strategies for critical vendors. One expert warned, “Often there
is no alternative choice for smaller organizations, there is a highly concentrated dependency on certain
vendors.” Regulators are increasingly mandating such strategies to ensure continuity.

In summary, effective C-SCRM depends on a layered and integrated approach:

• Governance structures and policies

• Supplier inventory and tiering

• Flexible but robust assessments

• Continuous monitoring and targeted enforcement

• Cybersecurity integrated into procurement

• Collaborative improvement and training

• Resilience through response planning and vendor exit strategies

No single measure is enough on its own. As experts emphasized, true supply chain risk management
requires a combination of practices that create “defense in depth.”
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5.2.3 Limitations of existing C-SCRM guidance documents
Despite the abundance of C-SCRM frameworks such as ISO standards, NIST publications, and regulatory
mandates like DORA; experts consistently voiced frustration with their practical limitations. While these
documents offer high-level recommendations and comprehensive checklists, they often fall short where it
matters most: operational guidance. “There is a plethora of guidance. . . but meaningful guidance that
actually will meaningfully address the risks is very lacking.”

This sentiment was echoed repeatedly. Experts noted that frameworks tend to state what should be
done but provide little insight into how to achieve these tasks in real-world conditions. One practitioner
pointed out the disconnect: “A standard might require that all contracts include security clauses and all
vendors are risk-assessed, but it will not tell a company how to achieve this when contracts are scattered
across departments and no central vendor list exists.”

A recurring criticism was that most frameworks assume a level of organizational maturity and structure
that many firms simply do not have. For instance, DORA requires firms to identify “critical” third
parties, but one expert noted: “It’s taken for granted an organization knows who their critical third
parties are, and it’s like, no actually that’s probably the biggest challenge.”

Frameworks also tend to ignore foundational steps like building supplier inventories, establishing gover-
nance structures, and securing cross-functional collaboration. As one interviewee put it: “There isn’t a
lot of information on how we should create. . . [a] collaborative environment,” despite the fact that such
collaboration is “the biggest thing that’s needed”.

Tailoring these generic frameworks to specific organizational contexts is another challenge. One partic-
ipant remarked that a one-size-fits-all model simply doesn’t work, especially when guidance is applied
across drastically different sectors or organization sizes. Smaller companies, in particular, face unique
barriers. One expert noted: “It’s less costly. . . to just get it right the first time” with a simple, fresh
approach than to retrofit a massive framework designed for large enterprises.

This gap between frameworks and applicability leads many organizations to cobble together their own
interpretations, combining elements from ISO, NIST, sector regulations, and consulting advice. As one
expert described: “You need to mix all of these [documents] to cover all areas.” But this mixing is not
always successful. Experts said supply chain risk management is often the lowest-scoring domain in
client maturity assessments, not for lack of guidance, but because the guidance is “not easy to follow”
and thus “not adopted at all.”

A deeper issue highlighted by several experts is the lack of interdisciplinary expertise needed to im-
plement C-SCRM effectively. Knowledge across technical risk, procurement, contracting, and vendor
management is rarely found in one team: “Firms struggle with the lack of expertise in-house to do it
sufficiently.” This results in superficial, compliance-driven efforts “tick-box risk assessments”, rather than
real risk mitigation. One interviewee cautioned that without meaningful implementation: “EU regula-
tory compliance may force you to waste money on this [C-SCRM]” unless it actually improves security
outcomes.

Frameworks also lag behind evolving threats and practices. They often fail to address emerging supply
chain attack models or modern tools like continuous monitoring and shared assessments. One expert
summarized: “The practices keep developing in the field, with smarter tools and techniques, but the
formal standards don’t take those into account. . . they remain neutral and static.”

In sum, the most pressing issues with current C-SCRM guidance are:

• Overly high-level and abstract language lacking actionable steps

• Poor scalability and adaptability for smaller or less mature organizations

• Gaps in operationalization, including governance, remediation, and sustainability

• Fragmented and overlapping frameworks that require complex integration

• Outdated content that doesn’t reflect current threats or tools

• Assumptions of internal capacity and expertise that many organizations lack
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While some experts believe these frameworks can still drive value “if you interpret them in a very
optimistic way” there’s a strong consensus that without clear, tailored, and prioritized implementation
guidance, their practical impact will remain limited.

5.2.4 FACE scoring
Table 5.2 present how the interview participants scored our newly developed implementation guideline
using the FACE instrument [63]. Section 6.4 further interprets these scores and presents some of the
practical feedback given by the participants to elaborate on the given scores.

Dimension Question Yes Probably
no

No Varies Don’t
know

Priority Do you consider the lack of
actionable guidance that
lowers the expertise for

establishing and operating a
C-SCRM capability a

priority issue within the
field?

5 - 1 2 -

Feasibility Would the implementation of
the practices and

recommendations outlined in
the C-SCRM guideline be

sustainable?

7 - - 1 -

Acceptability Do you feel the guideline
would be acceptable to
stakeholders involved in

implementation?

7 - - 1 -

Cost Do you feel that
implementation of the

guideline would be costly to
stakeholders?

- 1 4 3 -

Equity Do you feel that
implementation of the

guideline would positively
impact the inequity between
organizations with differing

resources and levels of
cybersecurity maturity (e.g.,
SMEs vs. large enterprises)?

6 - - 2 -

Intent-to-
Implement

Based on your current
understanding, would you

intend to adopt or integrate
the recommendations in this

C-SCRM guideline into
existing risk management

practices?

8 - - - -

Table 5.2: Overview of perception scoring by interview participants following the FACE instrument [63].

83



Chapter 6

Discussion

This chapter brings together the findings from the literature review, expert interviews, and the develop-
ment of the C-SCRM implementation guideline to critically examine their significance, coherence, and
implications. The goal is to synthesize the various strands of the research to evaluate how well the
proposed guideline addresses the challenges identified in both academic and industry sources, and how
it aligns with the practical needs expressed by experts. The discussion begins with a reflection on the
limitations of existing academic and industry guidance, followed by an assessment of how the developed
guideline compares to the requirements of the NIS2 Directive. Subsequently, the chapter reflects on the
internal design and evaluation of the guideline itself, including expert feedback gathered through the
FACE framework. This integrated analysis serves to highlight the contribution of the research, while
also identifying areas for refinement and further exploration.

6.1 Academic literature evaluation
The body of academic literature on C-SCRM, as analyzed in Section 3.2, offers valuable information
in this domain. However, it presents important gaps and shortcomings that deserve critical reflection.
While the body of research provides useful frameworks, classifications of risk, and proposed countermea-
sures, our selection of articles tends to be limited in actionable recommendations that organizations can
realistically implement.

6.1.1 Broad conceptual focus, limited practical application
All of the reviewed studies highlight the need for integrated, holistic approaches that combine technical,
organizational, and inter-organizational aspects of C-SCRM. Articles frequently point out the weaknesses
of siloed or reactive strategies, and emphasize the importance of proactive, organization-wide measures.
However, while these papers make strong theoretical arguments, they often remain on a conceptual
level without offering clear, hands-on guidance. For example, Boyson [15] calls for strategic control
frameworks but offers limited operational detail. This makes it difficult for organizations to translate
these academic insights into practical solutions, which paradoxically reinforces the disconnect between
theory and practice that authors like Cheung et al. [17] and Colicchia et al. [18] themselves highlight.

6.1.2 Complexity and visibility: strong problem description, weak solutions
The literature is particularly effective at describing the challenges of supply chain complexity, lack of
visibility across multiple tiers, and the risk of cascading failures. Authors such as Alanazi and Solangi [5]
provide detailed typologies of supply chain complexity, while others stress the importance of improving
transparency across supplier networks. However, when it comes to solutions, most papers stop at broad
suggestions for enhanced monitoring or collaboration, without addressing how organizations, especially
those with limited resources, can implement measures to achieve these goals. In addition, the ten-
sion between maintaining trust and enforcing verification in supplier relationships, while acknowledged
(e.g. Collier and Sarkis [19]), remains largely unresolved.
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6.1.3 Risk quantification remains underdeveloped
A recurring challenge in the literature is the quantification of cyber risks. Although some articles
highlight the difficulty of measuring cyber risks in complex supply chains, they often suggest advanced
methods such as Monte Carlo simulations or Bayesian analysis [58] without discussing their feasibility
or effectiveness. In practice, these tools can be too expensive or complex to implement for smaller
organizations. This raises questions about how realistic some of these recommendations are given the
rising inequality in the cybersecurity domain across organizations [32].

6.1.4 Supplier collaboration and governance: theory vs. practice
Collaboration with suppliers, including due diligence, governance, and risk sharing agreements, is widely
recognized as essential in the literature [47, 34]. However, the academic work does not offer remediation
for real-world difficulties encountered in these activities, such as power imbalances, competitive pressures,
and data-sharing reluctance. While the idea of adopting a zero-trust model is often mentioned, few papers
explore handling the practical trade-offs this involves, such as higher costs or potential strains on supplier
relationships.

6.1.5 Evolving threats demand adaptable responses, but solutions are vague
The literature consistently recognizes that cyber threats are evolving, and attackers are becoming more
sophisticated, particularly in exploiting the emerging technologies like IoT and cloud systems. Although
continuous monitoring and improvement are recommended in the literature [70], there is limited guidance
on how organizations can embed adaptability into their day-to-day practices. There is still a lack of detail
on how to build learning loops or integrate real-time threat intelligence into decision-making processes.

6.1.6 Human factors are acknowledged but not deeply addressed
While human elements such as employee errors, insider threats, and lack of security awareness are
recognized as major risk factors, the literature offers limited suggestions on how to tackle these issues
in a structured way. Most recommendations stop at general advice to improve awareness or provide
training, without delving into how to effectively build a stronger security culture or motivate behavioral
change. However, it is precisely these deeper insights that are needed to structure an effective strategy
toward that end goal.

6.2 Industry resource evaluation
Although the reviewed industry resources differ in nature, goal, and main themes, the documents converge
on the view that modern cybersecurity cannot ignore the supply chain. Based on our analysis of all
industry resources and the insights collected through the expert-interviews we identified certain points
in which these documents come up short in delivering adequate guidance for C-SCRM. This section
discusses the limitations we observed in the NIST, ISO and DORA documents.

6.2.1 Usability versus scope
All industry resources emphasize that supply chain cybersecurity risks must be managed as part of an
organization’s overall risk management program. As discussed in Section 3.3 a clear theme across these
sources is that C-SCRM must be holistic, rather than ad hoc. NIST, ISO and DORA each stress formal
programs and policies, multidisciplinarity, and treatment of suppliers as integral to security and resilience
of any organization.

However, this holistic approach comes with the issue of usability versus scope: the guidance is so com-
prehensive that implementing it can be daunting. NIST SP 800-161 Rev.1, for example, extends to
hundreds of pages and covers dozens of topics; its checklists of technical and contractual measures are
exhaustive [13]. While thoroughness is good, the expert interviews indicate that smaller or less-mature
organizations may struggle to know where to start. In fact, the NIST case studies acknowledge this
gap directly, noting that “less mature organizations are in need of further practical guidance and meth-
ods” [14].
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6.2.2 Implementation burden and cost
As indicated in both the expert interviews and the 2025 cybersecurity outlook of the World Economic
Forum [32] an SME typically lacks dedicated supply chain or security teams and resources to carry out
hundreds of control recommendations. The guidance rarely prioritizes or phases actions, leaving firms
to wade through the full list themselves. This raises concerns about implementation burden and cost.
The DORA RTS 86 [28] attempts to introduce proportionality through simplified frameworks for smaller
entities, but the baseline requirements remain quite detailed. What is “simplified” in a legal DORA
context can still overwhelm a small organization.

6.2.3 Lack of concrete examples and metrics
Most documents provide qualitative best practices rather than quantitative measures. For instance, ISO
27002:2022 simply states that organizations should define “processes and procedures” for ICT supply-
chain risk, but it offers no example of how to measure or audit their effectiveness [45]. NIST IR 8276
suggests practices such as mentoring suppliers and including them in incident plans, yet it does not
quantify how to evaluate readiness [12]. NIST’s own case study report explicitly calls out this weakness
in the current C-SCRM climate by calling for “quantitative cyber supply chain risk analysis and metrics”
and other practical tools [14]. As discovered during the expert interviews organizations adopting these
resources have little guidance on which metrics to collect (e.g. reduction in vulnerability disclosures, time
to recover after supplier incidents, etc.) or how to gauge adequate performance. This gap makes it hard
to demonstrate ROI or improvement, which can undermine executive buy-in.

6.2.4 Integration and overlap among frameworks
In trying to cover all bases, the various guidances sometimes have overlapping or even conflicting di-
rectives. For example, IR 8276 encourages a collaborative relationship with suppliers (mentoring and
joint resilience exercises) [12], whereas DORA’s approach is more about contractual control and audit
rights [27, 28]. An organization working under both might be unclear whether to prioritize coopera-
tive improvements or strict compliance. Similarly, mapping ISO controls (high-level, principle-based) to
NIST practices (detailed, process-oriented) can be nontrivial. Companies operating internationally may
face the burden of satisfying multiple sets of requirements with little concrete guidance on harmoniza-
tion. The DORA RTS themselves acknowledge this complexity, but the result remains intricate (the
final reports run dozens of pages) [27, 28]. Thus, usability and adaptability are strained when a single
organization must interpret and implement several frameworks in parallel.

6.3 Relation between the developed guideline and NIS2
In this section, we evaluate how the best-practice implementation guideline aligns with the NIS2 Direc-
tive’s requirements on C-SCRM as described in Section 2.5. Each section below corresponds to a key
NIS2 C-SCRM requirement and examines whether the guideline meets, partially meets, or falls short of
that requirement. The analysis details how specific best practices from the guideline support compliance,
identifies gaps or limitations, and provides recommendations for improvement.

6.3.1 Comprehensive risk assessment
NIS2 mandates that organizations conduct thorough risk assessments that include risks stemming from
their supply chain. The directive requires a risk analysis of all relevant systems, and emphasizes assessing
the cybersecurity practices of suppliers (including secure development procedures).The C-SCRM guide-
line fully addresses this through a multi-tiered assessment approach. It establishes that organizations
must proactively identify and evaluate cybersecurity risks posed by third-party products and services, in
line with NIS2’s emphasis on supply chain risk analysis.

The guideline prescribes a formal multi-method assessment and monitoring program for suppliers (best
practice 2.5). This includes initial risk vetting at onboarding and ongoing risk monitoring via continu-
ous performance tracking, audits, and third-party assessments. By requiring suppliers to support their
questionnaire responses with evidence (policies, certifications, audit reports) and by analyzing any “red
flags” to update the supplier’s risk rating, the guideline ensures a comprehensive risk assessment process
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that is iterative and evidence-based. These measures correspond well to NIS2’s call for systematic eval-
uation of supplier risks. Additionally, best practice 2.4 directs that all contractors be “thoroughly vetted
and evaluated for security risks” as part of contracting, ensuring that risk assessment is embedded early
in supplier engagement. Taken together, these practices meet the NIS2 requirement for comprehensive
supply chain risk analysis by covering the full lifecycle: initial risk identification, continuous evaluation,
and integration of findings into risk management decisions.

One potential gap that can occur during implementation of the guideline is the consideration of fourth-
party risks (sub-suppliers), which is discussed in Section 9. While Recital 85 encourages entities to
consider risks from other levels of suppliers beyond their direct contractors, the guideline focuses primarily
on direct third parties. To fully align with the spirit of NIS2’s comprehensive risk assessment, the
guideline could explicitly recommend organizations to extend their risk assessment scope to critical sub-
contractors of suppliers where feasible.

This includes cascading risk assessment requirements down the supply chain, requiring critical suppliers
to identify and disclose their key sub-suppliers and attest to their security, so that risks in the extended
supply chain can be assessed. Furthermore, Recital 90 encourages cooperative risk assessments, which
leverage industry risk information sharing to identify systemic risks in common supplier dependencies.
By broadening the scope in these ways, the guideline’s foundation for risk assessment can be enhanced
to address indirect supplier risks.

6.3.2 Supply chain security policies
NIS2 explicitly requires organizations to establish policies addressing supply chain cybersecurity. Article
21(2)(d) mandates “supply chain security, including security-related aspects concerning the relationships
between each entity and its direct suppliers or service providers” as a core component of cybersecurity
risk management measures. The guideline directly supports this through the development of a dedicated
C-SCRM policy. Best practice 1.4 calls for creating an overarching C-SCRM policy that formalizes
procedures across the supplier lifecycle. This practice aligns with NIS2’s requirement to have clear
policies governing third-party cybersecurity.

The guideline’s emphasis on policy is evident in best practice 1.4: Develop and maintain a comprehen-
sive C-SCRM policy. It insists that C-SCRM procedures be “formalized to ensure consistent execution
throughout the organization” via an overarching policy. The policy is to incorporate cybersecurity
requirements “into every stage of a system and product lifecycle, from initial design. . . through decom-
missioning,” ensuring that supply chain considerations are built in by design. In particular, the guideline
enumerates specific procedures that the policy must include, such as governance structures, secure de-
velopment practices, communication/reporting channels with suppliers, training programs, contractual
standards, supplier monitoring, incident response plans, and continuous improvement mechanisms. By
bundling these into a single policy document, the guideline mirrors NIS2’s intent that entities have an
integrated supply chain security policy. It also highlights the need to continuously update the policy as
the program evolves, which helps ensure ongoing compliance with evolving regulatory expectations.

In summary, the guideline fully meets the NIS2 directive to implement supply chain security policies by
prescribing a comprehensive policy framework that is endorsed by leadership and applied organization
wide. However, despite the guideline’s policy coverage being robust, implementers aiming to fully align
their C-SCRM function with NIS2 should explicitly map their C-SCRM policy to NIS2 requirements to
simply enhance clarity and compliance tracking.

6.3.3 Incident reporting and response
NIS2 requires entities not only to have incident handling capabilities, but also to report significant inci-
dents to authorities. From a third-party risk perspective, incidents originating at or involving suppliers
must be swiftly managed and reported. The guideline addresses incident response planning with suppliers
in mind and briefly mention s the need to include regulatory entities in reporting procedures. Thus, the
guideline meets NIS2’s requirements on internal incident response processes involving third parties, while
partially addressing the reporting obligations by establishes internal and external reporting channels.

The guideline introduces best practice 2.6: Develop and regularly test supplier-focused incident response
plans, which directly speaks to NIS2’s incident management expectations. It mandates that robust in-
cident response (IR), disaster recovery (DR), and business continuity plans be developed for scenarios
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involving suppliers and that these plans be regularly tested. This ensures that an organization can rapidly
respond to and recover from incidents caused by or affecting third parties. Moreover, the guideline inte-
grates supplier considerations into incident processes: for example, in defining roles (best practice 1.3),
it explicitly includes “Security monitoring and incident response” as a responsibility spanning internal
and external stakeholders

This means that when a supplier-related incident occurs, predefined roles and communication processes
are in place to coordinate the response across organizational boundaries. Additionally, best practice
2.2 on communication and reporting mechanisms establishes clear channels between internal teams and
vendors for cybersecurity issues, including “regular reporting of security incidents. . . to ensure trans-
parency”. This implies that the organization expects suppliers to report incidents to them in a timely
manner, which is critical for fulfilling NIS2’s broader incident awareness and reporting requirements.
These guideline measures align well with NIS2’s incident handling mandate by creating a coordinated
response framework that encompasses third-party incidents.

6.3.4 Continuous monitoring and evaluation
NIS2 envisions cybersecurity risk management as an ongoing process. Entities must continuously monitor
their risk environment and the effectiveness of their security measures (Article 21(2)(f) calls for policies
to assess the effectiveness of cybersecurity measures, which by extension includes supplier oversight).
The guideline strongly emphasizes continuous monitoring and periodic re-evaluation of third-party risks,
which aligns with these requirements. In Recital 85, NIS2 even suggests encouraging continuous diligence
on suppliers and periodic assessments of their cybersecurity practices. The best-practice guideline meets
this by establishing a comprehensive supplier monitoring framework with multiple feedback loops for
regular evaluation.

Best practice 2.5: Establish a comprehensive monitoring and assessment framework for suppliers, is
the cornerstone of continuous evaluation. The guideline stresses using multiple techniques to maintain
ongoing visibility into the security, resilience, and compliance posture of external suppliers. Concretely,
it recommends a combination of continuous monitoring tools (e.g., third-party risk rating services, real-
time security feeds) and periodic assessments such as annual audits, certification checks, and on-site
visits.

At the same time, they conduct scheduled reassessments: issuing updated questionnaires “periodi-
cally. . . to critical and high-risk third parties” and requiring evidence for controls, rather than mere
self-attestation. The guideline also insists on systematically analyzing assessment results and feeding
any deficiencies back into the risk management process (updating risk ratings and adjusting monitoring
plans accordingly).

Furthermore, the policy framework (from best practice 1.4) includes “continuous improvement” proce-
dures. This entails that the organization must regularly review and improve its cybersecurity practices
and risk strategies, with “regular audits, assessments, and feedback loops” to drive ongoing enhance-
ments. Collectively, these practices ensure that third-party risk management is not a one-time effort
but a continual cycle, fully reflecting the NIS2 principle of continuous risk monitoring and iterative
improvement.

The guideline’s provisions for continuous monitoring are thorough, for full allignment with NIS2 imple-
menters should explicitly adopt the proportionality principle in NIS2 (Recital 82) in their procedures,
risk-based scaling of continuous monitoring (e.g., continuous real-time monitoring for the most critical
suppliers, and at least quarterly or annual reviews for lower-risk suppliers).

6.3.5 Documentation and Auditability
NIS2 expects organizations to document their cybersecurity measures and be able to demonstrate compli-
ance. For instance, Article 24 empowers authorities to supervise and request evidence of risk management
practices. Having a clear audit trail and documentation of supply chain risk management activities is
crucial. The best practice guideline explicitly stresses documentation and the importance of auditability
for accountability and improvement, aligning well with NIS2’s requirements for demonstrable compliance.

Throughout the guideline, there is an emphasis on creating and maintaining documentation as part of
the C-SCRM program. Best practice 1.4 not only calls for formalizing procedures in writing, but also for

88



recording key governance decisions and structures in that policy (e.g., documenting the charter of the risk
council, defined roles and processes as per best practices 1.1–1.3). This ensures that the organizational
setup for managing third-party risk is transparent and referenceable.

Moreover, in best practice 2.1, the guideline cautions that “maintaining comprehensive documentation
and reporting on C-SCRM activities is essential for accountability and continuous improvement”. This
statement underlines that every security requirement integrated into the lifecycle and every risk man-
agement action taken should be documented. The continuous improvement practice (2.7) also implies
documentation via feedback loops and regular audits.

Together, these practices mean that an organization following the guideline will generate a robust paper
trail: policies, risk assessment reports, supplier performance reviews, incident post-mortems, meeting
minutes of the risk council, training attendance records, and so forth. All these can be shown to auditors
or regulators to demonstrate NIS2 compliance. Importantly, the guideline also integrates auditability
into contracts (e.g., requiring suppliers to provide evidence like audit reports during assessments) and
into monitoring (e.g., verifying certifications). This layered approach to documentation meets NIS2’s
expectations that entities prove they have taken appropriate measures.

6.3.6 Contractual obligations on suppliers
NIS2, particularly in Recital 85, encourages organizations to “incorporate cybersecurity risk-management
measures into contractual arrangements with their direct suppliers and service providers”. While the
directive stops short of listing specific contract clauses, the expectation is that contracts with third
parties will include provisions to manage security (such as requiring certain security standards, audit
rights, incident notification, etc.). The C-SCRM guideline very clearly advocates embedding security
requirements into supplier contracts, fully aligning with this aspect of NIS2.

Best practice 2.4: Embed C-SCRM requirements into the supplier contracting lifecycle, directly addresses
contractual obligations. The guideline insists that any supplier providing critical services or products
must adhere to the organization’s cybersecurity standards and practices, as outlined in the C-SCRM
policy.

Practically, this means security requirements are written into contracts and procurement processes. For
example, the guideline’s policy checklist explicitly notes that contracts should include clauses allowing
for security vetting and ongoing compliance checks.

Moreover, the guideline suggests including obligations for suppliers to participate in the security program:
in the training practice, it even mentions incorporating clauses requiring critical suppliers to maintain
equivalent standards of cybersecurity awareness and training for their staff. This is a concrete example
of a contractual obligation flowing down to the supplier. Additionally, the monitoring best practice
(2.5) benefits from contracts that provide for audits and continuous monitoring. The guideline expects
suppliers to comply by providing evidence and access for assessments.

All these points illustrate how the guideline operationalizes NIS2’s call for supplier accountability via
contracts: by embedding specific security requirements (compliance with policies, incident reporting
duties, audit rights, etc.) into the supplier relationship from the outset. This approach meets NIS2’s
requirements and even provides a level of detail that Recital 85 implies but does not detail.

6.3.7 Management responsibility
NIS2 places accountability for cybersecurity on senior management. Article 20 (“Governance”) requires
that “management bodies of essential and important entities approve the cybersecurity risk-management
measures” and oversee their implementation.It also implies that management must be knowledgeable
about these measures. The best-practice guideline strongly reflects this principle by establishing exec-
utive engagement and oversight as a fundamental pillar of the C-SCRM program. It ensures that top
management is not only aware of supply chain cybersecurity risks but actively involved in governance,
thus aligning closely with NIS2’s management responsibility mandate.

The entire Governance category (practices 1.1 through 1.3) is aimed at embedding C-SCRM into the
organizational governance structure with leadership support. Best practice 1.2, “Strengthen board over-
sight and engagement in C-SCRM,” directly speaks to management responsibility. It calls for regular
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executive engagement by establishing formal reporting structures to the board and requiring management
to receive updates on supply chain risk status and program effectiveness.

Specifically, the guideline advises creating a charter that defines how often and in what form the C-
SCRM council or program reports to the management body. It also suggests scheduling regular board
presentations (e.g. quarterly/annually) on key supplier risks and mitigation performance. This echoes
NIS2’s requirement that management approve and stay informed on cybersecurity measures.

Furthermore, best practice 1.1 sets up a cross-functional supply chain risk council with executive mem-
bership, ensuring that senior leaders from various departments (IT, security, procurement, etc.) are
collectively responsible for supply chain risk decisions. This council concept “with leadership support
and clear roles and responsibilities” institutionalizes management oversight from the start. The guide-
line’s tone makes it clear that “leadership buy-in” is critical and that the “tone from the top” must
prioritize supply chain security.

Additionally, through best practice 1.3, the guideline defines roles that likely include executive roles like
a CISO or risk executive overseeing the program. The presence of these governance structures and the
explicit strengthening of board engagement demonstrate that the guideline fully meets NIS2’s intent to
hold management accountable. In particular, the guideline also indirectly covers the NIS2 expectation of
management cybersecurity knowledge by involving the board in regular discussions and requiring their
understanding and input, it effectively ensures management is educated on cybersecurity matters.

The alignment here is strong. A possible gap is that NIS2 (Article 20) could hold individual executives
liable for non-compliance, but the guideline doesn’t explicitly discuss accountability or liability. To
reinforce alignment formal approval and sign-off by the board or top management on major C-SCRM
decisions is needed.

6.3.8 Training and collaboration
NIS2 underscores the importance of cybersecurity awareness and training in Article 21(2). It also en-
courages cooperation and information sharing, although mostly among Member States and at sector level
(Recital 90), it stands to reason that organizations should collaborate with their suppliers on risk man-
agement. The guideline meets the training requirement through a dedicated best practice for role-based
training and awareness, and it fosters collaboration both internally (cross-department) and externally
(with suppliers), thereby aligning with the spirit of NIS2’s emphasis on knowledge and cooperation in
cybersecurity.

Best practice 2.3: Implement role-based training and supply chain cybersecurity awareness, directly fulfills
the training aspect. The guideline calls for a comprehensive training and awareness program focused on
supply chain cybersecurity risks for all relevant personnel. It explicitly mentions “all relevant personnel
including executives, technical staff, and procurement officers” should understand supply chain threats
and their role in managing these risks. This aligns perfectly with NIS2’s requirement that staff (and
notably management bodies) be trained in cybersecurity. The guideline further extends training to third
parties: it recommends “regular cybersecurity training and awareness programs. . . for all employees and
third-party vendors” to ensure they are informed of threats and best practices. Including suppliers in
awareness efforts is a best practice that goes beyond NIS2’s minimum and helps create a security culture
across the supply chain.

On the collaboration side, the guideline’s governance best practices (1.1 and 1.3) establish structures
for collaboration. The cross-functional risk council brings together different internal stakeholders (IT,
security, procurement, legal, etc.) to collaborate on supply chain risk decisions. This ensures silos are
broken down internally. Practice 1.3 goes further by institutionalizing collaborative roles, structures,
and processes that include external stakeholders like suppliers’ security contacts. It suggests creating
working groups and communication processes that involve both internal teams and external partners.
Concretely, the guideline advises holding “joint post-incident reviews” with suppliers and even “annual
conferences to discuss developments in the threat landscape” between the organization and its vendors. It
also prescribes “regular meetings, shared dashboards, and established escalation procedures. . . including
both internal and external communication” to facilitate information sharing. These elements resonate
with NIS2’s collaborative ethos (e.g., Recital 85’s emphasis on relationships with suppliers).

While NIS2 doesn’t mandate specific collaboration activities with vendors, the guideline’s measures
help ensure that the entity and its suppliers work together on cybersecurity (for example, by sharing
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vulnerability information or coordinating on incident response), which can be seen as implementing
NIS2’s supply chain security requirement in practice.

6.3.9 Fourth-party risk
NIS2 recognizes that risks can propagate through complex supply chains. While the directive’s require-
ments explicitly mention direct suppliers, Recital 85 notes that entities “could consider risks stemming
from other levels of suppliers and service providers”. This refers to fourth-party risk: the risk posed by
the subcontractors and supply chain of your third-party suppliers.

The best practice guideline touches on this concept indirectly by holding primary suppliers to high
standards and encouraging them to maintain secure practices, a register of all sub-outsourcing activities,
and flow down requirements to critical sub-contractors. However, there is no specific best-practice
dedicated to explicitly address how to manage fourth-party or Nth-tier risks.

Therefore, implementers aiming to achieve NIS2 compliance will need to expand best practice 4.2 and
4.3 to include risk assessments of fourth-parties. Best practice 4.3 requires suppliers to document an
inventory of critical sub-suppliers. Based on this inventory conduct risk assessments on the sub-suppliers
or require the supplier to execute these assessments based on agreed methods.

6.3.10 Conclusion
Overall, the analysis finds that the best-practice C-SCRM guideline is well-aligned with NIS2’s TPRM
requirements, with strengths in its structured, holistic approach that often exceed the Directive’s baseline.

It excels in translating high-level NIS2 mandates into actionable controls and processes: for instance,
it not only requires to “monitor supply chain risk” (as NIS2 does) but actually details how (through
questionnaires, continuous monitoring tools, etc.). This actionable detail is a key strength, providing
organizations a clear path to compliance.

Additionally, the guideline’s focus on governance and culture (e.g., risk council, executive buy-in, train-
ing) addresses the often intangible aspects of NIS2 compliance, ensuring that third-party risk management
is not just a checklist but an integrated organizational practice.

The areas where implementers would need additional alignment with the directive are relatively minor
and largely involve making the implicit explicit. For example, formally incorporating regulatory incident
reporting into incident response plans, or extending existing practices to cover fourth-party scenarios.
These enhancements would ensure no gaps when an organization’s C-SCRM program is scrutinized under
NIS2’s provisions. It is also recommended that organizations document a clear mapping between the
policy created through best practice 1.4 and NIS2 articles/recitals to demonstrate compliance easily
during audits or supervisory requests.

In conclusion, an organization implementing the best-practice C-SCRM guideline should be well-positioned
to meet the NIS2 Directive’s requirements for third-party cyber risk management. The guideline pro-
vides a strong foundation of controls and processes; with the recommended refinements, it can serve as a
framework that not only achieves regulatory compliance but genuinely reduces supply chain cyber risk.

6.4 Guideline reflection
This section critically considers the underlying design choices, the methodological alignment with expert
insights, and how the FACE evaluation results informed the perceived practicality and value of the
guideline.

6.4.1 Design choices
The structure of our best practice implementation guideline has fundamental roots in the recommen-
dation provided by NIST IR 8276 [12]. Figure 6.1 illustrates how each of the 24 recommendations is
mapped to our best practices. By combining this mapping with the mapping between the recommenda-
tions and industry resources from Figure 3.5, we create a traceable trail from the data we collected in
our industry resources analysis to our final guideline. Noticeable from the mapping in Figure 6.1 is the
fact that best practice 4.2 does not feature a direct mapping to one of the recommendations.We decided
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to include this best practice to form a bridge between the inventorization and prioritization of suppliers
and the creation of an integrated overview of the full supply chain to start monitoring activities.

Figure 6.1: Mapping between the 24 recommendations of NIST 8276 and our best practices

To establish the same level of traceability for the academic resources we analyzed, Figure 6.2 provides
a mapping between the C-SCRM measures we identified in Section 3.2 and the best practices of our
guideline where they have been adopted. This mapping shows that blockchain technology is the only
measure not incorporated into our guideline. Blockchain is cited as a possible tool for improving supply
chain integrity and traceability [41, 17]. Nevertheless, it was not incorporated into our final guideline.
This decision is grounded in several key considerations.

First, none of the industry resources used in this research highlight blockchain as a recommended or
feasible C-SCRM measure. Second, blockchain implementation is inherently resource-intensive both in
terms of financial investment and required technical expertise [17].

For many smaller organizations, adopting blockchain technologies would require significant restructuring
of digital infrastructure, training, and coordination among supply chain partners. Including such a mea-
sure would conflict with the very purpose of this guideline to make C-SCRM implementation attainable
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for organizations with limited capacity. The same considerations apply for other advanced methods such
as Monte Carlo simulations or Bayesian analysis as suggested by Pandey et al. [58].

Best practice 2.8 does not incorporate any of the measures from the academic literature. This best prac-
tice outlines needed procedures for supplier off-boarding and the planning of the obsolescence of products
and services. It is notable that this theme does not hold a prominent place in the academic literature as
a needed measure. While covering the entire lifecycle of a product or service and implementing a holistic
approach is indicated as a challenge for a lot of organizations, the existing academic articles do not offer
insights on how to implement an exit strategy in practice.

Figure 6.2: Mapping between the measures identified from academic literature and the best practices in
which they are adopted.

6.4.2 FACE interpretation
The newly developed C-SCRM guideline was met with strong endorsement from experts, who praised its
clarity, completeness, and practical value. They saw it not as a novel theory, but a coherent consolidation
of best practices aligned with industry realities. As one expert put it, “It captures basically how to do
it. . . it’s in line with what’s needed in the industry.” Another affirmed, “This is the most complete and
simple thing. . . I will definitely get value from it.”
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Feasibility

Experts overwhelmingly found the guideline feasible, especially because it mirrors existing organizational
structures and emphasizes a phased, risk-based approach. “Definitely makes sense. . . it’s connected with
a lot of what we talked about,” said one interviewee. Many noted its strength lies in consolidating
scattered practices into a digestible format, enabling even smaller organizations to implement C-SCRM
more effectively. However, feasibility hinges on focusing on critical areas: “You have to be organized
about what we care about and why, that’s the major obstacle here.” Trying to apply all practices
indiscriminately could be overwhelming, but a scoped, prioritized rollout was seen as sustainable.

Acceptability

The guideline was broadly acceptable across stakeholder groups, particularly because it integrates cross-
functional concerns. “Information-security people would totally be on board,” one expert said, but
noted that buy-in from procurement and business units depends on how well their goals are reflected.
Acceptance improves when the guideline is positioned as an enabler, helping avoid disruptions, not
slowing procurement. One expert explained, “If procurement understands the process helps them avoid
surprises and respects their objectives, they’ll support it.” The emphasis on integrated governance and
early involvement of all functions was seen as critical to success.

Cost

Cost was recognized as a factor, but not a barrier. One participant noted that “[C-SCRM] is always
costly,” yet most experts argued that the guideline could optimize spending by focusing attention where
it matters most. “If you have such a guideline, the implementation would be less costly because you know
where to put your attention,” said one. While some steps like improving contracts or hiring dedicated
roles incur costs, these were viewed as necessary and worthwhile. A participant working with smaller
firms said the guideline could even reduce costs by eliminating the excesive need for consulting since is
eliminates the need to “check all different kinds of standards”.

Equity

Experts agreed the guideline could help close the gap between large and small organizations. “100%
yes,” one said, noting SMEs could follow the roadmap without attending “expensive communities” or
relying on costly consultants. It provides structure where smaller firms typically struggle due to lack
of knowledge. Yet, there was realism about the enduring resource gap: “They will never have enough
resources to be as thorough as a big company. . . that inequity will never go away.” Still, by raising
the baseline, the guideline offers “a fighting chance” to smaller players, and even prompts larger ones to
streamline their often bloated processes.

Intent to implement

All experts expressed intent to adopt or recommend the guideline. They saw clear value in its complete-
ness and simplicity. “I will definitely get value of it and adopt those things. . . because this is the most
complete and simple thing” said one; another emphasized its practical utility, saying it gives a roadmap
to present to leadership. The fact that the guideline reflects a consensus among different documentation
boosted confidence: it’s not one person’s view, but a curated synthesis. Even the more skeptical partici-
pants saw it as adaptable and useful. Stating that it offers great possibilities to incorporate into existing
toolkits.

6.4.3 Guideline limitations
Although the guideline was met with strong expert endorsement for its clarity and practical value in the
preceding analysis, it is not without room for improvement.

Generalized best-practice approach and need for tailoring

One fundamental limitation of the guideline is its generalized, one-size-fits-all nature. By design, the best-
practice recommendations provide a broad pathway intended to suit any industry or organization. While
this makes the guideline widely applicable, it also means specific contextual nuances are not addressed.
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Best practices in this context do have certain disadvantages that we have to be aware of [60]. First,
our proposed best practices guideline offers a generalized pathway that is applicable across industries
and sectors. This means that organizations should tailor the practical implications of this guideline to
their own needs and not blindly take them at face value. “What is a best practice for some is not so for
others” [60].

In other words, the guideline’s broad scope necessitates tailoring in practice, organizations must interpret
and adapt the steps to their own environment rather than implement them verbatim. This was echoed
in the interviews, where experts stressed that blindly following “best practices” can be misguided if a
company’s size, sector, or risk profile calls for a different approach. The generalized format, while a
strength in offering a common foundation, is a limitation in that it does not provide explicit, sector-
specific guidance. Practitioners are left to bridge the gap between the guideline’s universal advice and
the unique demands of their business context.

This reliance on user interpretation can lead to inconsistent outcomes, underscoring that the guideline is
not a plug-and-play solution. It needs to be complemented with organization-specific judgement, which
smaller firms or less experienced teams might still struggle with despite the “best practice” label. The
intent is for the guideline to raise the baseline, but how each organization gets there will differ, a nuance
the guideline itself does not elaborate, apart from a general warning that adaptation is necessary. This
limitation suggests that additional support (e.g. industry-specific examples or decision trees) would be
beneficial to help practitioners customize the guidance effectively.

Insufficient guidance on business impact analysis and prioritization

Another significant gap identified by the experts is the lack of concrete guidance on conducting Business
Impact Analyses (BIA) for suppliers and prioritizing third parties based on criticality. The guideline
does advise organizations to “identify and prioritize suppliers” (and hints at considering business impact,
stability, etc.), but it remains abstract on the methodology for doing so. Interviewees found this prob-
lematic, as determining the business impact of a supplier is considered “one of the golden questions . . .
and everyone does it differently”.

In the current guideline, the criteria for prioritization are listed (e.g. impact of supplier failure, availability
of alternatives, etc.), yet no standardized approach or formula is offered for how to weigh or calculate
these factors in practice. One expert noted that the “how to do it can be a little bit hidden”, meaning
the guideline tells what to consider (e.g. conduct a business impact study) but not how to execute it in
a consistent way.

The absence of a defined BIA process leaves practitioners uncertain. For instance, should they use
quantitative scoring, tier suppliers by criticality qualitatively, or perform full business continuity impact
assessments for each vendor? Several experts suggested that providing at least a basic template or
example for BIA would enhance the guideline’s practicality. Without such guidance, organizations might
default to simplistic proxies (like contract value or spend) for prioritization, which may not truly reflect
business criticality. Indeed, one interviewee indicated that different companies currently prioritize “maybe
just [by] contract value” or only by perceived operational impact, due to lack of a clear model.

The risk here is inconsistency: two firms following the same guideline could end up with very different
supplier rankings if left to devise their own impact analyses. In summary, the expert feedback reveals that
the guideline’s treatment of BIA is too high-level, representing a practical limitation. Practitioners still
need more step-by-step direction on how to perform a BIA for third-party services. For example, how to
quantify potential losses or disruption if a given supplier fails, and how to assign scores or tiers based on
those findings. Making this process more explicit and standardized (at least in example form) was seen
as crucial for ensuring the guideline can be implemented uniformly and effectively across organizations.

Challenges in managing change and legacy backlogs

Experts also pointed out that the guideline does not address the pragmatic challenge of managing change
over time, particularly the scenario of dealing with an existing backlog of suppliers and contracts. The
implementation steps are presented as if an organization can start fresh, moving forward with improved
practices, but interviewees stressed that real organizations must retrofit these practices to an existing
supplier base. One participant highlighted this by asking whether the guideline differentiates between
“looking forward” (i.e. new contracts and assessments going ahead) and “cleaning the backlog” of existing
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agreements In practice, no company has the luxury of focusing only on new suppliers; as the expert
bluntly put it, “in the entire world there is no organization that can focus on the future [only]. . . I have
thousands of contracts to handle now”.

This reflects a limitation: the guideline lacks explicit guidance on how to apply its recommendations
to suppliers already onboarded or contracts already in place. For example, if an enterprise has never
performed systematic supplier risk assessments, the guideline doesn’t say how to catch up, should they
assess all current vendors immediately, or phase it in? Likewise, if contracts with key suppliers lack
the recommended cybersecurity clauses, the guideline is silent on how to update or renegotiate those in
practice. Interviewees found this omission significant, because implementing C-SCRM is often a change
management exercise that involves going back to remediate past gaps.

Without advice here, organizations might feel overwhelmed. Experts suggested including a phased
approach for backlog reduction. For instance, “for the first year, make sure that you cover all the critical
[suppliers]” before moving on to less critical ones later. Such guidance would help practitioners prioritize
and sequence the work on legacy suppliers. Similarly, making a clear distinction between processes for
new onboarding versus retrofit of existing contracts would enhance practicality.

The absence of these instructions is a limitation that could impede implementation: firms may delay
action on the hardest part (addressing the backlog of hundreds of unchecked vendors) or proceed ad-
hoc, whereas a structured backlog reduction plan (focus on top X suppliers per quarter, etc.) is what
experts felt was “amazing guidance” still needed. In summary, the guideline in its current form assumes a
greenfield implementation, whereas experts noted that most organizations must integrate these practices
into an established, sometimes sprawling, supplier landscape. The change management aspects, how to
get organizational buy-in, handle the surge of workload, and systematically work through existing gaps,
are not covered, marking a practical shortcoming of the guideline from an implementation standpoint.

Ambiguity in supplier register contents and maintenance

The supplier register (or inventory of suppliers) is a foundational element in the guideline, yet experts
found the guidance around it to be lacking in specificity. The guideline advises creating and maintaining
a register of all critical suppliers, but it does not clearly delineate what information that register should
contain or how detailed it should be.

This is a limitation for implementation: without clear direction, one organization’s supplier register
might simply be a list of company names, while another’s might include contacts, contract values, risk
scores, business criticality, last assessment date, etc. The experts indicated that more concrete guidance
here would be valuable. For example, the guideline could have stated that each supplier entry should
include fields such as the supplier’s criticality tier, the products/services they provide, any regulatory or
data access implications, date of last risk assessment, outstanding issues or remediation plans, and so
on.

In the interviews, practitioners implied that a well-defined supplier register is key to managing C-SCRM,
and they expected the guideline to provide a model or template for it. The lack of such detail means
organizations must develop their own structure for the register, potentially missing important attributes.

Another related point is the maintenance of the supplier register: the guideline encourages keeping
it updated but gives no practical tips on how to achieve this (e.g. via periodic reviews, integration
with procurement systems, or assigning ownership to a specific role). The interviews did not explicitly
mention maintenance procedures, but by highlighting uncertainty about content, it is clear that defining
the process and content for the register is an area where practitioners need more help.

In summary, the guideline’s treatment of the supplier register is high-level, and this ambiguity is a limi-
tation for implementation. Experts felt that organizations would benefit from more explicit instructions
on what belongs in the register and how to use it as a living tool for C-SCRM (for instance, leveraging it
to trigger assessments or as input for business impact analysis). Without that, the register could remain
an underutilized checklist item rather than a robust risk management resource.

Conducting assurance reviews and third-party audits in practice

Experts further identified a limitation in how the guideline handles supplier assurance and audit artifacts
(such as certification reports, audit attestations, or SOC 2 report). The guideline encourages relying
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on “verified verifications”, essentially using third-party certifications or audits to gain confidence in a
supplier’s security posture, but it gives little advice on what to do with those documents next. Several
interviewees stressed that obtaining an audit report is only the first step; the real challenge is interpreting
its contents and acting on them. One participant put it plainly: “Reading those assurance reports is a
thing. How to evaluate those reports? . . . Even if you have a SOC 2 report in your hand, somebody
needs to check whether it is satisfactory or not”.

In its current form, the guideline does not describe how to perform such an evaluation. This is a practical
shortcoming because many organizations, especially those new to C-SCRM, may not know how to glean
actionable findings from a vendor’s ISO 27001 certificate or SOC report. The experts implied that the
guideline could improve by outlining, for example, what sections of a SOC 2 report to look at (scope,
findings, auditor’s opinion, exceptions noted, etc.), how to verify the certification’s validity and coverage,
and how to follow up on any gaps.

Without this, there’s a risk that practitioners will check the box by collecting assurance documents
but not fully understand their implications – potentially missing warning signs that were buried in an
audit report’s fine print. Additionally, one interviewee brainstormed whether the guideline’s “rely on
certifications” advice covers which aspects to verify on those certifications.

This suggests that beyond reading reports, practitioners want guidance on validating certificates (e.g.
confirming a cloud provider’s compliance certificate actually covers the services they use, or that a
penetration test report is recent and relevant). The lack of clarity on assurance review procedures means
organizations must develop their own approach to evaluating third-party attestations. This could lead
to inconsistent rigor, some might over-rely on any certificate as a clean bill of health, while others might
duplicate effort by re-assessing even certified suppliers from scratch, neither of which is ideal.

In summary, the interviews revealed that the guideline’s treatment of third-party assurance is incomplete.
To be truly implementable, it should not only tell organizations to collect assurance evidence, but also
guide them in how to critically review and trust (or distrust) that evidence. The current omission of
review techniques is therefore a noteworthy limitation, leaving a knowledge gap for practitioners who
must make judgment calls about suppliers’ security claims.

Lack of defined KPIs for supplier performance monitoring

Closely related to assurance and oversight is the guideline’s omission of specific Key Performance In-
dicators (KPIs) or metrics for ongoing supplier risk management. The guideline certainly emphasizes
monitoring and periodic reviews of suppliers, but experts noted it stops short of saying which performance
or risk indicators to actually monitor.

During the interviews, one participant explicitly pointed out that the section on periodic contract reviews
could be strengthened by incorporating KPIs, to ensure those reviews include measurable performance
checks.

In practice, contract or supplier performance reviews should track things like the supplier’s adherence
to SLAs, incident history, outstanding vulnerabilities or non-compliances, and so forth. However, the
guideline currently provides no examples of such metrics. This is a limitation because defining KPIs is
critical for translating a high-level review into tangible oversight. Without guidance, organizations might
struggle to identify whether their supplier risk posture is improving or deteriorating over time.

The experts indicated that regulators, expect firms to monitor supplier performance, which implicitly
calls for metrics, yet the guideline doesn’t link its recommendations to any quantifiable indicators. An
organization implementing the guideline might wonder: should we measure the number of suppliers
without recent risk assessments? The percentage of critical suppliers with up-to-date certifications?
The time suppliers take to remediate identified issues? These are the kind of practical questions left
unanswered.

The absence of KPIs also makes it harder to demonstrate the value or progress of C-SCRM activities
to management, a point practitioners implicitly care about. The interview feedback strongly suggests
adding at least a sample set of KPIs or key risk indicators associated with each phase (e.g., “% of high-
risk suppliers with risk treatment plans in place” or “number of supplier incidents reported per quarter”).
By not providing this, the guideline leaves it to each organization to invent their own metrics, which is
inefficient and could result in important aspects being overlooked.

97



In summary, the lack of explicit KPIs in the guideline was highlighted as a practical shortcoming. Experts
felt that including concrete metrics for contract management and supplier monitoring would improve the
guideline’s usefulness, ensuring that the “monitoring” recommended is not just qualitative or ad-hoc
but anchored in continuous, data-driven oversight. This addition would help practitioners know exactly
what to monitor in the supplier relationship (e.g., security SLA compliance, frequency of security audits,
incident response drill results, etc.), thereby making the guideline’s outcomes more measurable and
management-friendly.

Resource and capacity constraints for implementation

A broad theme in the expert feedback was concern about the resource intensiveness of executing the full
C-SCRM guideline, especially for smaller organizations. While the guideline lays out a comprehensive
set of practices, it assumes that organizations can mobilize the necessary people, skills, and budget to
perform all these activities (from risk assessments to continuous monitoring and improvement cycles).
Multiple experts noted that this may be unrealistic without additional guidance on planning and scaling
the effort. In the FACE evaluation scoring, for example, participants flagged “feasibility” issues related to
capacity and scalability. One interviewee summarized the challenge starkly: the guideline “adds another
level of governance and small organizations. . . they don’t have the people [for it]. So your guideline is
great, but who’s going to do it?”

This critique underscores that the document does not address how an organization should assess its own
capacity or phase the implementation according to available resources. The limitation is twofold: first,
the guideline could still overwhelm organizations with limited cybersecurity staff (e.g. an SME with one
security officer might find it impossible to instantly operate all the recommended processes).

Second, it provides no advice on leveraging tools or external services to ease the burden. Experts
mentioned that smaller enterprises will need “smarter solutions” or external support to implement such a
broad program, but the guideline doesn’t explicitly mention options like outsourcing certain assessments
or using automation to handle volume (e.g. scanning supplier questionnaires).

Another participant gave a concrete example of the scalability problem: “reviewing thousands of contracts
[and] gathering all the data in a central place. . . are things that you will probably run into” when
implementing the guideline fully. Yet the guideline does not explicitly warn of this workload or suggest
how to prioritize or resource it (aside from the earlier-noted lack of backlog strategy).

This absence of capacity planning guidance is a practical limitation, it leaves organizations to discover
the resource requirements on their own, which could lead to underestimation and potential failure of
the initiative. In an academic sense, the guideline is sound, but from the practitioner’s perspective, it
might seem daunting and perhaps unsustainable without additional investment. Experts evaluating the
guideline for “sustainability” noted generally that the practices are necessary and not inherently overly
costly, but the human factor, having enough skilled personnel and time, is the real constraint.

Therefore, a limitation of the current guideline is that it does not provide a roadmap for scaling according
to organizational size or maturity. It treats all organizations as if they can do all tasks, which is not
true in reality. A more practical approach (as per the interviews) would be tiered recommendations:
e.g., what minimal set of practices to start with if resources are very limited, or guidance on obtaining
management buy-in for incremental headcount/tools by demonstrating quick wins.

In conclusion, the expert feedback highlights that the guideline’s comprehensiveness comes at the cost of
implementation burden, and without explicit discussion of resource and capacity planning, some organi-
zations may find it challenging to translate the guideline into action. This is an important limitation, as
it speaks to the feasibility of the guideline in diverse real-world contexts.

Supplier cooperation and power imbalance challenges

An additional practical challenge raised by experts – one not directly addressed in the guideline, is
the dependence on supplier cooperation when implementing many of the recommended practices. The
guideline presupposes that an organization can impose certain requirements on its suppliers (e.g. asking
them to fill out security questionnaires, adhere to new contract clauses, or participate in incident response
drills).
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However, as one seasoned practitioner pointed out, this presumption doesn’t always hold, especially
when the client is small or the supplier is a dominant player. In such cases, power dynamics can limit
how far the guideline’s recommendations can be enforced. One expert shared real-world scenarios where
“big companies . . . just don’t want to engage” in the due diligence process, effectively telling the client
“you’re not a big enough customer of ours to be able to do the diligence. . . you only pay us €8000 a
year. . . that’s too little for us to even consider participating”.

This example exposes a limitation of the guideline: it does not equip practitioners with strategies for when
a supplier resists or refuses the security measures the organization attempts to implement. In practice,
this might mean a crucial cloud or software provider declines to answer a lengthy risk questionnaire or
rejects certain contract clauses, leaving the adopting organization in a bind. The guideline currently
offers no advice on handling such situations. For instance, how to evaluate alternative assurance (if the
supplier won’t answer questions, can the customer rely on publicly available info or certifications?), how
to negotiate when the supplier has the upper hand, or how to decide when to accept a risk versus when
to escalate or even terminate a non-cooperative supplier relationship.

The experts implied that this is a common practical issue, noting that some suppliers, particularly those
providing niche or essential services, may not be easily replaceable, and thus clients often lack leverage.
Ignoring this reality is a limitation because it may lead guideline followers to design controls that work
on paper but falter in execution. For example, a policy to “assess all vendors annually” cannot be fulfilled
if a key vendor flat-out refuses to participate, yet the guideline doesn’t discuss contingency plans for such
cases.

To mitigate this, practitioners would benefit from guidance like focusing on building leverage early (e.g.
during procurement), or using industry consortia to exert collective pressure on critical suppliers, or at
least documenting residual risks when supplier cooperation is partial. Since the guideline stays silent
on this topic, organizations must rely on their own experience or creativity to handle uncooperative
suppliers.

In summary, the expert feedback reveals a real-world limitation of the best-practice guideline: it operates
under an assumption of willing supplier participation. The lack of explicit recognition of power imbal-
ances and negotiation challenges is a shortcoming, as managing supplier relationships is at the heart
of C-SCRM. Practitioners must often navigate situations where ideal best practices meet hard busi-
ness realities, a nuance that, if incorporated into the guideline (even as cautionary notes or alternative
measures), would make it more robust and realistic.

Conclusion

While the limitations outlined above highlight several areas where the guideline could benefit from
greater depth and specificity, it is important to recognize the inherent challenge of integrating such
detailed improvements into a document designed to be broadly applicable across industries, sectors, and
organizational sizes.

Many of the implementation gaps identified, such as those related to business impact analysis, supplier
assurance, and resource planning, require contextual tailoring to be meaningful and actionable. Em-
bedding such specificity directly within a general-purpose guideline risks undermining its versatility and
accessibility. Therefore, it is recommended that sector-specific bodies, regulatory authorities, or industry
associations take this generalized framework as a foundation and expand upon it by developing tailored
versions aligned to the particular risk profiles, regulatory contexts, and maturity levels of their con-
stituencies. In doing so, the practical applicability of the guideline can be significantly enhanced without
compromising its core design principles.

6.5 Research limitations
The research methods described in Chapter 2 provided valuable insights but also introduced several
methodological limitations that warrant reflection.

First, while semi-structured interviews enabled rich, qualitative data collection, they are inherently
subject to certain biases. The flexible nature of this format is suitable for exploratory inquiry. However,
it can lead to varying depth and breadth of responses [52]. Moreover, semi-structured interviews are
susceptible to interviewer bias, where subtle cues or phrasing may influence how participants frame
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their responses [39]. Through subjectivity in the interpretation this bias can also perpetuate during the
analysis of the interview [39]. In this research, we limit this second form of bias through the use of
grounded theory. The open coding used in grounded theory minimized subjectivity and introduces a
form of traceability between the interviews and the identified concepts [40].

A related limitation concerns the composition of the interview sample. The study conducted seven in-
terviews. Grounded theory was used to code and analyze interview data, the small sample size limited
the depth of theoretical abstraction typically associated with this approach [40]. Although all intervie-
wees had relevant domain expertise, the over-representation of KPMG-affiliated participants may have
introduced a contextual bias toward consulting-centric perspectives on supply chain risk management.
This limited and somewhat homogeneous sample restricts the generalizability of the results. The gath-
ered insights might reflect the specific context and collective experiences of the participants and might
not capture concerns or practices that are common in other industries, regions, or organizational types.
Therefore, caution is warranted in assuming that the results of this research are applicable to all settings
without further validation.

Additionally, the literature review methodology, although comprehensive, relied on a combination of
Google Scholar, Consensus, and Research Rabbit. While these tools enabled broad coverage and intu-
itive, efficient discovery of sources, their use also introduces limitations in terms of academic rigor and
reproducibility of the search. The relevance rankings are influenced by platform-specific algorithms and
partially opaque. This makes it difficult to guarantee that the same sources would be retrieved under
different conditions or by another researcher, potentially affecting the replicability of the literature se-
lection process. Although we did not identify any structural problems in the reliability of the tooling,
more research is needed to explicitly evaluate how tools like Google Scholar, Consensus, and Research
Rabbit differ in the quality and comprehensiveness of results, in order to establish more reproducible
search protocols for academic studies.

A final consideration is the use of AI tools for writing refinements in this thesis. Several AI tools have
been used to assist with structuring the text and refine language through grammar and style suggestions
to improve the readability and clarity of the document. The author takes full responsibility for and
ownership of the academic content, ideas, arguments, and conclusions presented in this thesis.
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Chapter 7

Conclusions

7.1 Answers to the research questions
This section presents a comprehensive summary of the findings in relation to the research questions
presented in Section 1.3. Each sub-question is addressed individually, drawing upon the results of the
literature review, expert interviews, and the development and evaluation of the best practice implemen-
tation guideline. Together, these answers provide a foundation for responding to the overarching research
question concerning the alignment of C-SCRM practices with the NIS2 Directive.

SQ1: How are C-SCRM methods represented in academic and industry literature?
The research identified a substantial body of academic literature and industry publications addressing
C-SCRM. Academic works focus primarily on conceptual models, risk classifications, and the theoretical
framing of challenges and mitigation strategies. These studies emphasize risk identification, governance,
and the technical aspects of cyber threats to be paramount for adequate C-SCRM. However, they often
lack actionable implementation strategies or guidance. In contrast, industry literature, notably from
NIST and ISO, provides structured frameworks and guidelines that outline high-level best practices for
C-SCRM. Nevertheless, these resources are frequently fragmented, vary in scope and depth, and assume
a baseline level of cybersecurity maturity, which limits their applicability for smaller or less mature
organizations.

SQ2: What are the practical limitations of the available C-SCRM methods in literature?
The investigation into existing methods revealed several practical shortcomings that hinder effective
C-SCRM. Current frameworks and standards often remain overly high-level and abstract, offering rec-
ommendations on what to do but little insight into how to do it. This lack of operational detail means
organizations struggle with implementation. Many approaches also presume a high degree of cybersecu-
rity maturity and resources that many organizations (especially SMEs) do not possess.

Additionally, the C-SCRM landscape is fragmented, organizations are forced to reconcile multiple frame-
works (ISO, NIST, sector-specific regulations like DORA) to cover all risk areas. This patchwork leads
to complexity and inconsistent adoption, as guidance is not easy to follow and thus not adopted at all
in practice.

Furthermore, existing methods can lag behind evolving threats and technologies, remaining static while
supply chain cyber risks rapidly change.

In sum, the available C-SCRM methods are limited by a lack of actionable guidance, poor scalability to
less mature organizations, fragmented coverage, and outdated or overly generic content. These limitations
underscore the need for a more accessible, tailored, and up-to-date implementation approach, which this
research seeks to provide.

SQ3: How can best practices for C-SCRM be shaped into an implementation guideline?
The best practices were shaped into a structured and actionable implementation guideline by synthesizing
data from academic literature, industry standards, and expert interviews. The development process
followed a structured pipeline that included:
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1. Extracting practical recommendations from NIST IR 8276 and complementing them with ISO,
NIST SP 800-161, and DORA RTS documents;

2. Organizing these recommendations into logically grouped and sequential best practices;

3. Refining the draft guideline based on expert input and feedback. The result is a step-by-step frame-
work organized into four thematic sections: Governance, Strategies and procedures, Monitoring and
assessment methods, and Structured risk management.

Each best practice includes contextual information, conditions for success, and guidance on implemen-
tation, making the guideline accessible, replicable, and tailored to various organizational contexts.

SQ4: How does our proposed implementation guideline relate to NIS2 article 21.2.d?
Our best practice implementation guideline was benchmarked against the C-SCRM requirements un-
der NIS2, particularly Article 21.2.d and its implicit extensions. The analysis found a strong alignment
between the guideline and the NIS2 directive. The guideline covers all ten identified NIS2 obligations rel-
evant to C-SCRM, including comprehensive risk assessment, supply chain security policies, incident han-
dling, continuous monitoring, documentation, contractual requirements, executive responsibility, train-
ing, collaboration, and fourth-party risk.

To maximize compliance and traceability, implementers are advised to explicitly map the C-SCRMpolicy
developed through the guideline to specific NIS2 requirements. This mapping helps ensure that both
explicit and implicit obligations of NIS2 are addressed and that no essential aspect of compliance is
overlooked.

The guideline not only supports compliance with NIS2 but also extends its utility by offering granular
implementation advice. This ensures that organizations, regardless of size or maturity, can operationalize
regulatory requirements effectively. Therefore, it serves both as a compliance support tool and a practical
enhancement to supply chain cybersecurity posture.

Main research question: How to confront the challenges in Cyber Supply Chain Risk Man-
agement in accordance with NIS2 article 21.2.d?
This research demonstrates that the challenges in C-SCRM can be effectively confronted by developing
an integrated best-practice guideline aligned with NIS2. In answer to the main question, the study’s
approach is to bridge the gap between high-level frameworks and real-world implementation. By con-
solidating insights from literature and industry and refining them with expert feedback, we produced
a practical C-SCRM implementation guideline tailored to address the noted shortcomings of existing
methods. The guideline directly tackles the identified challenges, it provides actionable steps (addressing
the lack of operational detail), emphasizes scalability for smaller organizations, and unifies fragmented
best practices into one coherent program. Critically, it is built in accordance with NIS2 Article 21.2(d).

In summary, confronting C-SCRM challenges per NIS2 is achieved through a best-practice implementa-
tion framework that aligns with regulatory requirements while remaining practical for organizations to
adopt. This research’s outcome, the guideline, serves as a blueprint for organizations to enhance their
cyber supply chain resilience in a structured way. By following this guideline, even resource-constrained
enterprises can systematically improve their supply chain security posture and attain compliance with
NIS2. In doing so, the thesis effectively lowers the barriers to C-SCRM, providing a clear path forward for
practitioners to manage cyber supply chain risks in line with evolving regulatory and threat landscapes.

7.2 Contributions
This thesis makes both academic and practical contributions to the field of Cyber Supply Chain Risk
Management. The contributions are summarized below.

7.2.1 Academic contributions
This research makes a significant academic contribution by synthesizing and unifying previously frag-
mented knowledge from both scholarly literature and industry frameworks into an integrated Cyber
Supply Chain Risk Management framework. Prior studies in C-SCRM have largely been conceptual or
high-level, offering insight into risks and broad controls but lacking detailed implementation guidance.
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By bridging academic findings with practical standards (e.g., NIST guidelines and ISO norms), the thesis
fills this gap and presents a cohesive best practice model that translates theory into actionable steps.
This integrated framework advances the literature by providing implementation-level detail that was
previously missing, thereby extending academic understanding of how to operationalize C-SCRM. In
sum, the thesis offers a novel scholarly perspective: a design artifact that consolidates disparate insights
into one structured approach, laying groundwork for future research to build upon a more holistic C-
SCRM implementation paradigm.

7.2.2 Practical contributions
From a practical standpoint, the thesis delivers a tangible best-practice implementation guideline that
lowers the barrier to adopting C-SCRM, particularly for small and medium-sized enterprises and orga-
nizations with limited cybersecurity maturity.

Unlike generic frameworks, the guideline is clear, accessible, and highly usable, qualities that were val-
idated through expert interviews to ensure real-world relevance. The guideline provides step-by-step
recommendations, concrete examples, and contextual guidance, making it easier for practitioners to
understand how to implement effective supply chain risk controls.

This user-friendly approach directly addresses common obstacles in the field (such as complexity and
resource constraints) by packaging C-SCRM best practices into an actionable form. The result is a
practical tool that organizations can readily adopt as a “blueprint” for improving their cyber supply chain
resilience, thereby empowering practitioners to proactively manage risks with clarity and confidence.

7.3 Future work
While this research presents a robust and practical implementation guideline for Cyber Supply Chain
Risk Management, there are several opportunities for further refinement and validation.

First, future research should address the limitation of partial social validation. Although this study
included expert interviews, a broader and more diverse stakeholder base is needed to fully evaluate the
social validity of the proposed guideline. As noted by Peters and Heron [60], social validation involves
confirming the relevance, acceptability, and perceived effectiveness of best practices from the perspective
of the target user group. Future studies should expand the validation effort to include Small and Medium
Enterprises (SMEs), public sector organizations, and representatives from various industries to ensure
that the implementation guideline meets the needs of a wide range of users.

Second, the findings and structure of this research can serve as the foundational stage of a more extensive
DSRM process [59]. Using a Research by Design approach, scholars can iteratively refine and enhance
the guideline through real-world applications. This iterative process allows for continued user feedback,
improved design artifacts, and deeper integration into organizational practices. In this sense, the current
guideline acts as an initial artifact that can be tested, evolved, and formally evaluated within the broader
DSRM lifecycle, as outlined by Peffers et al. [59].

Third, empirical testing of the implementation guideline is essential to assess its effectiveness in practice.
Ghadge et al. [36] emphasize the need for empirical validation of C-SCRM frameworks, especially in op-
erational contexts. Future studies could implement the guideline within various organizational settings
to observe its real-world performance, track improvements in cybersecurity posture, and identify imple-
mentation barriers or enablers. Comparative studies could also assess the effectiveness of the guideline
against existing methods in achieving NIS2 compliance and reducing supply chain vulnerabilities.

Fourth, future work should consider industry-specific adaptations of the C-SCRM guideline. One lim-
itation noted in our study is the guideline’s generalized, one-size-fits-all nature. Different industries
face unique supply chain threats, regulatory requirements, and risk priorities. Therefore, researchers
and practitioners could collaborate to develop sector-specific extensions or variants of the guideline. By
addressing sector-specific needs, these customized guidelines would enhance the relevance and usability
of C-SCRM best practices in those environments.

Ultimately, continuing this line of research will contribute to building a more resilient and inclusive
cybersecurity landscape, offering tailored solutions that meet both regulatory expectations and practical
organizational needs.
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Appendix A

NIST IR 8276 and DORA RTS

mapping

Figure A.1 present our mapping between the NIST IR 8276 [12] key recommendations to specific articles
within both the DORA RTS 84 on ICT Risk Management Framework and the DORA RTS 86 on ICT
services supporting critical or important functions, showing which specific articles advice or provides
guidance on implementation of each recommendation. This mapping functions as substantiation for our
original expansion of the NIST IR 8276 mapping to industry resources.
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Figure A.1: Mapping of key recommendations from NIST IR 8276 [12] to the DORA RTS 84 & 86
articles.
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Appendix B

Semi-structured interview guide

1. Ask for consent to make audio recording of the interview.

• Explain the purpose of the audio recording.

• Explain processing of audio recording (transcription, anonymization).

• Discuss the retention period of the recording.

• Explain that the interviewee can stop the interview at any time, withdraw consent to partici-
pate in the research, and coincidentally request deletion of the recording and exclusion of the
study.

• Ask: “Do you understand these conditions and give me consent to record this interview?"

2. Discuss the purpose and scope of the research.

3. Discuss structure of the interview.

• Personal information of the interviewee.

• Personal experience with C-SCRM.

• Verification of information gathered up till this point.

• Exploration of perception on the developed best practices implementation guideline.

4. Discuss personal profile of interviewee:

• Could you describe your field of expertise, how long you have been working in this field and
provide some details about your educational and professional background?

• What is your current role, and what are your main activities and responsibilities in this
position?

• In which country do you work, and how does your work environment differ from that in other
countries, such as in terms of specialized offices or clients?

5. Discuss personal experience of interviewee with C-SCRM:

• How would you define Cyber Supply Chain Risk Management (C-SCRM) from your perspec-
tive?

• Do you have any experience with C-SCRM practices? If not, what related experiences do you
have that come closest?

– Have you encountered specific problems or gaps in the process?

– Did you identify possible improvement opportunities during this experience

6. Gather insight on C-SCRM challenges, risks, sources and measures:

• What are the biggest challenges your organization faces in actively managing cyber risks in
the supply chain?
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• Which types of cyber risks do you consider most critical when aiming to strengthen supply
chain resilience?

• In your experience, what are the most common sources of cyber risk within the supply chain?

• What high-level strategies or measures do you believe are essential when establishing an
effective C-SCRM function?

7. Discuss possible gaps in C-SCRM guidance documents.

• Are you familiar with specific guidelines or frameworks that can be implemented to improve
supply chain cybersecurity?

• Have you used these guidelines or frameworks or worked at organizations were these were
prescribed for adoption?

• Do you find these guidance documents pose a challenge for some organizations to implement
correctly? If so, how can these types of guidelines/frameworks be improved to close this gap?

8. Discuss the developed implementation guideline:

• Gather viewpoints on the 17 best practice titles.

• Gather viewpoints on the overview demonstrator.

• Gather viewpoints on specific best practices content based on the interviewees domain of
expertise.

9. Gather FACE data, ask to answer: yes/probably no/no/varies/don’t know; then, explore answer:

• Do you consider the lack of actionable guidance that lowers the expertise for establishing and
operating a C-SCRM capability a priority issue within the field?

• Would the implementation of the practices and recommendations outlined in the C-SCRM
guideline be sustainable? Would there be important barriers that are likely to limit the
feasibility of implementing them?

• Do you feel the guideline would be acceptable to stakeholders involved in implementation?

• Do you feel that implementation of the guideline would be costly to stakeholders?

• Do you feel that implementation of the guideline would positively impact the inequity between
organizations with differing resources and levels of cybersecurity maturity (e.g., SMEs vs. large
enterprises)?

• Based on your current understanding, would you intend to adopt or integrate the recommen-
dations in this C-SCRM guideline into existing risk management practices?

10. Close of interview:

• Are there any other topics you find relevant to discuss or mention in the domain of C-SCRM?

• Are you available for follow-up questions?
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Appendix C

Academic literature review data

Figure C presents the raw data collected from all academic articles included in our literature review.
The data are compiled in an table displaying the data per article collected in the categories of identified
Threats, Sources of threats, Challenges and Measures. This data is compiled into key insights presented
in Section 3.2
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# Citation Title of Papers Year Summary Key take aways Threats Sources of Threats Challenges Measures Keywords

1

Analysis and classification
of cyber and information
risks, sources of risks and
initiatives to managing
them according to a supply
chain perspective, along
with an investigation of
their adoption across the
supply chain

Companies need to move
beyond isolated IT solutions
and adopt a comprehensive,
supply chain-wide approach
to manage cyber risks
effectively, involving all
stakeholders and focusing on
both technical and
organizational measures.

: Highly disruptive and impactful on
business, particularly affecting reputation and competitive advantage.

: Highly disruptive with a high
probability of occurrence.

: Concerns about the
impact on relationships with customers and overall business reputation.

: Noted risk, though less concerning to
some companies.

: Varying perceptions among
companies, with some having higher awareness due to recent incidents.

: Unauthorized access and exposure of sensitive
information.

: Stealing proprietary information for
competitive advantage.

: Crashes and failures of IT infrastructure.
: Malicious attacks from hackers and cyber terrorists.

: Manipulating employees to divulge confidential
information.

: Events like power outages and technical problems
disrupting operations.

): Both malicious and
non-intentional actions by employees are significant sources of
cyber and information risks.

: Risks that
originate internally but can spread across the entire supply
chain.

: Suppliers or contractors
beyond Tier 1 are critical sources of risk due to lack of visibility
and control.

: Ports and organizations
handling data at these nodes, such as port operators, are
sources of cyber risk.

: Subcontractors and other
players in the distant stages of the supply chain, where lack of
visibility and control is a concern.

: Risks from data sharing and transmission with
customers.

: Industrial espionage and data misappropriation.
 Espionage and cyber attacks from

foreign entities.
: Malicious cyber attacks from external

actors.
: Non-intentional disruptions like power

outages and technical failures.

 Difficulty in seeing beyond Tier 1 suppliers.
: Decisions are often made in

isolation without involving supply chain partners.
: Managing risks in complex,

multi-tiered supply chains.
: Ensuring employees are aware of cyber

risks and their impact.
: Trade-offs between

network security and operational performance.
: Difficulty in justifying investments in

CSCRM initiatives.

: Aligning the information security
strategy with the overarching business strategy and specific needs.

: Adoption of standards like ISO27000 and NIST SP 800-161
to improve strategic alignment and provide regulatory guidelines.

): Establishing a CISO position to oversee
information security.

: Conducting background checks on personnel to
ensure security.

: Adoption of cyber insurance products to tackle cyber threats,
though their adoption is still in its infancy.

: Educating employees on good network usage practices.
: Programs to up-skill human capital to enhance

resilience and prevent, detect, and respond to internal threats.
: Strengthening staff awareness to help directors and top

management in driving security investment and supplier selection.
: Procedures for protecting intellectual property,

including safe and controlled sharing of data across multiple tiers of the supply
chain.

: Requiring customers and
suppliers/contractors to comply with privacy and security policies.

: Conducting security audits and
qualification/operational checks on supply chain partners.

: Establishing collaborative agreements with supply chain
partners on security to create end-to-end IT integration.

: Achieving alignment, synchronization,
and shared knowledge among supply chain partners.

: Implementing plans to ensure
continuity and recovery from disruptions.

: Processes to manage and respond to cyber and
information risk events.

: Establishing communication procedures with involved
supply chain partners to improve response and recovery effectiveness.

: Approaches to identify
dependencies between internal and external systems and supply chain players.

: Maintaining accurate records of
employees accessing and handling data.

: Implementing measures to secure data
access and control.

: Allocating access permissions and privileges to different
categories of users.

: Programs to identify sensitive assets and prevent
leakage of confidential information.

: Encrypting email messages to protect data.
): Using IPS to detect and prevent unauthorized

access.
: Tools to prevent data loss.

: Strategies to secure mobile
devices.

: Using firewalls and virtual private
networks (VPN) for geo-location and geo-fencing.

: Implementing antivirus and antispam tools for data and
URL filtering.

: Processes to ensure internal recovery from IT
failures.

: Collaborative recovery plans involving
supply chain partners.

: Ensuring multiple backups of data.
: Using geographically distributed

datacentres for resilience.
: Implementing virtual networks and IT

infrastructures.
: Using cloud systems orchestrators to isolate

networks during cyber-attacks while maintaining operations.
: Ensuring continuity of operations

with uninterruptible power supplies and power banks.

Supply chain risk
management;
Cyber risk;
Information risk;
Cyber security;
Supply chain
management;
Supply chain
resilience;

2

Systematic literature review
on managing cyber risks in
supply chains and develops
a conceptual model for
supply chain cyber security
systems and an agenda for
future studies.

Holistic guide for
practitioners in
understanding cyber-physical
systems. The cyber risk
challenges and the mitigation
strategies identified support
supply chain managers in
making informed decisions.

Disruption to the functioning or deliberate damaging or theft of physical
infrastructure components.

Not deliberate; Systems or resources breaking down, such as outdated
firewalls or landing pages.

Denial of service or password sniffing.

Virus attack/hacking attacks impacting the operations, counterfeit
products, and spoofing attacks.

Carelessness, lack of awareness, intentions, or indebted accidents by
employees.

: All IT-related assets, including systems,
software, personnel, and equipment, are prone to cyber risks.

 Outdated and poorly maintained systems are
particularly vulnerable to attacks.

: While outsourcing servers can reduce
upfront costs, it may increase long-term indirect costs due to
loss of control over security.

 Cyber security is not just about technical
solutions; human involvement is crucial.

 Companies are only as secure as
their most vulnerable stakeholders.

 These errors can have severe
consequences and are challenging to identify.

 Future cyber risks are
expected to exploit human vulnerabilities, especially when
employees interact across organizational boundaries.

: Buildings, machines, and other physical
surroundings can be points of penetration for cyber risks.

 Inadequate control mechanisms can allow
attackers to gain remote access to systems.

 Physical infrastructures are also
vulnerable to natural disasters or physical attacks that impact
cyber systems.

 Lack of accepted standards
and guidelines hinders robust cyber defenses, requiring
transparent and trust-based relationships among supply chain
partners.

: The challenge of hiring and training
cybersecurity-skilled employees to proactively manage and
pre-empt cyber risks.

The need for ongoing commitment
and shared responsibility across departments to manage
evolving cyber risks.

Governments need to sponsor
and guide cyber security projects, creating forums for better
communication and strategy planning.

Access control
Accreditation against security standards
Certified hard- and software
Cross-functional communication
Formal agreements between SC partners
Information sharing
Internalisation of operations
More sophisticated and diverse applications
Network audit
Risk awareness initiatives
Risk classification
Risk identification software
Standard guidelines for SC collaboration
Supplier audit
Training
Vulnerability checks
"Zero-trust" policy

Data consistency checks
Task force

Forensics
Incident documentation
Insurances
Recovery and backup procedures

Risk management;
Cybersecurity,
Text mining;
Systematic
literature review;
Supply chain
disruptions;
Supply chain risk
management;
Supply risk;
Supply chain
resilience;
Cyber-attacks;
Cyber risks; Cyber
resilience;

3

Proposes three alternative
models that consider
different robustness
methods that hedge
against worst-case risks

Offers a quantitative way of
selecting mitigiation
measures

: Use of fake or substandard materials in the supply
chain.

: Introduction of malware through various points in
the supply chain.

: Engagement with vendors who do not meet
security standards.

: Employees lacking proper training in
cybersecurity practices.

: Vulnerabilities originating from
third-party suppliers and vendors.

: Risks introduced by the globalization
and complexity of supply chains.

: Weak links in the handling and
distribution processes.

: Vulnerabilities in the
manufacturing and processing stages of the supply chain.

: Difficulty in predicting the
effectiveness of security mitigations due to evolving cyber
threats and limited knowledge.

: Limited financial resources for selecting
and deploying security mitigations.

: Multiple vulnerabilities and attack
paths that need to be covered, making it challenging to
prioritize mitigations.

: Need to prepare for worst-case
scenarios which may require different strategies than
average-case scenarios.

: Adversaries that adapt their strategies,
making it difficult to predict and counteract their actions.

: use quantitative methods to eliminte
uncertainties in the process of selecting mitigation approaches.

Cybersecurity;
infrastructure risk
mitigation; robust
optimization;

4

Creates a model to help
managers better
understand and implement
the CSCRM process and
increase supply chain
resilience to cyber threats

 Threats from malicious cyber activities targeting supply
chain systems and data.

Unauthorized access to sensitive information within the
supply chain.

 Deceptive attempts to obtain sensitive information
through fraudulent communications.

Risks posed by employees or other insiders who may
intentionally or unintentionally compromise security.

 Interruptions in the supply chain caused by
cyber incidents affecting suppliers or logistics.

Unauthorized access and theft of proprietary
information and trade secrets.

Exploitation of weaknesses in outdated or poorly
maintained IT systems.

Malicious entities outside the
organization targeting supply chain systems.

Employees or insiders who may intentionally
or unintentionally compromise security.

Suppliers and service providers that may
introduce vulnerabilities into the supply chain.

Legacy IT systems that are poorly
maintained and susceptible to exploitation.

Mistakes made by employees, such as falling
for phishing attacks or mishandling sensitive information.

Vulnerabilities in physical assets like
buildings and machinery that can be exploited for
cyber-attacks.

Political and regulatory environments
that can impact the security of supply chains.

Managing cyber risks is
challenging due to the horizontal, vertical, and spatial
complexity of supply chains.

Existing CSCRM models
often fail to accommodate the specific needs of different
industries.

 CSCRM
models are often siloed and not integrated with other risk
management systems, leading to gaps in coverage.

 CSCRM models are frequently
not aligned with business goals, reducing their effectiveness.

 Cyber risks can arise from human errors, such
as phishing attacks or insider threats, which are often
overlooked in technical-focused models.

 Identifying potential cyber risks within the supply chain.
 Evaluating the likelihood and impact of identified risks.

 Implementing strategies to reduce or eliminate risks.
Ongoing surveillance of the supply chain to detect and

respond to cyber threats.
Educating employees on cyber security best practices and

threat awareness.
Working with supply chain partners to enhance

overall security.
Employing advanced technologies such as firewalls, intrusion

detection systems, and encryption to protect data and systems.

Cybersecurity;
Supply chain; Risk
management;

5

A general approach to
support supply chain cyber
risk management taking
into account various
techniques of attacking an
organisation and its
suppliers, as well as the
impacts of such attacks

Use quantified indices within
the adopted C-SCRM
framework.

: Cyber attacks targeting the company directly.
: Attacks on suppliers that transfer to the company.

: Disruption of services due to cyber attacks.
: Loss of reputation leading to customer loss.

: Networks of infected devices used to launch attacks.
: Unauthorized access using

compromised credentials.
: Malicious software causing various levels of harm.

: Negative mentions and activities in
hacktivist blogs.

: Lack of sufficient data on cyber attacks due to
reputational concerns.

: Multiple types of attacks and
their varying impacts.

: Increased risk due to interconnected supply
chains.

: Dependence on expert judgment
for parameter estimation.

: Constantly evolving cyber threats
and security postures.

: Using forecasting models to predict and monitor risks.
: Ranking suppliers based on induced risks and impacts.

 (SLAs): Use quantified indices when negotiating SLAs and
other requirements to manage supplier risks.

Cybersecurity;
Risk Analysis;
Supply Chain
Risks; Expert
Judgment;

6

Proposes a model that
focusses on the objectives of
security, reliability, safety,
quality and trustworthiness

Unauthorized alterations to hardware or software
components.

Use of fake or substandard parts within the supply chain.
Inadequate quality control leading to vulnerabilities.

Disruptions caused by environmental events.
Mistakes made by individuals that compromise security.

Malicious actions by trusted individuals within the
organization.

Intentional threats such as tampering and
counterfeits.

Unintentional issues like poor quality
and natural disasters.

 Mistakes made by individuals that can
compromise security.

 Malicious actions by trusted individuals within
the organization.

Ensuring all potential risks are
identified and managed effectively.

Addressing weaknesses in
hardware and software components.

Mitigating risks associated with human error
and insider threats.

Facilitating effective
communication and cooperation among all parties involved.

Adhering to various legal and
regulatory requirements.

Managing the intricate and
interconnected nature of modern supply chains.

: Regularly evaluating potential risks within the supply chain to
identify and manage vulnerabilities.

Thoroughly assessing and selecting suppliers based on their
security practices to ensure a secure supply chain.

: Implementing and adhering to industry security standards and
best practices to maintain a high level of security.

 Ongoing surveillance of the supply chain to detect and
respond to threats in real-time.
Incident Response Plans: Developing and maintaining plans to address security
incidents promptly and effectively.

Educating employees and stakeholders about security
risks and best practices to foster a security-conscious culture.

Maintaining an authorized state of an element and preventing violations
through authorization to interact with components and controlling access.

Ensuring service delivery through redundancy, diversification,
independent components, and flexibility to prevent faults and failures.

: Containing adverse consequences by complying with safety standards (e.g.,
IEC 61508), designing for degraded mode operations, and using redundancy and
containment strategies.

: Ensuring conformance to specifications and eliminating defects through
assurance techniques, including independent validation and verification testing.

: Building confidence in performance through adherence to
standards, good practices, and exercising due care and due diligence.

Risk management;
Information and
communications
technology;
Hardware;
Firmware;
Software;
Operational
technology;
Supply chain;
Acquisition
requirements;

7

It is argued that a systemic
approach is more efficient
in detecting vulnerabilities,
enabling an evolving
disruption response
process and culture in the
supply chain.

Defines feedback loops and
control system

: Direct attacks on IT systems can disrupt supply chain
operations.

: Interruptions in information flow can lead
to operational failures.

 Cyber-attacks can result in the transmission of
incorrect information, causing further disruptions.

: Cyber-attacks can delay critical actions within the supply
chain, leading to inefficiencies.

: More nodes and
connections in the cyber supply chain increase vulnerability.

Cyber supply chains often involve anonymous
interactions, complicating threat detection.

 The complexity of cyber supply chains
is virtually unlimited, making risk management challenging.

 Heavy reliance on IT systems introduces
new vulnerabilities.

 Traditional risk assessment methods struggle with
the increasing complexity of supply chains.

 Increased IT integration leads to more
interaction failures, which traditional methods often overlook.

Supply chains are constantly changing,
making static risk assessments inadequate.

Traditional methods require significant
resources to implement and maintain.

 Traditional methods focus
on component reliability rather than interactions between
components.

 Using systemic methods like STAMP to understand and
manage risks.

 Implementing feedback loops to monitor and control information
flows.

 Developing dynamic control structures to adapt to
changing conditions.

 Ongoing process of identifying and integrating
new hazards into risk management strategies.

Cyber-risks;
Supply Chain
Management;
Resilience;
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Customer Records Compromised

Failure of Companies' IT Network

Cyber-Attacks Affecting Downstream Supply Chain

Risks Affecting Suppliers' Records

General Cyber and Information Risks

Data Breach/Disclosure

Theft of Intellectual Property

IT System Failures
Cyber Attacks
Social Engineering

Natural Disasters

Employees (Current and Former

Internal Sources within the Focal Company

Upstream Supply Chain Stages

Critical Infrastructural Nodes

Distant Supply Chain Players

Customers

Competitors
Foreign Nation States:

Hackers/Hacktivists

Natural Disasters

Lack of Visibility:
Isolation in Decision-Making

Complexity of Supply Chains

Employee Awareness

Balancing Security and Performance

Resource Allocation

Organizational Initiatives
Information Security Strategy Alignment

Standards and Protocols

Chief Information Security Officer (CISO

Personnel Background Checks

Cyber Insurance

Training and Internal Awareness
Cyber Hygiene Training
Security Awareness Programs

Employee Awareness

Intellectual Property Protection

Compliance and External Awareness
Privacy and Security Policies Compliance

Supply Chain Partner Security Audits

Collaborative Agreements

Supply Chain Coordination Mechanisms

Event Management
Business Continuity and Disaster Recovery Plans

Incident Management Processes

Communication Procedures

Information Systems Continuity Management

Data Management
Accurate Record of Personnel Handling Data

Secure Data Access and Control Measures

Privileged User Access

Identification of Sensitive Assets

IT Security Tools
Encryption of Email Messages
Intrusion Prevention Systems (IPS

Data Loss Prevention Tools
Mobile Security Strategy and Device Management

Geo-location and Geo-fencing Controls

Data and URL Filtering

IT Operational Resilience
Internal Recovery Plan Processes

Collaborative Recovery Plan Processes

Multiple Data Backup
Geographical Distributed Datacentres

Virtual Networks/IT Infrastructures

Cloud Systems Orchestrators

Uninterruptible Power Supplies/Power Banks

Physical threats

Breakdown

Indirect attacks

Direct attacks

Insider threats

Technical Points of Penetration
IT-Related Assets

Legacy Systems:

Outsourcing Servers

Human Points of Penetration
Human Involvement:

Susceptible Stakeholders:

Internal Human Errors:

Exploitation by Cyber Aggressors:

Physical Points of Penetration
Physical Objects

Obsolete Firewalls:

Vulnerability to Disasters:

Inter-organizational Collaboration:

Employee Knowledge

Continuous Commitment: 

Governmental Involvement: 

Pre-attack phase

Trans-attack phase

Post-attack phase

Counterfeit Materials

Malicious Software

Unqualified Vendors

Poorly Trained Employees

Third-Party Suppliers

Global Supply Chains

Handling and Distribution

Manufacturing and Processing

Uncertain Mitigation Effectiveness

Budget Constraints

Complex Attack Paths

Worst-Case Scenarios

Adaptive Adversaries Quantitative Measure Selection

Cyber-Attacks:

Data Breaches: 

Phishing Attacks:

Insider Threats: 

Supply Chain Disruptions:

Intellectual Property Theft: 

System Vulnerabilities: 

External Cyber-Attackers: 

Internal Insiders: 

Third-Party Vendors: 

Outdated Systems: 

Human Errors: 

Physical Infrastructure: 

Geopolitical Factors: 

Complexity of Supply Chains: 

Lack of Industry-Specific Models: 

Integration with Other Risk Management Systems:

Alignment with Business Goals:

Human Factors:

Risk Identification:
Risk Assessment:
Risk Mitigation:
Continuous Monitoring: 

Employee Training: 

Collaboration with Partners: 

Use of Technology: 

Direct Attacks
Indirect Attacks
Service Unavailability
Reputational Damage

Botnets
Stolen Login Information

Malware
Hacktivist Activities

Data Scarcity

Complexity of Attack Vectors

Interconnectivity

Expert Judgment Reliance

Dynamic Risk Environment

Risk Monitoring
Supplier Management
Service Level Agreements

Tampering: 

Counterfeits: 
Poor Quality: 
Natural Disasters: 
Human Error: 
Insider Threats: 

Adversarial Actions: 

Non-Adversarial Factors: 

Human Error:

Insider Threats:

Comprehensive Risk Coverage: 

Technological Vulnerabilities: 

Human Factors: 

Stakeholder Collaboration: 

Regulatory Compliance: 

Supply Chain Complexity: 

Risk Assessment

Supplier Vetting: 

Security Standards

Continuous Monitoring:

Training and Awareness: 

Security: 

Reliability: 

Safety

Quality

Trustworthiness

Cyber-Attacks

Information Flow Disruptions

Incorrect Information:

Delayed Actions

Increased Nodes and Connections

Anonymity: 

Unlimited Complexity:

Dependence on IT:

Complexity:

Interaction Failures:

Dynamic Nature: 

Resource Intensive: 

Component vs. Interaction Focus:

Systemic Risk Analysis:

Feedback Loops:

Dynamic Control Structures:

Continuous Hazard Identification:

Cyber Supply Chain Risk
Management requires a
holistic approach that
integrates technical, human,
and operational factors,
continuous collaboration,
and alignment with
business goals to enhance
cyber resilience.



# Citation Title of Papers Year Summary Key take aways Threats Sources of Threats Challenges Measures Keywords

8 , (7), 342-353.

Discusses the emerging
discipline of Cyber Supply
Chain Risk Management
(CSCRM), highlighting its
challenges, threats, sources
of threats, and mitigating
measures to enhance
strategic control over IT
systems.

Need for extensive risk
practices, communication
between departments,
suppliers and customers,
tough contractual
mechanisms and field level
strategies for visibility of
production/delivery cycles.

Infiltration of counterfeit components into IT systems.
 Embedding of malicious mechanisms in hardware

by foreign entities.
Fraud and malicious activities by employees within the

organization.
 Targeting of supply chain contractors and

subcontractors by cybercriminals.
 General loss of confidence in technical means to

control attacks.

Espionage and tampering
activities by foreign entities.

 Internal fraud and malicious activities by
employees.

 Cybercriminals targeting supply chain
vulnerabilities.

 Increased attack surfaces due to
dispersed global supply chains.

 Rapid globalization and
outsourcing of IT systems increase complexity and risk.

 Difficulty in gaining visibility and control
over extended enterprise partners.

 Addressing the dynamism and
real-time scale of adaptive IT networks.

 Dealing with often unknown supply chain
provider identities.

 Achieving structural integration across
the IT supply chain.

 Navigating complex regulatory
requirements and ensuring compliance.

Managing risks with limited resources
and budget cuts.

 Development and use of organizational assessment tools
and capability/maturity models.

Conducting thorough audits of critical vendors before contract
initiation and during yearly reviews.

: Embedding risk management requirements in contracts.
: Enhancing collaboration between IT, supply chain,

and risk management functions.
Implementing continuous monitoring and real-time risk

dashboards.
 Enhancing collaboration between IT, supply chain, and risk

management functions.
Providing training and raising awareness about supply

chain risks among employees and partners.

Cybersecurity;
Risk management;
Supply chain
management;

9

Explores supply chain
managers' perceptions of
cyber supply chain risk
management (CSCRM) and
highlights the need for
better alignment and
holistic strategies to
enhance cyber resilience.

Logistics Service Providers
can play a crucial role in
orchestrating CSCRM efforts
across the supply chain,
emphasizing the importance
of human factors and
coordinated, supply
chain-wide security
strategies.

Disruptions caused by enterprise resource planning
system failures.

 Impact of website crashes on business operations.
 Business disruptions due to network connectivity

issues.
Threats posed by malicious software.

 Risks associated with unauthorized access to sensitive data.
Loss or corruption of important records.
 Unauthorized access through stolen credentials.

Both intentional and unintentional actions
by current employees.

 Risks from former employees with
lingering access or knowledge.

Vulnerabilities introduced by
third-party suppliers and contractors.

Risks from customer interactions and data
exchanges.

External malicious actors targeting the
supply chain.

 Internal and external technical failures
affecting operations.

 Environmental events disrupting supply
chain activities.

 Difficulty in aligning perceptions of
cyber risks across different supply chain stages.

 Underestimation of the human factor as a
critical element in cyber resilience.

Overemphasis on technical solutions rather
than holistic, supply chain-wide strategies.

Lack of incident reporting policies leading
to low awareness of cyber threats.

Inefficient investments due to
misaligned perceptions and lack of coordinated efforts.

 Appointing dedicated officers to oversee cybersecurity.
Ensuring the reliability of employees

handling sensitive information.
 Developing comprehensive security

strategies.
Insuring data and information against

cyber risks.
 Implementing

security awareness programs for employees.
 Ensuring secure access and control

measures for data.
 Keeping detailed records of

personnel who handle sensitive data.

 Utilizing tools like antivirus, antispam, and intrusion prevention
systems.

: Maintaining multiple data backups.
: Ensuring data backups are geographically

distributed.

Enforcing compliance with security policies among supply chain partners.
Conducting security audits of

supply chain partners.
 Establishing

communication procedures with supply chain partners during incidents.
 Establishing disaster recovery

and business continuity plans.

Information
systems,
Resilience,
Surveys,
Supply-chain
management, Risk
management,
Cyber risk,
Information risk,
Cyber security;

10

Examines the role of cyber
supply chain risk
management (CSCRM)
practices in achieving
supply chain visibility and
performance, highlighting
the importance of
governance, systems
integration, and
operational processes.

Effective CSCRM practices,
particularly governance and
systems integration,
significantly enhance supply
chain visibility, which in turn
improves overall
cybersecurity performance.

 Various forms of cyberattacks such as phishing, malware,
and hacking.

 Unauthorized access to sensitive information within the
supply chain.

nterruptions caused by cyber incidents
affecting supply chain operations.

 Poor security measures within any
network in the supply chain.

Vulnerabilities arising from the
extensive interconnection of systems.

 Risks originating from suppliers with
inadequate cybersecurity practices.

 New vulnerabilities introduced by
advancements in technology.

 Difficulty in achieving comprehensive
visibility across the supply chain network.

 Insufficient empirical studies on
CSCRM practices and their effectiveness.

 Predominant focus on technical measures
rather than integrating management perspectives.

Challenges in addressing process
bottlenecks that hinder operational visibility.

Difficulty in extending cybersecurity
measures beyond first-tier suppliers.

Establishing a dedicated governance team to oversee
cybersecurity practices.

Implementing integrated systems for real-time monitoring
and decision-making.

Developing processes to prevent, detect, and respond to
security issues.

 Enhancing information sharing and collaboration among
supply chain partners.

: Conducting regular audits and compliance checks to ensure
adherence to security guidelines.

Cybersecurity,
Supply chain
visibility, Supply
chain risk
management,
Cyber supply
chain risk
management;

11

Bridges between the
established domain of
SCRM and the emergent
field of SC cybersecurity by
forming and testing novel
relationships between
SCRM-rooted constructs
tailored to an SC cyber risks
context.

Effective internal and
customer cyber integration
significantly enhances supply
chain cyber resilience and
robustness, while supplier
integration shows limited
impact.

 Various forms of cyberattacks such as phishing, malware,
and hacking.

 Unauthorized access to sensitive information within the
supply chain.

nterruptions caused by cyber incidents
affecting supply chain operations.

: Compromises at business partners can
affect the entire supply chain.

: Governments, non-profits, and
individuals can be backdoors for cyber threats.

: Weaknesses within the firm’s own
systems.

 Malicious actors targeting the supply chain.

: High interdependencies in supply chains
make managing cyber risks complex.

: Rapidly changing cyber threats are difficult to
predict and manage.

: Cyber threats often remain undetected until they
cause significant damage.

: Requires real-time roles from IT
departments, adding complexity.

: Cyber threats can quickly spread across
interconnected supply chain tiers.

: Most cyber threats are deliberate, requiring
proactive measures.

: Both physical and information-based assets
are at risk.

: Identifying potential cyber threats targeting the supply chain.
: Implementing measures to protect against identified threats.

: Continuously monitoring for signs of cyber threats.
: Developing plans to respond to cyber incidents.
: Establishing procedures to recover from cyberattacks.

Cyberattack,
Cybersecurity,
Supply chain
integration,
Relational view,
Dynamic
capabilities view,
Survey;
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This paper maps zero trust
concepts to the supply
chain, and discusses the
steps an organisation might
take to transition to zero
trust, and proposes a
number of research
propositions.

Adopting a zero trust model
in supply chain management
can significantly enhance
security and resilience by
addressing the inherent risks
and vulnerabilities in modern,
interconnected supply chains.

: Infiltration through outside partners or vendors.
: Entry of counterfeit products posing safety and health

risks.
: Unauthorized access to sensitive information.

: Deliberate acts to disrupt supply chain
operations.

: Physical and intellectual property theft.
: Unauthorized access to proprietary information.

: Vulnerabilities exploited through
third-party vendors.

: Employees or internal systems that may be
compromised.

: Hackers, terrorists, and other malicious
entities.

: Insecure software and hardware
components.

: Weaknesses in physical distribution
and storage systems.

: Increasing complexity
and interconnectedness make it difficult to maintain visibility
and traceability.

: Rapidly evolving tactics and
techniques by malicious actors.

: Difficulty in tracking and verifying the origins
and movements of goods and information.

 Over-reliance on trust can expose supply chains
to more risks.

: Transitioning to a zero trust
model requires significant changes in policies and procedures.

: Adopting a zero trust philosophy to assume all actors
and activities are untrusted.

: Enforcing strict access and authentication requirements.
: Logging and inspecting all traffic in real-time.

: Implementing policies based on continuous,
fine-grained data collection and monitoring.

: Engaging all stakeholders in the supply chain to ensure
security measures are upheld.

Trust, Risk
Management,
Security, Supply
Chain, Technology
Management,
Organizational
Theory;
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, (1),

103-128.

This paper examines the
cybersecurity risks in
globalized supply chains,
categorizes these risks, and
proposes a framework for
mitigating them.

Identifies and categorizes
cybersecurity risks in global
supply chains, highlights the
importance of managing
these risks, and provides
strategies for mitigating them
to ensure supply chain
continuity and security.

: Interruptions caused by cyber incidents
affecting supply chain operations.

: Unauthorized access and theft of sensitive data
: Criminal activities conducted through cyber means

: Malicious software disrupting operations
: Fraudulent attempts to obtain sensitive information
 : Attacks that disrupt service availability
: Deceptive attacks that falsify data

 Direct hacking and data manipulation
: Deliberate tampering with products or data

: Deceptive communication leading to
financial loss

: Gaining unauthorized access to systems
: Deliberate sabotage of information systems

: Fraudulent alteration of product
specifications

: Introduction of counterfeit products into the supply
chain

: Unauthorized alteration of data
: Theft of intellectual property

: Unauthorized access to
customer information

: Use of unauthorized payment
methods

: Threats from within the organization.
: Terrorist activities targeting cyber

infrastructure.
: Stolen credentials leading to

unauthorized access
: Security breaches originating

from vendor networks
: Alteration of source code

through malware
: Distribution of software

with embedded vulnerabilities
: Undetected coding errors

leading to vulnerabilities

: Difficulty in
gathering precise threat intelligence within organizations.

: Inadequate auditing of
third-party vendors leading to vulnerabilities.

: Insufficient security controls across
the supply chain.

: Higher risks due to increased
connectivity in smart manufacturing and supply networks.

): Managing the
complexity and security of CPS.

: Lack of skills
necessary to implement cybersecurity measures.

: Absence of accurate standards for
cybersecurity.

: Increased vulnerabilities due to
the proliferation of IoT and CPS.

: Lack of trust and
cooperation among partners.

: Issues related to data privacy in
self-thinking supply chains.

: Risks of operational disruptions due
to cyber-attacks.

: Risks associated with counterfeit
products in the supply chain.

: Challenges in sharing
information accurately and securely.

: Absence of encryption during
data transport.

: Inadequate authorization
mechanisms leaving systems vulnerable.

: Risks from
malicious actions by supply chain members.

: Ensuring security, integrity, and authenticity of
software.

: Implementing effective data management strategies.
: Managing demand information accurately and

securely.
: Implementing safeguards and firewalls to protect

data.
: Providing training to handle cybersecurity issues.

: Encrypting and coding information to
protect it.

: Regularly backing up commercial data.
: Implementing measures to prevent

unauthorized access.
: Enforcing strict password and account

management policies.
: Regular inspection and monitoring of network

components.
: Assessing potential cybersecurity risks.

: Continuous monitoring of processes.
: Regular evaluation of products for vulnerabilities.

: Ensuring the integrity of third-party
products.

: Checking the history of network
component suppliers.

Qualitative,
Supply chain
management,
Supply chain,
Industry 4.0,
Cyber-physical
system, Cyber
security risks;
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This paper discusses the
vulnerabilities and threats
in the nuclear supply chain
and proposes a novel
cyber-attack surface
diagram to enhance risk
analysis and develop better
cybersecurity practices.

Highlights the complexity and
vulnerabilities of the nuclear
supply chain, emphasizing
the need for improved
visibility, collaboration, and
cybersecurity measures to
protect against sophisticated
cyber threats.

: Introduction of malicious code into hardware,
firmware, or software.

: Compromise of hardware components during
manufacturing or distribution.

: Replacement of genuine components with
counterfeit or malicious ones.

: Alteration of system information to introduce
vulnerabilities.

: Stealing of credentials to gain unauthorized access to
systems.

: Targeted attacks on the supply chain to introduce
persistent threats.

: Countries like China, Russia, Iran, and North
Korea are known to engage in cyber espionage and attacks.

: Employees or contractors with access to sensitive
information can be a source of threats.

: Suppliers and subcontractors may have
less stringent security measures.

: Vulnerabilities exist during
the physical and electronic transfer of components and
information.

: Use of open-source
and third-party software introduces risks of compromised
code.

: The extensive and
interconnected nature of the nuclear supply chain makes it
difficult to ensure security and authenticity.

: The global spread of suppliers increases the risk
of compromised components.

: Ensuring the trustworthiness and
origin of components is challenging due to the involvement of
multiple stakeholders.

: Increasingly sophisticated
cyber adversaries pose significant threats.

: The transition from analog
to digital systems introduces new vulnerabilities.

: End users often have limited visibility into
the entire supply chain, focusing mainly on first-tier suppliers.

: Simplifying designs to reduce the attack surface.
: Enhancing visibility into the entire supply chain beyond

first-tier suppliers.
: Limiting purchases to components and systems certified to

meet cybersecurity standards.
: Joining data-sharing organizations to share information on

supply chain compromises.
: Developing techniques to ensure the

authenticity and integrity of components throughout the supply chain.
 Improving testing methods to detect compromised

components before installation.

I&C; supply chain;
cyber-attack
surface;
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Reviews best practices in
third-party risk
management for
superannuation
organizations, focusing on
accounting and
cybersecurity to enhance
operational resilience and
compliance.

Effective third-party risk
management requires
thorough due diligence, clear
contractual agreements,
continuous monitoring, and
robust incident response
plans to mitigate
cybersecurity risks and
ensure regulatory
compliance.

: Unauthorized access to sensitive information.
: Malicious activities targeting third-party vendors.

: Interruptions in services due to cyber incidents.
: Costs associated with managing and mitigating cyber

threats.
: Loss of trust and credibility following a cyber

incident.

: External partners with inadequate
cybersecurity measures.

: Breakdowns in technology
infrastructure.

: Events causing operational disruptions.
: New laws and standards impacting

compliance.
: Mistakes made by employees or third-party

staff.

: Difficulty in selecting vendors with robust
cybersecurity measures.

: Ensuring contracts clearly define roles,
responsibilities, and compliance standards.

: Maintaining ongoing assessment of
third-party vendors.

: Developing and testing effective incident
response plans.

: Keeping up with evolving regulatory
standards.

: Protecting sensitive member data from
breaches.

: Thorough vetting of third-party vendors.
: Clear contracts outlining cybersecurity expectations.

: Periodic assessments of vendor compliance.
: Ongoing evaluation of vendor performance.
: Collaborative development and testing of response

strategies.
: Educating staff on cybersecurity risks and protocols.

Third-Party, Risk
Management,
Superannuation,
Cybersecurity,
Accounting;
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Counterfeits: 
Malicious Tampering:

Insider Threats: 

Supply Chain Attacks:

Loss of Confidence:

Foreign Intelligence Services: 

Employee Fraud:

Cybercriminals:

Global Supply Chains:

Globalization and Outsourcing:

Visibility and Control:

Dynamic Environments:

Masked Identities:

Structural Integration:

Regulatory Compliance:

Resource Constraints: 

Risk Assessment Tools:

Vendor Audits: 

Contractual Obligations
Cross-functional Integration

Continuous Monitoring: 

Collaboration:

Training and Awareness: 

ERP Malfunction: 

Website Crash:
Lack of Connectivity:

Malware: 
Data Breach:
Damage of Records: 
Theft of Credentials:

Current Employees: 

Former Employees:

Suppliers and Contractors: 

Customers: 

Hackers/Hacktivists: 

Technical Problems:

Natural Disasters:

Alignment of Perceptions:

Human Factor:

Technical Focus: 

Incident Awareness: 

Investment Inefficiency: 

Employ a Chief Information Security Officer (CISO) or Data Protection Officer
(DPO):
Conduct Personnel Background Checks: 

Presence of an Information Security Strategy:

Specific Data and Information Insurance: 

Employee Security Awareness Training Program (Cyber Hygiene):

Secure Data Access and Control Measures:

Accurate Record of Personnel Handling Sensitive Data:

Intrusion Prevention Systems (IPS), Data and URL Filtering (Antivirus and
Antispam):

Multiple Data Backup
Geographically Distributed Datacentres

Require Suppliers and Customers to Comply with Privacy and Security Policies:

Conduct Supply Chain Partners Security Audits: 

Communication Procedures with Involved Supply Chain Partners:

Business Continuity and Disaster Recovery Plans:

Cyberattacks:

Data Breaches:

Supply Chain Disruptions: I

Weak Security Controls:

Interconnected Systems: 

Supplier Networks:

Technological Changes:

Lack of Visibility:

Limited Empirical Data:

Technical Focus:

Operational Bottlenecks: 

Supplier Integration: 

Governance Team: 

Systems Integration: 

Operational Processes: 

Information Sharing:

Regular Audits

Cyberattacks:

Data Breaches:

Supply Chain Disruptions: I

Business Partners

Non-Business Entities

Internal Vulnerabilities

External Attackers:

Interdependencies

Dynamism

Anonymity

IT Department Involvement

Ripple Effects

Intentionality

Targeted Assets

Risk Identification
Risk Protection
Risk Detection
Risk Response
Risk Recovery

Supply Chain Attacks
Counterfeit Goods

Data Breaches
Terrorism and Sabotage

Piracy and Theft
Industrial Espionage

Vendors and Partners

Internal Actors

External Actors

Technological Systems

Physical Infrastructure

Complexity of Modern Supply Chains

Dynamic Threat Landscape

Poor Traceability

Trust Issues:

Implementation of Zero Trust

Zero Trust Implementation

Strict Access Control
Continuous Monitoring
Dynamic Policy Enforcement

Stakeholder Collaboration

Supply Chain Disruptions

Data Theft
Cybercrime
Malware
Phishing Attacks
Denial of Service Attacks
Spoofing Attacks
Direct Attacks:
Malicious Tampering
Fraudulent Communication

Unauthorized Access
Information Sabotage
Product Specification Fraud

Counterfeit Products

Manipulation of Data
Intellectual Property Theft
Unauthorized Access to Customer Data

Unauthorized Payment Gateways

Insider Threats
Cyber Terrorism

Theft of Vendor Credentials

Breach from Vendor Network

Modification of Source Code

Supply of Compromised Software

Failure to Detect Coding Errors

Lack of Specific Organizational Threat Intelligence

Failure to Audit Third-Party Vendors

Lack of Security Controls

Increased Connectivity Risks

Complexity of Cyber-Physical Systems (CPS

Insufficient Managerial and Technical Skills

Inadequate Standards

Vulnerabilities in IoT and CPS

Trust Issues Among Supply Chain Partners

Data Privacy Concerns

Operational Disruptions

Counterfeit Products

Information Sharing Obstacles

Lack of Transport Encryption

Insufficient Authorization

Malicious Behavior of Supply Chain Members

Software Assurance Approach

Data Management
Demand-Related Information

Use of Safeguards and Firewalls

Adequate Training
Encryption and Coding of Information

Regular Data Backups
Protection from Unauthorized Access

Strict Password and Account Management

Inspection and Monitoring

Assessment of Cybersecurity Risks
Process Monitoring
Product Evaluation
Integrity Check of Third-Party Products

History Check of Network Component Suppliers

Malware Insertion

Hardware Tainting

Component Substitution

Information Falsification

Credential Theft

Supply Chain Attacks

Nation States

Insiders

Third-Party Vendors

Physical and Electronic Channels

Open-Source and Third-Party Software

Complexity of the Supply Chain

Globalization

Provenance Assurance

Sophistication of Cyber Actors

Obsolescence and Modernization

Limited Visibility

Cyber-Informed Engineering
Supply Chain Visibility

Security Certifications

Industry Collaboration

Provenance-Aware Supply Chains

Enhanced Testing Methods:

Data Breaches
Cyber Attacks
Operational Disruptions
Financial Losses

Reputational Damage

Third-Party Vendors

Technological Failures

Natural Disasters
Regulatory Changes

Human Error

Vendor Selection

Contractual Clarity

Continuous Monitoring

Incident Response

Regulatory Compliance

Data Security

Due Diligence
Contractual Agreements
Regular Audits
Continuous Monitoring
Incident Response Plans

Employee Training

Supply Chain
Management: An
International
Journal 27

Industri
al Management &
Data
Systems 123

Internatio
nal Journal of
Physical Distribution
& Logistics
Management 54

International
Journal of Production
Research 59

Nuclear
Engineering and
Technology 53

Financ
e & Accounting
Research
Journal 6
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Discusses the different
security issues and attacks
that target the different
supply chain technologies,
and provides some
recommendations and best
practices that can be
adopted to achieve a
secure supply chain.

It is paramount to use a
hollistic and inte3grated
approach to mitigate and
inbdentify risks in SCRM

 Supply chains are vulnerable to malware such as Mirai,
Bashlite, and Mukashi.

 Distributed Denial of Service (DDoS) attacks can disrupt
supply chain operations.

 Fake hardware and software introduce security
and safety risks.

 Authorized users may misuse access to compromise the
supply chain.

 Malicious actors inject vulnerabilities into
software and hardware before distribution.

 Weak links in third-party vendors create
cascading security failures.

 Intentional tampering with IT products by
adversaries.

 Default credentials in devices and
software lead to easy exploitation.

 Phishing and impersonation attacks
target human vulnerabilities within the supply chain.

 Many supply chain systems suffer
from weak authentication and access controls.

 External vendors introduce unknown
risks and vulnerabilities.

 Governments may exploit supply chains
for espionage or cyber warfare.

 Cybercriminals seek financial gains by
targeting supply chains.

Employees or contractors with privileged
access may intentionally or unintentionally cause security
breaches.

 Unverified code in software
supply chains can be exploited.

 Espionage activities by foreign
entities.

 Organizations lack full control over supply
chain ecosystems, leading to blind spots in security.

 Poor coordination between
suppliers and customers results in unaligned security
measures.

 Shared software,
hardware, and firmware across industries create systemic
vulnerabilities.

 Increased complexity and risk
due to the rapid globalization and outsourcing of IT systems.

 Meeting diverse regulatory
requirements is challenging and costly.

 Adapting to constantly evolving
and sophisticated cyber threats.

 Organizations should create robust threat models to
accurately assess supply chain risks, avoiding reliance solely on proprietary models.

: Regular third-party audits should be conducted to provide an
unbiased security evaluation, despite potential cost and time constraints.

: Regulatory bodies should oversee supply chain
security, though scalability remains a challenge.

: Establish formal programs with governance,
policies, and tools to ensure accountability in cyber supply chain risk management
(CSCRM).

: Organizations must identify, assess, and continuously
monitor critical suppliers to ensure security compliance.

: Maintain full visibility into all components of the supply
chain to identify weak links.

: Foster close relationships with critical suppliers
to enhance security measures and integrate resilience efforts.

: Utilize blockchain technology for traceability,
immutability, and data integrity, ensuring a secure record of supply chain
transactions.

: Implement multi-factor authentication (MFA)
and digital signatures to prevent unauthorized access.

): Use lightweight ECC techniques for
resource-constrained IoT devices to enhance encryption without high
computational overhead.

: Deploy secure authentication and data integrity
mechanisms such as the Elliptic Curve Digital Signature Algorithm (ECDSA).

: Introduce timestamp verification to mitigate replay attacks
in data transmission

: Implement blockchain-based certification
mechanisms to provide lightweight security certificates for IoT devices.

): Use PUF technology as an alternative for
device authentication in cases where blockchain-based certification is not feasible.

 Secure supply chain transactions using
TEEs and smart contracts, despite potential latency challenges.

): Enhance anti-counterfeiting
measures by leveraging blockchain-based RFID authentication.

: Use secure two-way authentication and
encryption in IoT-based blockchain systems for supply chain monitoring.

: Implement blockchain-based trust management
frameworks like TrustChain to dynamically assign trust and reputation scores.

Blockchain, CPS,
Countermeasures,
Cyberattacks, IIoT,
issues, Supply
chain
cybersecurity;
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The need for management
control system for
information security
management that
encapsulates the technical,
formal and informal
systems and the
importance of having a
higher level of control
above the already existing
levels

Cyber supply chain security
requires a holistic approach
that integrates management
control mechanisms,
standardized policies, and
proactive risk management to
address inter-organizational
vulnerabilities 

: Mistakes made by employees that can lead to security
breaches.

: Malicious actions by trusted personnel within the
organization.

: Cyber-attacks from external sources targeting the supply
chain.

: Weaknesses in the technical infrastructure
that can be exploited.

 : Security risks arising from informal
and uncontrolled communication between organizations.

 Information leaks
through casual conversations, emails, or unsecured networks .

 Variability in
security implementations across partners creates gaps .

 Weak authentication and
authorization measures expose systems to attacks. 

 Security breaches at
suppliers or partners affect the entire chain .

 Employees unaware of security
protocols may unintentionally compromise information .

 Poor governance leads to
inconsistent application of security measures .

 Legal and regulatory
inconsistencies increase security challenges .

 in
enforcing controls across varied organizational structures
within the supply chain.

: Ensuring a consistent security culture across
different organizations and cultural contexts.

: Developing and aligning security policies
across multiple organizations in the supply chain.

: Creating a comprehensive, multilateral
security strategy that addresses both intra- and
inter-organizational security needs.

: Standardizing
security practices across different organizations to handle
communication breakdowns and security breaches.

: Managing skewed power dynamics and
control structures within the supply chain to ensure effective
security.

: Protect the network by controlling incoming and outgoing network traffic
based on predetermined security rules.

: Detect and remove malicious software to protect the
system from viruses and malware.

: Use unique biological traits (e.g., fingerprints, retina scans) for
authentication and access control.

: Ensure the authenticity and integrity of digital messages or
documents.

: Authenticate users based on their voice patterns.
: Implement protocols to verify the identity of users

accessing the system.
: Use passwords, biometric controls, and other

methods to ensure only authorized personnel can access sensitive information.
: Set up measures to protect the network from

unauthorized access and threats.
Cryptographic Techniques: Use encryption to secure data during transmission and
storage.

: Develop and enforce policies that dictate how technical controls
are implemented and used.

: Standardize security
policies across organizations in the supply chain to ensure secure information
sharing.

: Address and document potential security issues
arising from logistics, employee transfer/termination, power, and control.

: Clearly define and allocate responsibilities for
security within the organization.

: Establish consequences for misinterpretation of
data and misapplication of rules.

: Conduct training sessions to educate employees about
information security measures.

: Foster a security culture by raising awareness about security
issues and best practices.

: Create a cultural climate that motivates employees
to follow formal and technical security policies.

: Ensure open communication between managerial
and security personnel to identify potential vulnerabilities and mitigate risks.

: Manage the generation and distribution of
information to ensure accurate and complete information flow for all supply chain
activities.

: Encourage managers to implement and execute
information security initiatives that benefit the entire supply chain.

: Align management control systems with the
achievement of strategic security objectives.

: Define a governance structure that includes security
practices regulating lateral relations across organizational boundaries.

: Oversee informal interactions between
organizations in the supply chain to ensure security.

: Work with third-party security
providers to secure information flows between supply chain organizations.

Supply chain,
Information
security,
Management
control, Informal
control, Formal
control, Technical
control;
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Underscores the evolving
nature of cyber threats and
the imperative for adaptive
strategies, and calls for
concerted efforts from
businesses, policymakers,
and IT professionals to
prioritize and continuously
refine cybersecurity
measures in safeguarding IT
supply chains against future
threats.

Highlights the critical
importance of a proactive
and comprehensive approach
to cybersecurity in IT supply
chains, involving risk
management, international
standards, vendor
management, and advanced
technologies to safeguard
against evolving cyber threats

: Sophisticated phishing attacks targeting supply chain
employees.

: Attacks locking critical data and systems until a ransom is
paid.

: Espionage activities by state-sponsored
actors to steal intellectual property or disrupt operations.

: Vulnerabilities in software, including
third-party libraries or open-source components.

: Security posture and data handling
practices of third-party vendors.

: Counterfeit components and
vulnerabilities within microchips and firmware.

: Multiple software, hardware, and service
layers each have unique vulnerabilities.

: Reliance on third-party vendors introduces
additional risks due to varying security postures.

: Counterfeit components and
vulnerabilities within microchips and firmware.

: The intricate and interconnected nature of IT
supply chains increases the difficulty of securing them.

: Conduct a thorough inventory of all assets within the supply
chain and identify potential threats, including software vulnerabilities, hardware
tampering, insider threats, and third-party service provider risks.

: Analyze identified risks to understand their potential impact and
likelihood, prioritizing them based on severity.

: Implement security controls, develop incident
response plans, and establish continuous real-time monitoring mechanisms to
detect and respond to threats.

: Adopt this international standard for establishing, implementing,
maintaining, and continuously improving an information security management
system (ISMS), emphasizing risk management.

: Utilize this framework to assess and improve the
ability to prevent, detect, and respond to cyber attacks, adapting its principles to
secure the IT supply chain.

: Conduct thorough assessments of vendors' security postures,
compliance with relevant standards, and history of security incidents before
engagement.

: Regularly audit third-party vendors to ensure compliance with
security requirements and standards, identifying vulnerabilities in their operations.

: Include explicit security requirements in
contracts with third-party vendors, covering compliance with standards, incident
reporting protocols, and the right to audit.

: Implement blockchain technology for
decentralized and tamper-proof logging of transactions and interactions within the
supply chain.

: Use AI and machine learning
algorithms to analyze data and identify patterns indicative of malicious activity,
enabling early threat detection.

: Implement multi-factor authentication (MFA), role-based
access control (RBAC), and identity and access management (IAM) systems to
ensure only authorized individuals can access critical assets.

: Adopt a zero-trust model that requires strict identity
verification, access control, and continuous monitoring of network activities.

: Conduct regular security awareness
training to educate employees on the latest cyber threats, safe online practices,
and the importance of adhering to security policies.

: Incorporate secure development
practices, such as code reviews, automated testing, and vulnerability assessments,
throughout the software development lifecycle (SDLC).

IT Supply Chain,
Cybersecurity,
Risk
Management,
Blockchain,
Zero-Trust Model,
Artificial
Intelligence;

Hammi, B., Zeadally,
S., & Nebhen, J.
(2023). Security
threats,
countermeasures,
and challenges of
digital supply
chains. 

, (14s),
1-40.

Security Threats,
Countermeasures,
and Challenges of
Digital Supply
Chains

PN, S., & Kunnathur,
A. S. (2015).
Information security in
supply chains: A
management control
perspective. 

, (5),
476-496.

Information
security in supply
chains: a
management
control perspective

Adenekan, O. A.,
Ezeigweneme, C., &
Chukwurah, E. G.
(2024). Strategies for
protecting IT supply
chains against
cybersecurity
threats. 

, (5),
1598-1606.
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cybersecurity
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Malware attacks:

DDoS attacks:

Counterfeit components:

Insider threats:

Supply chain poisoning:

Third-party dependencies:

Malicious Tampering:

Hardcoded credentials;

Social engineering risks:

Authentication weaknesses:

Third-party suppliers:

Nation-state actors:

Criminal organizations:

Insider threats: 

Open-source vulnerabilities:

Foreign Intelligence Services:

Lack of visibility:

Fragmented security approaches:

Reliance on common components:

Globalization and Outsourcing:

Regulatory Compliance:

Dynamic Threat Environment:

Organizational Measures
Develop Threat Models:

Independent Audits

Governmental Supervision

Formal Risk Management Programs

Supplier Risk Assessment

Supply Chain Mapping

Collaboration with Key Suppliers

Technical Measures
Blockchain for Supply Chain Security

Strong Authentication Mechanisms

Elliptic Curve Cryptography (ECC

Digital Signature Algorithms

Timestamp Verification
.

Decentralized Certification Mechanisms

Physically Unclonable Functions (PUF

Industry-Specific Security Solutions
Trusted Execution Environments (TEEs):

RFID-Based Product Ownership Management (POMS

IoT-Integrated Blockchain Systems

Trust Management Frameworks

Human Errors

Insider Threats

External Attacks

Technological Vulnerabilities

Inter-organizational Communication

Unsecured Informal Communication:

Lack of Interoperable Security Measures:

Inadequate Access Control:

Weak Governance of Third-Party Risks:

Lack of Security Awareness:

Weak Policy Enforcement:

Cross-Border Supply Chain Risks:

Organizational Composition and Infrastructure: Difficulty

Security Culture

Security Policy

Security Strategy

Information Security Standards and Practices

Power and Control

Technical Controls
Firewalls

Antivirus Applications

Biometric Devices

Digital Signatures

Voice Analysis
Authentication Protocols

Access Control Mechanisms

Network Security Controls

Formal Controls
Security Policies

Guidelines for Inter-organizational Information Transfer

Documentation of Security Issues

Role and Responsibility Allocation

Consequences of Role Deviance

Informal Controls
Training Programs

Awareness Programs

Cultural Climate Development

Open Lines of Communication

Management Controls
Integration and Coordination

Motivation of Managers

Strategic Security Objectives

Governance Structure

Monitoring Informal Interactions

Collaboration with Third-party Security Providers

Phishing Schemes

Ransomware

State-Sponsored Espionage

Software Development

Third-Party Vendors

Hardware Components

Vulnerability Points

Third-Party Risks

Hardware Vulnerabilities

Complexity

Risk Assessment and Management
Identifying Risks

Analyzing Risks

Prioritizing and Mitigating Risks

Implementation of Security Standards and Frameworks
ISO/IEC 27001

NIST Cybersecurity Framework

Enhanced Vendor Management
Due Diligence

Ongoing Audits

Contractual Security Requirements

Advanced Security Technologies
Blockchain for Secure Transaction Logging

AI and Machine Learning for Threat Detection

Secure Access Controls

Best Practices in IT Supply Chain Security
Zero-Trust Security Model

Regular Security Training for Employees

Secure Software Development Practices
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The paper reviews
cybersecurity measures in
logistics and supply chain
management, highlighting
challenges, threats, sources
of threats, and mitigating
measures, with a focus on
the need for real
cybersecurity data,
methodological diversity,
and advanced technologies
like blockchain and
quantum-safe
cryptography.

Importance of real
cybersecurity data, the need
for more quantitative and
diverse research
methodologies, the early
stage of blockchain adoption,
and the critical role of
advanced encryption and
digital forensic investigation
in enhancing cybersecurity in
logistics and supply chain
management.

: Unauthorized access and exposure of sensitive
information.

: Disruptive software that can damage
or disable systems.

: Weaknesses in the supply chain that can be
exploited by cybercriminals.

: Outdated systems that are more susceptible to
cyberattacks.

: Lack of knowledge and training
among staff regarding cybersecurity threats.

: Individuals or groups with malicious intent to
exploit vulnerabilities.

: Employees or partners who may intentionally
or unintentionally cause security breaches.

: Rapid development of
technologies like quantum computing that can render current
security measures obsolete.

: The interconnected nature of modern
supply chains increases the attack surface.

: Difficulty in obtaining
real-world cybersecurity data for research purposes.

: Limited
research focused specifically on logistics within the broader
supply chain context.

: Predominance of qualitative
studies, indicating the field is still emerging.

: Most studies emphasize precautionary measures
over real-time recovery and aftermath strategies.

: Blockchain technologies
are still in their infancy in the transport and logistics sector.

: Existing
encryption methods may become vulnerable with the
advancement of quantum computing.

: Limited research on these critical areas.

: Implementing measures to restrict access to sensitive information
and systems.

: Using multi-factor authentication protocols, including biometric
authentication mechanisms.

: Ensuring that risk identification software is certified
or purchased from trusted vendors.

: Implementing measures to prevent counterfeit hardware
and software.

: Using blockchain and encryption to secure data and ensure its
integrity.

: Installing trusted firewalls and gateways to protect the
network.

: Establishing secure information sharing schemes among
supply chain partners.

: Developing and adhering to
cybersecurity guidelines and standards.

: Ensuring systems are regularly patched and
updated to protect against vulnerabilities.

: Implementing software and methodologies to
identify and mitigate risks.

: Regularly auditing suppliers to ensure they meet cybersecurity
standards.

: Collaborating with supply chain partners to
maintain network availability and connectivity.

: Educating and
employing knowledgeable staff to handle cybersecurity threats.

: Recovering compromised components during an attack.
: Isolating compromised components to prevent damage

propagation.
: Continuously monitoring systems to detect and respond to

threats.
: Communicating with supply chain partners to

mitigate the impact of ongoing cyberattacks.
: Allocating task forces to ensure recovery of compromised components.

: Analyzing system behavior and providing
feedback to refine recovery measures.

: Developing and
implementing recovery strategies with supply chain partners.

: Implementing data restoration protocols using the latest backups.
: Investigating breaches to understand and mitigate

vulnerabilities.
: Having appropriate insurance cover to make claims during the aftermath

of an attack.
: Initiating recovery procedures to restore affected

systems to a fully functional state.
: Designing resilient infrastructure to enhance

recovery speed.
: Restoring systems to a fully functional state after an attack.

Cybersecurity;
Defensive
measures;
IoT;
Blockchain;
Logistics;
Supply chain;
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Supply Chain 4.0:
A Survey of Cyber
Security
Challenges,
Solutions and
Future Directions

The nature of the military
supply chains 4.0 is
explained and how it
uniquely differs from the
commercial supply chain,
revealing their strengths,
weaknesses, dependencies
and the fundamental
technologies upon which
they are built.

The critical need for robust
cybersecurity measures,
regular risk assessments, and
collaboration with suppliers
to mitigate the risks
associated with the
integration of emerging
technologies in modern
supply chains.

: Increasing sophistication and frequency of cyber-attacks
targeting supply chains.

: Unauthorized access to sensitive information within the
supply chain.

: Long-term, targeted cyber-attacks
aimed at stealing data or disrupting operations.

: Introduction of malicious components or
software into the supply chain.

: Interruptions caused by cyber incidents
affecting supply chain operations.

: Risks from third-party vendors and
suppliers with less secure systems.

: Vulnerabilities arising from the
integration of multiple systems and networks.

: Older systems that are more susceptible to
cyber-attacks.

: Insider threats and human errors that can
compromise security.

: New technologies that introduce
unknown vulnerabilities.

: Inconsistent data formats and
terminologies hinder effective communication and integration.

: Difficulty in integrating diverse systems
and technologies within the supply chain.

: Inadequate security measures in manufacturing
and IT processes.

: Managing the complexity of
interconnected systems and networks.

: Reliance on
technologies like blockchain and IoT, which introduce new
vulnerabilities.

: Use of cryptographic techniques to protect data integrity and
confidentiality.

): Implementing MFA to ensure secure access to
systems.

: Ensuring all systems and software are up-to-date with
the latest security patches.

: Dividing networks into segments to limit the spread of
cyber-attacks.

 Deploying IDS to monitor and detect suspicious
activities.

: Conducting regular assessments to identify and address
vulnerabilities.

: Simulating cyber-attacks to test the effectiveness of security
measures.

: Utilizing frameworks like Crown Jewel Analysis and
Supply Chain Resilience Framework to assess risks.

: Implementing continuous monitoring of systems to detect
and respond to threats in real-time.

: Using technologies like RFID and 5G to monitor the
movement of goods in real-time.

: Implementing blockchain for secure and transparent
transactions within the supply chain.

: Utilizing smart contracts to automate and enforce agreements
within the supply chain.

: Leveraging data analytics to gain insights into supply chain
operations and identify potential risks.

: Conducting regular audits of suppliers to ensure they adhere to
security standards.

: Establishing mechanisms for sharing threat intelligence and
best practices with suppliers.

: Collaborating with suppliers to conduct joint security
exercises and improve overall resilience.

: Developing and enforcing standardized security
protocols across all suppliers.

: Using AI to enhance threat detection and response
capabilities

 Integrating IoT devices for improved monitoring and
control of supply chain operations.

): Implementing CPS to enhance the interaction
between physical and digital systems.

: Utilizing fog computing to process data closer to the source,
reducing latency and improving security.

: Developing and maintaining business continuity
plans to ensure operations can continue during and after a cyber incident.

: Providing regular training to employees on cybersecurity best
practices and awareness.

: Establishing and regularly updating incident response
plans to quickly address and mitigate cyber incidents.

: Implementing redundancy and backup systems
to ensure data and system availability in case of an attack.

cyber security;
semantic systems;
supply chain 4.0;
blockchain;
cyber-physical
systems;

Cheung, K. F., Bell,
M. G., &
Bhattacharjya, J.
(2021). Cybersecurity
in logistics and supply
chain management:
An overview and
future research
directions. Transporta
tion Research Part E:
Logistics and
Transportation
Review, 146, 102217.

Cybersecurity in
logistics and
supply chain
management: An
overview and
future research
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Sobb, T., Turnbull, B.,
& Moustafa, N.
(2020). Supply chain
4.0: A survey of cyber
security challenges,
solutions and future
directions. 
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2020

Data Leakage

Malware and Ransomware Attacks

Supply Chain Vulnerabilities

Legacy Systems

Insufficient Cybersecurity Awareness

Cybercriminals

Insider Threats

Technological Advancements

Complex Supply Chains

Lack of Real Cybersecurity Data

Scarcity of Studies on Cybersecurity in Logistics

Lack of Methodological Diversity

Insufficient Focus on Real-Time Recovery and Aftermath
Measures

Early Stage of Blockchain Adoption

Limitations of Current Encryption Schemes

Scarcity of Studies on Information Security and Digital
Forensic Investigation

Precautionary Measures
Access Control

Authentication

Certified Hard- and Software

Counterfeit Prevention

Data Protection

Firewall and Gateway

Information Sharing

Laws, Policies, Regulations, and Standards

Regular Patching and Updating

Risk/Vulnerability Identification

Supplier Auditing

Supply Chain Partner Collaboration

Staff Training and Hiring Skilled Cybersecurity Workforce

Real-Time Recovery Measures
Component Recovery
Component Isolation

Real-Time Monitoring

Supply Chain Partner Interaction

Task Force

Aftermath Measures
Behavior Analysis and Feedback

Collaborative Recovery Plan Process with Supply Chain Partners

Data Backup
Digital Forensic Investigation

Insurance

Recovery Plan Procedures

Resilient Infrastructure Design

System Restoration

Cyber-Attacks

Data Breaches

Advanced Persistent Threats (APTs)

Supply Chain Poisoning

Operational Disruptions

External Suppliers

Interconnected Systems

Legacy Systems

Human Factors

Emerging Technologies

Lack of Semantic Standards

Poor Interoperability

Security Gaps

Complexity of Systems

Dependency on Emerging Technologies

Enhanced Cybersecurity Protocols
Encryption

Multi-Factor Authentication (MFA

Regular Software Updates

Network Segmentation

Intrusion Detection Systems (IDS):

Regular Risk Assessments
Vulnerability Assessments

Penetration Testing

Risk Analysis Frameworks

Continuous Monitoring

Supply Chain Visibility
Track and Trace Systems

Blockchain Technology

Smart Contracts

Data Analytics

Collaboration with Suppliers
Supplier Audits

Information Sharing

Joint Security Exercises

Standardized Security Protocols

Adoption of Advanced Technologies
Artificial Intelligence (AI)

.
Internet of Things (IoT):

Cyber-Physical Systems (CPS

Fog Computing

Additional Measures
Business Continuity Planning

Employee Training

Incident Response Plans

Redundancy and Backup SystemsElectronics
9



Appendix D

Coding (sub-)categories concepts

Table D.1 presents the different concepts identified during the expert interviews structured in (sub-
)categories.
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Category Subcategory Concept
Challenges in

C-SCRM
Resource

Constraints
Insufficient internal resources dedicated to C-SCRM

programs.
Challenges in

C-SCRM
Resource

Constraints
Limited staff, budget, or expertise available for C-SCRM

initiatives.
Challenges in

C-SCRM
Resource

Constraints
Heavy reliance on external support due to internal

resource shortages.
Challenges in

C-SCRM
Governance &

Ownership
Unclear internal ownership for third-party cyber risk

management.
Challenges in

C-SCRM
Governance &

Ownership
No single department or role responsible for C-SCRM

oversight.
Challenges in

C-SCRM
Cross-Functional

Coordination
Difficulty coordinating across multiple departments for

C-SCRM implementation.
Challenges in

C-SCRM
Cross-Functional

Coordination
Managing collaboration between departments like IT,

procurement, and legal.
Challenges in

C-SCRM
Cross-Functional

Coordination
Implementing C-SCRM requires involvement of multiple

departments, which is complex.
Challenges in

C-SCRM
Scalability & Data

Visibility
Difficulty in scaling risk management to thousands of

suppliers.
Challenges in

C-SCRM
Scalability & Data

Visibility
Lack of centralized data management for supplier

information.
Challenges in

C-SCRM
Scalability & Data

Visibility
Siloed systems and decentralized procurement hinder

supplier data visibility.
Challenges in

C-SCRM
High Dependency
(SME Perspective)

Small organizations often rely heavily on a few critical
suppliers.

Challenges in
C-SCRM

High Dependency
(SME Perspective)

Small organizations may have limited alternatives to
critical suppliers.

Challenges in
C-SCRM

High Dependency
(SME Perspective)

Small organizations often lack exit plans or backup
options for critical suppliers.

Challenges in
C-SCRM

Value Realization Difficulty in translating supplier risk assessments into
actionable steps.

Challenges in
C-SCRM

Value Realization C-SCRM programs often identify risks but lack
mechanisms to mitigate them.

Challenges in
C-SCRM

Value Realization It’s hard to justify the effort of conducting supplier risk
assessments without clear mitigation actions.

Challenges in
C-SCRM

Technology
Limitations

Existing tools and technology are insufficient for C-SCRM
needs.

Challenges in
C-SCRM

Technology
Limitations

C-SCRM processes remain fragmented across multiple
systems.

Challenges in
C-SCRM

Technology
Limitations

Anticipated solutions like AI for contract review are still
developing and not yet meeting expectations.

Risk Concerns Supplier Cyber
Incidents

Data breaches or cyber-attacks at a supplier that
compromise the organization’s data or services.

Risk Concerns Supplier Cyber
Incidents

If a vendor fails to protect information, the client
organization suffers damage.

Risk Concerns Operational
Disruption

Business continuity failures caused by third-party issues.

Risk Concerns Operational
Disruption

Outages caused by a critical service provider going down,
impacting operations.

Risk Concerns Regulatory/Compliance
Impact

Non-compliance or regulatory penalties from supplier
failings.

Risk Concerns Regulatory/Compliance
Impact

New regulations (NIS2, DORA) require control over
supplier risk, making incidents lead to legal violations.

Risk Concerns Multi-Tier &
Concentration Risk

Risks from fourth- and fifth-party suppliers.

Risk Concerns Multi-Tier &
Concentration Risk

Vendor concentration issues when using many vendors
relying on the same sub-provider.
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Risk Concerns Vendor Lock-In Being dependent on a dominant supplier (e.g. cloud or IT
provider).

Risk Concerns Vendor Lock-In Lack of influence over a dominant supplier’s security
posture.

Risk Concerns Vendor Lock-In Accruing risk by trusting large vendors (e.g. Microsoft)
despite known security issues.

Risk Concerns Third-Party Access
Risk

Security risks from external vendors accessing internal
systems.

Risk Concerns Third-Party Access
Risk

Risks of external vendors accessing operational technology
(OT) systems.

Risk Concerns Third-Party Access
Risk

Vendors with privileged access to systems, introducing
vulnerabilities.

Mitigation
Measures

Governance
Structure

Establish a cross-functional supply chain risk council to
define roles and responsibilities.

Mitigation
Measures

Governance
Structure

Ensure departments like IT, security, procurement, and
legal are involved in C-SCRM governance.

Mitigation
Measures

Policy & Standards Develop a comprehensive C-SCRM policy and framework
of standards/procedures.

Mitigation
Measures

Policy & Standards Classify vendors by criticality and risk tier, with defined
assurance levels for each tier.

Mitigation
Measures

Supplier Risk
Assessment

Conduct security questionnaires, reviews, or certifications
for suppliers.

Mitigation
Measures

Supplier Risk
Assessment

Use standardized tools or frameworks (e.g. ISO, NIST) for
supplier assessments.

Mitigation
Measures

Supplier Risk
Assessment

Adjust risk assessments based on supplier context.

Mitigation
Measures

Tiered Assurance
& Tailoring

Allocate assurance activities based on supplier risk tier.

Mitigation
Measures

Tiered Assurance
& Tailoring

High-risk vendors should undergo deeper assessments,
audits, or certifications.

Mitigation
Measures

Tiered Assurance
& Tailoring

Special controls may be needed for atypical vendors, like
small vendors with privileged access.

Mitigation
Measures

Contractual
Controls

Embed security requirements into supplier contracts.

Mitigation
Measures

Contractual
Controls

Include clauses for data protection, audits, incident
reporting, and liability for security failures.

Mitigation
Measures

Contractual
Controls

Use contractual leverage to enforce improvements and
penalties for security failures.

Mitigation
Measures

Auditing &
Monitoring

Perform regular supplier audits (on-site or remote
assessments of controls).

Mitigation
Measures

Auditing &
Monitoring

Negotiate audit rights for suppliers to ensure audits can
be conducted without cost to the client.

Mitigation
Measures

Auditing &
Monitoring

Critical suppliers should be audited to drive remediation
of issues.

Mitigation
Measures

Access
Management (OT

& IT)

Implement strict controls for third-party access to
systems.

Mitigation
Measures

Access
Management (OT

& IT)

Maintain an inventory of suppliers with network access.

Mitigation
Measures

Access
Management (OT

& IT)

Use privileged access management tools for vendor
connections.

Mitigation
Measures

Access
Management (OT

& IT)

Enforce network segmentation to limit the blast radius of
third-party accounts.
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Mitigation
Measures

Incident Planning
& Exit Strategy

Develop and test incident response plans that include
suppliers.

Mitigation
Measures

Incident Planning
& Exit Strategy

Ensure contracts stipulate incident notification
procedures.

Mitigation
Measures

Incident Planning
& Exit Strategy

Maintain exit strategies for critical suppliers, including
alternative suppliers or contingency plans.

Mitigation
Measures

Tooling &
Automation

Use technology platforms for vendor risk management,
contract analysis, and threat intelligence.

Mitigation
Measures

Tooling &
Automation

Consider managed services or external support to fill
resource gaps, but ensure oversight.

Limitations of
Existing
C-SCRM
Guidance

Fragmentation of
Frameworks

Lack of a single, cohesive industry standard for C-SCRM.

Limitations of
Existing
C-SCRM
Guidance

Fragmentation of
Frameworks

Existing C-SCRM guidance is spread across various
standards (NIST, ISO, etc.).

Limitations of
Existing
C-SCRM
Guidance

Poor Adoption by
Industry

C-SCRM-specific frameworks (e.g. NIST SP 800-161) are
not widely adopted, especially by smaller organizations.

Limitations of
Existing
C-SCRM
Guidance

Poor Adoption by
Industry

No broadly accepted certification for C-SCRM exists,
unlike ISO 27001.

Limitations of
Existing
C-SCRM
Guidance

Theoretical &
Vague Guidance

Existing C-SCRM guidelines tend to be high-level and
theoretical.

Limitations of
Existing
C-SCRM
Guidance

Theoretical &
Vague Guidance

Guidance lacks concrete operational details on how to
implement C-SCRM processes.

Limitations of
Existing
C-SCRM
Guidance

Outdated Focus Existing standards do not sufficiently account for evolving
technology and threats (e.g. AI, cloud ecosystems).

Limitations of
Existing
C-SCRM
Guidance

Usability
Challenges

C-SCRM guidance is often lengthy and difficult to
navigate.

Limitations of
Existing
C-SCRM
Guidance

Usability
Challenges

Interpreting regulatory texts (e.g. DORA RTS, NIS2)
requires significant expertise.

Limitations of
Existing
C-SCRM
Guidance

Usability
Challenges

The complexity of guidance makes implementation
daunting for organizations with limited cybersecurity

maturity.
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Limitations of
Existing
C-SCRM
Guidance

Lack of Examples
& Tools

Existing frameworks often do not mention specific tools or
solutions for C-SCRM.

Limitations of
Existing
C-SCRM
Guidance

Lack of Examples
& Tools

Smarter solutions exist for C-SCRM challenges but are
not referenced in standard best-practice documents.

Feedback on
Proposed
Guideline

Holistic Scope
Clarification

Define the term “holistic approach” clearly in the
guideline.

Feedback on
Proposed
Guideline

Holistic Scope
Clarification

Clarify that the guideline requires cross-domain
involvement beyond cybersecurity, including operational,

financial, and legal risks.
Feedback on
Proposed
Guideline

Cross-Functional
Involvement

Ensure all relevant departments are included in C-SCRM
processes.

Feedback on
Proposed
Guideline

Cross-Functional
Involvement

Emphasize that C-SCRM should involve procurement,
legal, and other departments, not just the security team.

Feedback on
Proposed
Guideline

Regulatory
Communication

Expand the guideline’s communication and reporting
section to include external notifications.

Feedback on
Proposed
Guideline

Regulatory
Communication

Ensure the guideline covers legally required disclosures,
such as reporting incidents to regulators or informing

clients.
Feedback on
Proposed
Guideline

Training Coverage Clarify the scope of training programs to include
contractors and suppliers.

Feedback on
Proposed
Guideline

Training Coverage Mention expectations for third-party personnel training,
especially for key suppliers.

Feedback on
Proposed
Guideline

Format &
Presentation

Ensure the guideline is accessible to decision-makers.

Feedback on
Proposed
Guideline

Format &
Presentation

Present the guideline in an engaging format (e.g. visual
roadmap, concise deck) to improve executive acceptance.

Feedback on
Proposed
Guideline

Actionability &
Depth

Ensure the guideline provides practical tips and tricks to
facilitate implementation.

Guideline
Evaluation
(FACE)

Feasibility Implementing the guideline is feasible but
resource-dependent.

Guideline
Evaluation
(FACE)

Feasibility Successful implementation of the guideline requires
sufficient staffing and budget.

Guideline
Evaluation
(FACE)

Feasibility Limited organizational capacity is a barrier to full
implementation.

Guideline
Evaluation
(FACE)

Acceptability High acceptability, especially among risk and security
professionals.

Guideline
Evaluation
(FACE)

Acceptability Decision-makers may not engage with a lengthy
document, so communication format is key.
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Guideline
Evaluation
(FACE)

Cost Perceived cost is moderate and justifiable.

Guideline
Evaluation

(F.A.C.E.-IT)

Cost The guideline’s recommendations are mostly
process-oriented and not costly.

Guideline
Evaluation
(FACE)

Cost C-SCRM programs are resource-intensive by nature, but
the guideline does not add significant costs.

Guideline
Evaluation
(FACE)

Equity (Large vs
Small)

Mixed impact on small organizations; some find the
guideline beneficial, others see added work.

Guideline
Evaluation
(FACE)

Equity (Large vs
Small)

The guideline can level the knowledge gap but may not
overcome the resource gap between large and small

organizations.
Guideline
Evaluation
(FACE)

Intent to
Implement

Strong intent to adopt and integrate the guideline’s
recommendations.

Guideline
Evaluation
(FACE)

Intent to
Implement

Experts see tangible value in the guideline and are eager
to implement it.

Table D.1: Overview of the (sub-)categories and concepts collected from the expert interviews.
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Acronyms

APTs Advanced Persistent Threats. 26

BCP Business Continuity Planning. 60, 61

BIA Business Impact Analysis. 39

C-SCRM Cyber Supply Chain Risk Management. 1, 5–9, 11–13, 15–18, 21–25, 27, 29–38, 41–46, 48–53,
55–58, 61, 63, 64, 66, 68, 69, 71, 74, 75, 78, 79, 84, 87, 92, 101–103, 111, 112

DDoS Distributed Denial-of-Service. 26, 28

DORA Digital Operational Resilience Act. 18, 32, 38, 109

DR Disaster Recovery. 60, 61

DSRM Design Science Research Methodology. 103

EOL end-of-life. 65

ESAs European Supervisory Authorities. 12

ICT Information and Communication Technology. 38

IoT Internet of Things. 16, 21

IR Incident Response. 60, 61

ISMS Information Security Management System. 35

ISO International Organization for Standardization. 1, 5, 12

IT Information Technology. 4, 21, 126

MITM Man-in-the-Middle. 26

NIS2 Network and Information Systems Directive 2. 1, 4–6, 8, 18

NIST National Institute of Standards and Technology. 1, 5, 12, 21, 31–33

OT Operational Technology. 4, 21, 126

RTS Regulatory Technical Standards. 13, 15, 18, 32, 33, 38–40, 109, 110

SBOMs Software Bills of Materials. 75

SCADA Supervisory Control and Data Acquisition. 28

SCRM Supply Chain Risk Management. 4, 9, 21, 22

SDLC Software Development Life Cycle. 49, 50
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SMEs Small and Medium Enterprises. 25, 103

SOC Security Operations Center. 70

TPRM Third-Party Risk Management. 9
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List of terms

Advanced Persistent Threats Long-term, targeted cyberattacks by skilled adversaries aiming to steal
data or disrupt operations.. 26, 124

Cyber Supply Chain Risk Management The process of identifying, assessing, and mitigating the
risks associated with the distributed and interconnected nature of IT/OT product and service
supply chains. [56]. 1, 5, 21, 22, 102, 103, 111, 124

cybersecurity The practice of protecting systems and information from digital attacks or mitigating
their impact [44]. 4, 5, 21–23

Distributed Denial-of-Service A cyberattack where multiple compromised systems flood a target
with traffic, overwhelming it and causing service disruptions or outages.. 26, 124

Industry 4.0 The fourth industrial revolution, characterized by the integration of digital technologies
with industrial processes. 4

KPMG Klynveld Peat Marwick Goerdeler, a global network of professional services firms. 6, 17

Malware A portmanteau of “malicious software”, referring to software designed to cause damage, dis-
ruption or unauthorized access to an automated work.. 26

Man-in-the-Middle A cyberattack where an attacker secretly intercepts and possibly alters the com-
munication between two parties (or systems) who believe they are directly communicating with
each other.. 26, 124

Phishing Form of social engineering and a fraudulent practice aimed at deceiving people into revealing
sensitive information or installing malware.. 26

SOC 2 report Audit report assessing a service provider’s controls for security, availability, confiden-
tiality, and privacy, based on the AICPA’s Trust Services Criteria. [4] . 37, 55, 57, 81, 96, 97

Software Development Life Cycle A process used by software developers to design, develop, test,
and deploy software. It typically includes planning, requirements analysis, design, implementation,
testing, deployment, maintenance phases. . 124

Supervisory Control and Data Acquisition A type of industrial control system used to monitor
and control industrial processes and infrastructure.. 28, 124

supply chain A network of organizations, people, activities, information, and resources involved in a
organisations process. 4–6, 14, 21–28, 126
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