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Abstract

This study investigates whether there is an interaction effect between voice type (human-
like vs. mechanical) and task type (social vs. functional) on user perceptions of trust, ease of
use, and likeability in robots. A 2x2 factorial experiment involving 40 participants interacting
with a NAO robot demonstrated that task type significantly influences certain factors of trust,
like perceptions of intelligence, reliability, and capability, while voice type primarily affects
likeability and perceived intelligence. Contrary to expectations, no significant interaction
effects between voice and task were found for trust, ease of use, or likeability. These findings
suggest that task type predominantly shapes cognitive evaluations of robots, whereas voice
naturalness impacts affective responses. The study highlights the importance of considering
both task and vocal design when developing robots for varied human-robot interactions.

1 Introduction

Robots are becoming more prevalent in our society with each passing year [14]. Thus, the field of
robotics is actively researching the technical capabilities of our existing and future robots, but it
is also important to understand the effects of these robots on the humans interacting with them.
Research in human-robot interaction focusses on this but emphasizes robot appearance, behaviour,
and non-verbal communication [4]. Despite this, verbal communication might be just as important.

Within psychology it is well researched, and society generally understands that tone and pitch of
one’s voice are incredibly vital to how we understand the message someone is trying to convey and
how we perceive other people as a whole [26]. Voices can carry an abundance of information about
someone, such as social status, gender, economic background, race, and we have been conditioned
to differentiate these characteristics, creating the concept of ’auditory faces’ [6].

Unconsciously, we apply the phenomenon of assuming capabilities and traits to robot voices as
well and link certain physical traits in robots to these voices, even if there is no precedent for
it [25]. This also extends to the perceived capabilities someone, or in this case, a robot, has. For
example, we might expect a more synthetic voice to be better at solving logical problems or a more
human-sounding voice to have better customer service skills [9].
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2 Related work

The characteristics of a robot strongly affect a human’s perception and thus their behaviour towards
that robot. Previous studies have reported a significant effect of appearance [22], behaviour [8],
and many other factors of a robot on human perception. Among these factors is voice, of which
many components have been individually researched. It has been shown a robot’s voice gender [11],
human-likeness [4] [28] [19], accent [30], and pitch [24] can have an effect in different areas of percep-
tion, such as trust. In addition, not all components of voice had significant effect in terms of human
perception. For voices that change in pitch in accordance to emotion, little effect was found [16].
A study done on the human-likeness of synthetic voices found that the more realistic voices were
rated more pleasant and were more anthropomorphised by participants [28]. Furthermore, a similar
study found comparable results, along with with increased anthropomorphism leading to increased
trust as well [4].

But, in conflict with the previously mentioned studies, Abdulrahman et al. found no significant
differences between the human-like voice and the machine-generated voice concerning co-presence
perception, trust, or working alliance [1]. Conflicting results are also present in Im et al., where
participants even preferred the synthetic voice over the human voice for functional tasks, but again
found no significant effect for the social task [15].

These conflicting results might indicate that the type of task the robots are made to perform has
an impact on human perception, or at least trust, as almost all studies have this as a metric. This
theory is further supported by Li et al. [22], and even more prominently by Im et al. [15].

Conflicting results could also be attributed to the fact that trust is not a uniquely defined concept
within the field of human-robot interaction. A widely accepted definition of trust in robotic au-
tomation describes it as the need for reliance in situations of uncertainty and vulnerability [21] [4].
Despite trust being an important and essential aspect of human-robot interaction, there is also
the risk of over-trusting. This phenomenon happens when persons place too much trust in robots
and autonomous systems, overestimating their capabilities and competence [2]. This leads to the
possibility of purposeful deception and has significant ethical implications [13].

Further supporting the theory that a robot’s voice may impact the perception of the job or task a
person is performing, lies within the wider field of human psychology. Within the field it has been
widely studied on several aspects of voice. Voice pitch has been shown to impact the perception
of leadership capacity, with lower-pitched voices being perceived as more competent, stronger,
and trustworthy [17] [18]. On the other hand, for physicians it was found a moderate pitch range
combined with a warm emotional tone is associated with higher patient satisfaction [23]. While for
teachers the preference seems to fall on lower-pitched voice, receiving higher teaching evaluations [3].
Even something like the hoarseness of a lecturer can have effect on students’ satisfaction and can
even impede their cognitive performance [27].

To be able to properly and correctly conduct our study some specific questions do need a defini-
tive answer. One of these is: What are the most commonly reported effects of robot voices on
human perception of robots? By and large, participants in studies report feeling more comfortable
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and experiencing more trust with a more human-like voice in a robot while the opposite was
true for the more synthetic voices. [28] [4] [19]. Another effect lies in the pitch of voice, a more
feminine voice, or higher pitch, tends to be perceived more positively [5] [12], but not necessar-
ily more trustworthy. These voices might actually cause a decrease in the robot’s persuasiveness [29].

Another question we must ask ourselves, is: Is there any evidence of interaction effects between
task and robot voice when directly studied or in contradicting findings across multiple studies?
This topic has been discussed previously within related works, but for the purposes of answering
this question definitively, we have created a comprehensive table discussing multiple experiments
conducted by researchers in the HRI field.

Name of the article doi Type of task(s) Type of voice(s) Conclusion

Influence of Robots’
Voice Naturalness on
Trust and Compliance

https://doi.org
/10.1145/3706066

The game Battleship
(robot assists player)

Low-pitch natural voice
and a neutral pitch me-
chanical voice

The voice suitablity of
a robot depends on the
scenario it finds itself in

The Effect of Robot At-
tentional Behaviors on
User Perceptions and
Behaviors in a Simu-
lated Health Care In-
teraction: Randomized
Controlled Trial

https://doi.org
/10.2196/13667

Health care receptionist Neutral robot voice and
a pitch changing robot
voice

Pitch changes during
speech does not have an
effect on perception

The power of voice! The
impact of robot recep-
tionists’ voice pitch and
communication style on
customer value cocre-
ation intention

https://doi.org
/10.1016/j.ijhm.
2024.103819

Receptionist Low-pitched and high-
pitched synthesized
voices

A high-pitched voice in
a robot is perceived
more favourably

Let voice assistants
sound like a machine:
Voice and task type ef-
fects on perceived flu-
ency, competence, and
consumer attitude

https://doi.org
/10.1016/j.chb.
2023.107791

Voice assistant (social
vs functional task)

Human vs. synthetic
voice

Participants preferred
the synthetic voice over
human voice.

Robot Voices in
Daily Life: Vocal
Human-Likeness and
Application Context as
Determinants of User
Acceptance

https://doi.org
/10.3389/fpsyg
.2022.787499

No task, observation
only

Five female voices
with varying degrees of
human-likeness

More human-like voices
were perceived more
favourably.

Invoking and identify-
ing task-oriented in-
terlocutor confusion in
human-robot interac-
tion

https://doi.org
/10.3389/frobt
.2023.1244381

Word problem solving
(robot assists player)

Synthetic voice Voice had an effect on
study outcomes

If it looks like a
human and speaks
like a human ...
Communication and
cooperation in strategic
Human–Robot interac-
tions

https://doi.org
/10.1016/j.socec
.2023.102011

Prisoner’s dilemma Human-like synthesized
voice

Manner of speech can
effect a human’s percep-
tion of a robot.

Stereotypes or golden
rules? Exploring likable
voice traits of social
robots as active aging
companions for tech-
savvy baby boomers in
Taiwan

https://doi.org
/10.1016/j.chb
.2018.02.025

Aging companions Female and male voices,
Old and young voices,
extroverted and intro-
verted voices

The results indicate
that most participants
preferred female, extro-
verted voices.

Table 1: A list of HRI studies
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In table 1, one is clearly able to tell that there have indeed been contradictory findings across
multiple studies regarding the existence of an effect of the voice a robot uses. These studies include
the findings of Im et al. [15] where the participants preferred a synthetic voice over a human voice,
while studies like Schreibelmayr et al. [28] showed a clear preference towards human-like voices.
Because these studies use different tasks, like receptionist [24], or assisting during a game [4], we
are able to conclude that there is a possible interaction effect between voice and task.

3 Research Question

All the studies discussed previously, provide us with probable cause to conduct research in the
hopes of answering the question: Is there an interaction effect of voice and task on the human
perception of a robot, measured on trust, ease of use, and likeability?. With trust, ease of use, and
likeability chosen as measures, as these were the most commonly used in previously conducted
research in the field of Human-Robot Interaction.

Based on the previously conducted research discussed in Related Works, we derive the following
main hypotheses about our interaction effects:

H1: There will be a significant interaction between the type of robot voice and the type of task on
perceived trust in the robot.

H2: There will be a significant interaction between voice type and task type on perceived ease of
use of the robot.

H3: There will be a significant interaction between voice type and task type on the likeability
ratings of the robot.
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4 Methodology

4.1 Experiment Design

To answer our main research question, an experiment in the form of an in-person study is conducted,
based on the literature study and the results of our sub-questions. This study uses a 2x2 factorial
design, using trust, ease of use, and likeability as the measures.

For the independent variables, we look at voice type, human-like voice versus mechanical voice,
and task type, a social companion versus a teacher. The participants experience only one of the
four scenarios, creating a between subjects design. Only the task and voice should differ, gestures,
responses, and mannerisms are as identical as possible in all four groups.

The speech and listing are facilitated through OpenAI’s Whisper (faster-whisper), NAO’s built
in TTS feature, and speak’s DAISYS API, with the DAISYS voice lines creation and Whisper’s
STT being performed on a remote server before being sent to the NAO robot. NAO’s built in TTS
feature is used as the mechanical voice within the experiment, while DAISYS API facilitates the
human-like voice. DAISYS API offers the generation of multiple types of voices; for our voice the
”Conversational” type was chosen and generated one called ”Adam”, which is used exclusively
throughout the entire experiment. Conversation is generated through OpenAI’s GPT-4o mini LLM,
with the following prompts for the two different tasks:

Social task Functional task

”You are a robot that takes
on a life coach role towards
the person you are speaking
to.”

”You are a robot that as-
sists players with solving su-
doku’s.”

”You cannot help with any-
thing else. Always speak in
plain English, no more than
a 50 words per response.”

”You cannot help with any-
thing else. Always speak in
plain English, no more than
a 50 words per response.”

”Avoid lists, code, or techni-
cal formatting.”

”Avoid lists, code, or techni-
cal formatting.”

”Speak naturally as if talk-
ing to a human and always
stay on the topic of giving
advice about life.”

”Speak naturally as if talk-
ing to a human and always
stay on the topic of su-
doku’s.”

Table 2: The task prompts for the LLM used during the experiment

Before the interaction starts the participant receives a brief explanation, detailing the proceedings
of the experiment, for example, that the robot takes some time to process their answer and does
not respond immediately and a summary of the task they are partaking in.
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The social task consists of a robot attempting to form a friendly connection with the participant, by
asking personal questions and making small talk. The robot is taking on the role of a life coach in
this scenario. They ask the participant questions about how their life is going and provide emotional
support.

Figure 1: Diagram of the experiment setup
with the NAO robot and participant.

The functional task consists of the participants at-
tempting to solve a sudoku with the assistance
of the robot. The robot explains at the start of
the interaction by explaining how a sudoku works
and assist when the player gets stuck by provid-
ing a hint, or explaining the rules of sudoku again
if the player asks for these things. The LLM also
has access to a hint based on the current state
of the sudoku generated by a back-tracking algo-
rithm. This is only provided if the participant explic-
itly asks for one. To the right, 1, shows the gen-
eral experiment setup, with a paper copy of the
sudoku placed in front of the participant. The re-
searcher observes the input of the participants and,
in turn, inputs that into the sudoku program, creat-
ing an accurate digital copy for the prompts for the
LLM.

These interactions go on for approximately 5 minutes, or until the interaction finds a natural
conclusion. Each response is recorded in the ”conversation history” and is added to the prompts
the LLM uses to generate new responses. The introduction phase lasts approximately 40 seconds.
To make sure the experiment does not cut off abruptly for the participant, the program is set-up
in three different phases, the introduction phase, the task phase, and the conclusion phase. After
certain time-thresholds, the program shifts into the next phase, as to keep the experiment on
schedule. These phases are described to the LLM, along with the task prompt, as follows:
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Introduction phase Task phase Conclusion phase

”The researcher, [Name],
first introduces you to the
participant. After that only
the participant is speaking
to you.”

”Be curious” ”Explain that due to time
constraints this will be the
end of your interaction.”

”Introduce yourself, your
name is Charlie and you are
a robot, designed to do a
task.”

For functional task: ”Ex-
plain the rules of sudoku if
asked”, ”Only provide a hint
if the participant asks for it”,
”You know the contents of
the sudoku puzzle”

”Conclude your interaction,
say goodbye and thank the
participant for their time.”

”Asks the participants
name.”

For the social task: ”Give
tips that people can apply
in their daily life.”

”YOU MUST IMMEDI-
ATELY END THE CON-
VERSATION.”

”Explain the task you were
designed to do”

Table 3: The phase prompts for the LLM used during the experiment

Afterwards the experiment has concluded, the participants have to fill out the provided questionnaire
(see Appendix A), which marks the end of the experiment. The researcher does answer questions
about the questionnaire in case the participant does not understand a word or concept; questions
pertaining to desired results are not be answered.

5 Results

5.1 Participants

In total, 40 participant took part in the study. Participants mostly self-identified as ”Woman” (23/40,
57.5%), followed by ”Man” (15/40, 37.5%) and ”Non-binary” (2/40 5.0%), and ranged in age from
18 to 62 years old (mean=40.20, SD=14.64). The most prevalent highest achieved education among
the participants was both a high school diploma and a bachelor’s diploma respectively(17/40, 42.5%).
All participants reported their native language as Dutch (40/40, 100%) and all but one reported their
country of residence as the Netherlands (39/40, 97.5%), with the outlier having Australian residency.

These 40 participants all took part in one of the four different versions of the experiment. How
many participants were in each experimental condition is shown below:

Voice Type Life Coach Sudoku
Human 10 9
Synthetic 11 10

Table 4: Number of Participants per Experimental Condition
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5.2 Analysis Overview

Data from the post-experiment questionnaire (see Appendix A) yielded 40 relevant dependent
variables, which were grouped into 9 composite variables in line with the guidelines of the Godspeed
Questionnaire and the MDMT.

• Godspeed composites (5): Anthropomorphism, Animacy, Likeability, Perceived Intelligence,
Perceived Safety

• MDMT composites (4): Reliable, Capable, Ethical, Sincere

Each composite variable was calculated as the mean of its associated dependent variables.

For the statistical model a Two-Way ANOVO also known as MANOVA was used to analyze
the data. This approach was decided on based on the amount of composite variables and the
amount of participants that took part in the study. MANOVA is also explicitly designed to handle
intercorrelated outcomes, which all outcomes should, in theory, be.

From the MANOVA method, the following results were able to be gathered, as shown in table 5.
All composite variables are shown under their respective questionnaire with the p-values shown for
each factor and the interaction between the two. MANOVA was used specifically to evaluate the
multivariate effects of Voice and Task across the composite variables, and because of its reduced
risk of false positives.

Variable Voice Factor Task Factor Interaction

Godspeed Questionnaire (ANOVA)
Anthropomorphism 0.658 0.005 0.981
Animacy 0.596 0.148 0.543
Likeability 0.156 0.612 0.220
Perceived Intelligence 0.122 0.064 0.363
Perceived Safety 0.420 0.501 0.876

MDMT Questionnaire (ANOVA)
Reliable 0.889 0.043 0.169
Capable 0.810 0.518 0.187
Ethical 0.738 0.701 0.799
Sincere 0.848 0.164 0.786

Table 5: P-values for ANOVAs and Mixed Effects Models of Godspeed and MDMT Composite
Variables
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5.3 Significant Findings

Only two composite variables showed significant effects for the MANOVA statistical model used.
Notably, both were were associated with Task Type factor, and none were found for the Voice Type
factor and the interaction between the two factors.

Measure Effect Means F / z p-value

Anthropomorphism Task Factor L = 2.83, S = 2.38 F = 8.87 .005
Reliable Task Factor L = 4.36, S = 3.95 F = 4.41 .043

Table 6: Summary of Significant Effects (p ¡ .05), with Group Means by Factor Level

The Task Type (Life Coach vs. Sudoku) was the only independent variable that had significant
findings, namely within the Godspeed Questionnaire, the Anthropomorphism composite variable,
and within the MDMT, the Reliable composite variable. Notably, Anthropomorphism showed
significantly stronger evidence of a difference between tasks with p < 0.005, as opposed to the
Reliable variable with P < 0.043.

Figure 2: Significant main effects of task type on reliable (left) and anthropomorphism (right).
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5.4 Composite Variable Means

Figure 3 displays the mean scores of all nine composite variables, as established in Analysis Overview,
across the four experimental conditions. The plot illustrates that participants generally rated the
robot high on Likeability, but more in the case of a human-like life coach. It also illustrates that
there is a noticeable difference in-between ratings for the Reliable and Capable variables.

It should be noted that the independent variables of the Godspeed Questionnaire and the MDMT
function on different scales. The Godspeed Questionnaire, thus Anthropomorphism, Animacy,
Likeability, Perceived Intelligence, and Perceived safety, were all rated on a scale of 1 to 5, while
the MDMT, thus Reliable, Capable, Ethical, and Sincere, were all rated on a scale of 0 to 7, with
an added option of ”Does Not Fit”, which was interpreted as a missing entry for the analysis.

Figure 3: Mean scores for the nine composite variables by experimental condition. Error bars
represent standard error of the mean.
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6 Discussion

This study examined how the interaction between robot voice type (Human vs. Synthetic) and task
type (Life Coach vs. Sudoku) influences key perceptions of trust, ease of use, and likeability in a
human-robot interaction setting.

Hypothesis 1 predicted a significant interaction effect on perceived trust. However, the results did
not support this assumption. While the analysis did reveal a significant main effect of task type
on the Reliable dimension of trust, indicating that users found the robot more reliable in one
task context over another (with functional tasks likely reducing perceived reliability), there was
no significant interaction between voice and task type. This suggests that the combination of a
human-like voice with a social task, or a mechanical voice with a functional task, did not produce
any additive or synergistic effect on trust perceptions. Instead, it appears that task framing alone
plays a more dominant role in shaping cognitive trust judgments such as reliability. The absence
of interaction effects implies that users may assess trustworthiness based primarily on the robot’s
perceived role or function, rather than how it sounds [22]. This suggests that the nature of the task
may play a more critical role in shaping trust than vocal characteristics, aligning with previous
findings emphasising the influence of task type on trust in robots [15].

Regarding Hypothesis 2, which proposed an interaction effect on perceived ease of use, the analyses
did not reveal significant interaction effects. Neither voice type, task type, nor their interaction
had a statistically significant effect on how easy participants found the robot to use. This outcome
suggests that users’ judgments of ease of use may be relatively stable across different combinations
of voice and task framing — at least in the short, controlled interactions used in this study. One
possible explanation is that ease of use is more closely tied to the robot’s physical interface (e.g.,
appearance, movements) than to more social or contextual features like voice or task framing [10].
From a design standpoint, these results imply that improving functional usability — through
interface design, feedback timing, and clear instruction — may be more effective than modifying
social cues when the goal is to enhance ease of use.

It is possible that participants’ judgments of ease of use were influenced by factors outside the
experiments control. The DAISYS speech API, which is used to generate the human-like voice,
was prone to delay the response of the robot, impacting the overall user experience, and pos-
sibly all results related to the human-like voice, but significantly the ease of use, as was made
clear verbally during the proceedings of the experiment and in the provided comment section of
the questionnaire. Though this did not present itself in any of the findings, and is merely speculation.

Hypothesis 3 expected an interaction effect on likeability ratings. This hypothesis was not supported
by the data, as no significant interaction effect was observed. While prior research has suggested that
human-like voice cues may increase affective responses such as likeability, particularly in socially
framed tasks [28] [19], the current findings indicate that these features did not interact meaningfully
in shaping user preferences. Interestingly, although likeability itself was not significantly affected,
task type did show a significant main effect on anthropomorphism - a construct closely related to
how socially relatable and emotionally appealing a robot is perceived to be[7]. This suggests that
participants were more likely to attribute human-like qualities to the robot in certain task contexts,
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in this case a life coach. One possible interpretation is that likeability, unlike anthropomorphism, is
a more stable and less malleable trait judgment that is not easily influenced by brief interaction con-
ditions. It may also reflect individual user biases or expectations that go beyond voice or task framing.

In summary, none of the three hypothesised interaction effects between robot voice type and task
type on trust, ease of use, or likeability were supported by the data. However, significant main effects
of task type were found for both trust (specifically the Reliable dimension) and anthropomorphism,
highlighting the influence of task framing on users’ cognitive and affective perceptions of robots.
These findings suggest that task context plays a more substantial role than vocal characteristics in
shaping user evaluations, particularly in short-term interactions. Ease of use appeared unaffected by
either factor, possibly due to technical limitations such as voice-related response delays, or because
users prioritise functional interface features over social cues in usability judgments.

6.1 Limitations and Future Work

Limitations of this study include the relatively small and homogenous sample size, which may
reduce statistical power and limit generalizability. The reliance on self-reported measures is another
limitation, as such data can be influenced by social desirability or subjective biases. The experiment
was also not held at a consistent location with a consistent set-up nor were all participants random,
as several had a prior relation with the researcher, thus environmental and social factors might
have had an undesired effect on the results. Between subjects, there was the additional problem of
server response times in regards to the NAO robot itself, but mainly the DAISYS API. Another
factor of limitation is the short exposure time of the experiment [20]. Participants only spent 5
minutes interacting with the NAO robot, not enough to build a bond or experience all possible
facets of an interaction. The tasks chosen for this particular study also had limited generalizability
to real-world interactions, a life coach or sudoku assistant robot have not yet seen wide-spread usage.

Future research should consider larger and more diverse samples, integrate objective behavioural
or physiological metrics, and explore additional voice types and tasks to deepen understanding of
these effects. Along with aiming to retain more control of the general experiment environment,
such as consistent experimental conditions, and consistent response times between the voice factors.
A longer interaction with the participants could also be considered for a follow-up study, providing
a more established relationship with the NAO robot. Along with tasks and a setting that reflects
real-world scenarios and current usage of assistive robots. Furthermore, this findings indicate
that for interactive robots, task framing and contextual alignment may be more impactful than
emphasizing voice naturalness, at least in the early stages of interaction.

7 Conclusion

This study set out to examine whether there is an interaction effect between a robot’s voice type
(human-like vs. synthetic) and the type of task it performs (social vs. functional) on user perceptions
of trust, ease of use, and likeability. Drawing on insights from existing literature, it was hypothesised
that these two design factors would jointly influence how users evaluate and relate to robots. A 2x2
factorial experiment involving 40 participants interacting with a NAO robot was conducted, using
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validated measures from the Godspeed and MDMT questionnaires to assess user perceptions.

Contrary to the proposed hypotheses, no significant interaction effects between voice type and
task type were observed on any of the three measured dimensions—trust, ease of use, or likeability.
However, the results did reveal significant main effects of task type on two variables. Specifically,
task type influenced perceptions of reliability, a core dimension of trust, and anthropomorphism,
which is closely associated with the affective and social evaluation of robots. These findings suggest
that how a robot’s role or function is framed has a stronger impact on user perceptions than
whether the robot uses a human-like or mechanical voice.

The lack of significant effects for perceived ease of use raises important considerations. While
the interface and interaction mechanics were held constant across conditions, qualitative feedback
indicated that technical delays—especially those associated with the human-like voice API—may
have negatively affected user experiences. Although speculative, such limitations may have masked
potential effects and highlight the importance of stable performance in HRI studies when evaluating
constructs like usability.

Overall, this study contributes to understanding how social and functional cues influence human-
robot interaction. The findings underscore the importance of task context in shaping user expecta-
tions and evaluations, particularly regarding trust and perceived human-likeness.
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Experiment Questionnaire 

Please fill in the following personal information, write your answers on the provided line or 

circle the most fitting answer. No identifiable information will be shared to anyone or any 

institution. If you are not comfortable with sharing or do not want to share certain 

information, you are kindly asked to leave the question blank. 

 

 

Age:_________________________ 

Educational level: 

 

Elementary school / High school / 

Bachelor’s / Master’s / PhD 

 

Gender: ______________________ 

Native language:________________ 

Occupation/Field of study: 

 

_____________________________ 

Country of residence: 

 

_____________________________ 

 

Comments on the experiment: 

 

__________________________________________________________ 

 

__________________________________________________________ 

 

__________________________________________________________ 

 

__________________________________________________________ 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Please answer the following questions to the best of your abilities. You will be presented with 

two different words from the opposite ends of a spectrum, mark on the provided scale where 

you would categorize the NAO robot from your experience. 
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