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Abstract

Large Language Models (LLMs) are used for many different tasks, including writing assistance,
customer service automation, and search engine enhancement. However, one problem is that
they often show and amplify social biases embedded in their training data. An important form
is gender bias, which can lead to harmful stereotypes and discriminatory behavior towards a
certain gender. Although mitigation strategies have been proposed and shown to be effective in
English language models, their effectiveness in other languages remains unknown. This thesis
explores Counterfactual Data Substitution (CDS) with Names Intervention as a method for
bias mitigation in Dutch language models. This was done using the ChiSCor corpus, a dataset
of fantasy stories told by Dutch children. We developed a CDS pipeline to probabilistically
swap gendered names, roles, and pronouns in the dataset, which we then used to further
pre-train BERTje, a Dutch language model. Three model variants were analyzed: base BERTje,
BERTje further pre-trained on the original ChiSCor corpus, and BERTje further pre-trained
on the CDS-modified version. Gender bias was evaluated using a masked language modeling
task with stereotyped sentences. The results show that further pre-training BERTje on the
ChiSCor corpus reduced the bias in 62 out of 100 cases, which was statistically significant. In
contrast, further pre-training on CDS did not lead to a statistically significant improvement.
This suggests that exposure to children’s stories alone may already contribute to improved
fairness in Dutch language models.
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1 Introduction

Large Language Models (LLMs) have become central to the field of Natural Language Processing
(NLP) and many real-world applications, such as writing, programming, and online searching.
However, these models have been shown to be biased, as the composition of the training and
evaluation corpora can affect the biases that LLMs learn and reproduce | ]. As corpora
are usually massive, raw datasets from the internet, existing social prejudices are learned and
then reinforced by LLMs. This can lead to the repetition of stereotypes, misrepresentations, and
discriminatory language | ]. These biases reflect historical injustices and systemic power
imbalances embedded in textual data | |. Biased language can amplify societal inequalities
by perpetuating stereotypes that limit opportunities for certain groups. Studies indicate that
such biases can contribute to unequal access to roles and resources, further establishing systemic

polarity | ].
An important example is gender bias, where language models may, for example, disproportionately
associate leadership roles with men and caregiving roles with women | |. These associations

have the potential to influence societal perceptions and behaviours: when biased outputs are
integrated in decision-making algorithms, such as automated recruitment tools, they can limit
opportunities and reinforce discriminatory practices | ).

One way to mitigate biases is to adapt the training data. For example, Counterfactual Data
Substitution (CDS) | ] is a technique that that involves systematically replacing certain
gendered words in a dataset with their counterparts. This method replaces gender-specific words
probabilistically, creating more balanced datasets. For example, “She is a nurse” can be changed
into “He is a nurse”. The primary goal of CDS is to ensure that different genders are equally
represented in the data, thereby preventing the model from reinforcing stereotypical associations.
An extension of CDS is the Names Intervention, which probabilistically swaps names associated
with one gender with names associated with the other gender. Studies have shown that while CDS
alone helps reduce gender bias in English language models | ], it becomes even more effective
when combined with the Names Intervention | .

However, existing research focuses almost exclusively on English, leaving the impact on less studied
languages unknown. Dutch, for example, comes with its own linguistic challenges, including a
greater number of grammatically gendered job titles compared to English (“verpleegster” [female
nurse| vs. “verpleger” [male nurse|), and cultural factors that may influence bias | ].

This study aims to address this gap by evaluating the effectiveness of CDS with Names Intervention
in BERTje [ |, a small, open-source Dutch transformer encoder model. We apply gender
swapping to alter Dutch training data and analyse the results using established benchmarks, thereby
exploring how well these techniques translate beyond English. Our findings seek to inform future
efforts to build NLP tools that account for linguistic and cultural nuances, rather than treating
English as the default. If successful, this work could be a step towards fairer Dutch-language Al
systems, particularly in the area of language understanding, an important advancement in global
Al ethics.

Based on the motivations described above, this thesis investigates the following research questions:

e RQ1: Can Counterfactual Data Substitution (CDS) with Names Intervention reduce gender
bias in a Dutch language model like BERTje?



e RQ2: How does the effectiveness of CDS compare to that of using the original (unmodified)
ChiSCor corpus for bias mitigation?

2 Related Work

2.1 Bias in NLP Models

Extensive research has been done on how LLMs amplify societal biases. Caliskan et al. (2017)
highlighted that training data sourced from social media or news archives may contain stereotypes,
which are then learned by the model | ]. Bolubaski et al. (2016) demonstrated that word
embeddings inherit biases consistent with societal gender stereotypes. In their study, they used
analogy tasks to find a pair of words that satisfy the relationship defined by a seed pair, such as
“she” and “he”. By computing the cosine similarity between the difference vector of the seed pair
and that of candidate word pairs, they showed that technical roles are placed closer to masculine
terms within the embedding space, while caregiving roles are found closer to feminine terms. The
systems output that “man is to computer programmer as woman is to homemaker” and “father is
to a doctor as a mother is to a nurse”. As a result, resume sorting systems can believe that a man
is more apt to be a computer programmer than a woman, thus leading to systemic exclusion from
opportunities | |-

2.2 Methods for Bias Mitigation

Various techniques have been proposed to mitigate gender bias in NLP models. Counterfactual
Data Augmentation (CDA) augments a copy of the corpus by swapping all inherently gendered
words. A sentence like “The woman cooked the meal” becomes “The man cooked the meal”. The
original and the copy would be used together in embedding training, neutralising the gender bias for
man-woman | ]. Building on CDA, Maudslay et al. (2019) introduced CDS, which replaces
gender-specific words with their counterparts with 0.5 probability. The sentence “My father is a
doctor” has a 50% chance of being swapped to “My mother is a doctor”. Along with CDS, they
introduced Names Intervention, showing that swapping gendered names like “John” and “Mary”

further improves fairness | |. Research has shown that CDS results in more natural and
varied linguistic patterns compared to CDA, leading to improved language model performance and
more effective bias mitigation | I, [ |. Thus, CDS is preferred over CDA in practice

due to its ability to balance linguistic diversity with bias reduction in English models.

2.3 Cross-Lingual and Dutch-Specific Considerations

Recent work has begun researching bias mitigation strategies beyond English language models.
Reusens et al. (2023) found that debiasing methods designed for English may not have the same
results in other languages with additional complexity due to differences in linguistic structure,
gendered grammar, and cultural nuances | ]. Nevertheless, their research specifically showed
that the transfer of techniques is generally feasible and yields promising results. They also found
that when a model already has a relatively low bias score, applying debiasing techniques can result
in overcompensation, leading to a higher bias score. However, the application of CDS with Names
Intervention has yet to be researched.



2.4 Benchmarking Gender Bias in Language Models

Evaluating gender bias in LLMs is essential for assessing the effectiveness of debiasing methods.
The foundational metric, which is the most widely adopted, is the Word Embedding Association
Test (WEAT), proposed by Caliskan et al. (2017). WEAT quantifies implicit biases by statistically
assessing implicit associations between gendered terms (e.g., “man” and “woman”) and attribute
words (e.g., “career” and “family”). The strength of the association is measured using cosine similar-
ity, which provides a clear and interpretable bias metric | |. Extensions of WEAT include the
Sentence Encoder Association Test (SEAT), which embeds words in complete sentences (e.g., “He
is a doctor” versus “She is a doctor”) to assess biases within contextual embeddings | ].
Building upon WEAT, Maudslay et al. (2019) use sentence completion tasks, where the model’s
biases are evaluated by completing stereotypically gendered sentence templates. Model-generated
continuations of sentences like “The nurse said that...” or “The engineer thought that...” are used
to evaluate gendered pronoun biases. The core measure of bias is the probability difference assigned
by the model to male and female continuations | ].

Delobelle and Berendt (2022) implemented benchmarks specifically adapted to evaluate gender bias
in Dutch language models. They measured how strongly models associate gendered pronouns, such
as “hij” (he) or “zij” (she) with stereotypical gendered professions, using the SEAT, Log Probability
Bias Score (LPBS) and Discovery of Correlations (DisCo). Their work shows the higher complexity
of benchmarking Dutch language models because of Dutch’s gendered occupational nouns (e.g.,
“leraar” for male teacher and “lerares” for female teacher) | ].

2

2.5 Gender Stereotypes in the ChiSCor Corpus

A recent thesis by Weterings (2024) conducted a manual content analysis of gender representations
in the ChiSCor corpus | ]. This is the corpus used in our research. The study annotated a
sample of the corpus, an amount of 481 stories, analyzing 1,536 characters across five descriptive
categories: emotion, intelligence, appearance, ability, and personality. Characters were tagged by
gender, and each description was further labeled by connotation (positive, negative, or neutral).
The findings revealed that male characters appeared more frequently than female characters
and were assigned a broader range of occupations. However, Weterings also found evidence of
counter-stereotypical patterns: female characters were more likely to receive positive intelligence
descriptions, and no significant gender differences were found in ability-related traits. This suggests
that children’s storytelling may already reflect more balanced or progressive views of gender, at
least in some semantic domains.

3 Methods

3.1 Data

The dataset used in this study is the ChiSCor corpus | |, a collection of 619 freely-told
fantasy stories in Dutch, by children aged 4-12. 62 additional English stories were removed from
the dataset, as they were not necessary for our study. These stories range from daily classroom
events to tales about princes and princesses. The children created these stories with minimal
prompting and without external aids, such as images or scripts, making the corpus naturalistic



and decontextualized. This makes ChiSCor an interesting dataset for analyzing implicit linguistic
patterns in children, including gendered language use and bias.

For each story, there exists a verbatim and normalized transcription, the latter of which was used for
this study. The normalization process involved correcting disfluencies and incomplete words while
preserving semantic and syntactic content. Words like “ahh” and “uhm” have been removed so
that the language model further pre-trained on this data would not learn faulty or ungrammatical
speech patterns.

3.2 Counterfactual Data Substitution

To attempt to mitigate gender bias in the ChiSCor dataset, we applied CDS by sytematically
replacing gendered (pro)nouns with their counterparts of the opposite gender. In this section we
explain the steps of our CDS pipeline, which is illustrated in Figure 1.

Stays the Same
P=05
n Meural Coreference Counterfactual Data
ChStor Resolution System Coreference, Custers Substituted ChiSCor

- Names Intervention
- Gendered Roles
- Pronouns

Figure 1: CDS Flowchart

Starting from the original ChiSCor stories, we applied a neural co-reference resolution system to
detect and cluster words referring to the same entities. Each cluster was then randomly assigned to
either remain unchanged or undergo data substitution. This ensured a balanced mix of counterfactual
and original examples in the final dataset.

3.2.1 Co-reference Resolution

Before we could apply counterfactual substitution on the gendered (pro)nouns in the ChiSCor
dataset, it was necessary to first create co-reference clusters. These clusters ensure that all references
to the same entity are consistently identified and linked. For example, in the sentence “Emma had
a cat. She loved it very much.”, both “Emma” and “She” refer to the same person. To preserve
semantic consistency, it is important for these words to be linked together, so that either both
are substituted (e.g. to “Mark” and “He”) or neither. Inconsistent substitutions could lead to
incoherent or faulty stories, which could potentially undermine the validity of the intervention.
To create the co-reference clusters, we used the open-source implementation of the e2e-Dutch
co-reference system by Poot and van Cranenburgh | |. This model is a Dutch adaptation
of the English end-to-end architecture by Lee et al. | |, and uses BERTje | ] to
extract contextual token embeddings. These embeddings are then used in a span-ranking neural
model that predicts co-reference links.

3.2.2 Identification of Gendered Terms

Next, we defined 3 sets of gendered terms that were candidates for substitution:
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1. Proper Names: A list of popular Dutch male and female names, where unisex names were
removed. !

2. Gendered Roles: Gendered roles variants (e.g., verpleger <> verpleegster). This list was
based on | | and extended with roles likely to appear in children’s stories. This list
can be found in the appendix, Figure 3.

3. Pronouns: Masculine forms (hij, hem, zijn) and feminine forms (zij, ze, haar).

A word was marked as swappable if it appeared in any of these sets.

3.2.3 Cluster-Level Intervention

Each co-reference cluster containing at least one swappable word was randomly assigned one of two
treatments: either remain unchanged or get substituted with their gendered counterparts.
If a cluster was selected for intervention, substitutions proceeded as follows:

1. Proper Names: Replaced with a randomly selected name of the opposite gender (e.g., Emma
— Mark), preserving capitalization.

2. Gendered Roles: Replaced with the counterpart in the Gendered Roles list.

3. Pronouns: Substituted via a context-aware rule-based approach using spaCy’s morphological
features to ensure syntactic agreement (e.g., possessive vs. subject forms, singular vs. plural).
For instance, the Dutch pronoun haar can be substituted as him when used as an object
pronoun, or his when used possessively.

Each substitution was enforced consistently within each cluster, so repeated mentions of the same
name or role received the same replacement.

3.2.4 Output and Logging

After the substitution process, the modified tokens were reassembled into sentences. Both the
altered and unaltered clusters were combined to form the Counterfactual Data Substituted version
of the ChiSCor dataset, resulting in a corpus where 50% of the data is counterfactually modified
and the other 50% remains unchanged. This combined dataset was used to further pre-train our
model on.

Throughout this process, we generated detailed logs for each input file. These logs recorded which
clusters had been altered or left unchanged, the specific substitutions made at the token level, and
the type of substitution applied (name, role, or pronoun). They also included counts of gendered
terms before and after the intervention.

In addition to these individual file logs, a summary report was compiled to provide an overview of
the intervention across the entire dataset. This report shows overall statistics on the number and
type of changes, offering insight into the scale and balance of the counterfactual modifications.

!This list was derived from publicly available data on Dutch names, as provided by
https://www.hackdeoverheid.nl/voornamen-data-beschikbaar-voor-apps/



3.3 Model

This study uses BERTje | |, a Dutch BERT-based transformer model, as the main
language model. Unlike the multilingual BERT model, which includes Dutch but is trained only on
Wikipedia, BERTje was pre-trained on a diverse Dutch corpus including books, news articles, and
Wikipedia content. This makes BERTje more suitable for Dutch-specific tasks.

We used three versions of BERTje to evaluate the impact of training data on the gender bias:

1. Base BERT]je: The original pre-trained model, without further pre-training. This model
serves as our baseline and control group.

2. ChiSCor-continued BERTje: This model was further pre-trained on the original ChiSCor
dataset. This version shows us how domain adaptation, without any intervention, affects
the model. Domain adaptation is known to enhance a model’s sensitivity to the linguistic
and thematic nuances present within a particular corpus | |. By further pre-training
on the original children’s stories, we anticipated potential reductions in gender bias due to
less stereotypical representations of gender compared to traditional, adult corpora. This way,
we can distinguish whether any observed bias mitigation arises specifically from the CDS
intervention or merely from exposure to a potentially less biased domain. For clarity, we will
refer to this model as ChiSCor BERTje throughout the remainder of this thesis.

3. CDS-ChiSCor——continued BERTje: For this model, the Base Model was further pre-
trained on the CDS version of the ChiSCor dataset. This model serves as the experimental
setting. For the remainder of this thesis, we will refer to this model als CDS BERTje.

The further pre-training of both models 2 and 3 was done using the Huggingface Transformers
library | |. Originally, BERTje was pre-trained using two tasks: masked language modeling
(MLM) and sentence order prediction (SOP). However, for simplicity and consistency, we only used
MLM for this additional training phase. The training lasted 3 epochs, using the Trainer API.

Parameter Value

Pretrained model GroNLP/bert-base-dutch-cased
Tokenizer AutoTokenizer.from pretrained
MLM probability 0.15

Number of epochs 3

Per-device batch size 16

Gradient accumulation steps 2

Save steps 1000

Save total limit 2

Logging steps 500

Prediction loss only True

Table 1: Hyperparameters and settings used for further pre-training
To ensure that the further pre-training of BERTje did not degrade general language understanding
capabilities, we evaluated all three model variants on two standard Dutch NLP tasks: Named Entity

Recognition (NER) and Part-of-Speech Tagging (POS).
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For the NER task, we used the CoNLL-2002 Dutch dataset, which includes four entity types: PER
(person), LOC (location), and MISC (miscellaneous). Entities are annotated using the BIO tagging
scheme, where tokens are labeled as the beginning (B), inside (I), or outside (O) of named entities.
We computed the span-level F1 score, which is a strict metric where an entity is only counted as
correct when both the span boundaries and the entity type match exactly. To account for variance
due to random initialization, we ran each experiment across five different random seeds: 42, 123,
2024, 7, and 99. This allowed us to compute mean and standard deviation values for F1, precision,
and recall. Each model was fine-tuned independently per seed, using a freshly initialized classifier
head in each run. The hyperparameters for fine-tuning were kept identical across all models and
are summarized in Table 2.

Hyperparameter Value

Tokenizer BERTje (GroNLP /bert-base-dutch-cased)
Tokenization Word-level, max length = 128

Classifier head init  Fresh init per seed

Random seeds 42,123, 2024, 7, 99

Learning rate 3x107°

Weight decay 0.01

Epochs 4

Batch size 8

Optimizer AdamW

Evaluation strategy Epoch-wise

Table 2: NER Fine-Tuning Hyperparameters (5 seeds)

For the POS tagging task, we evaluated all three models using the Universal Dependencies v2.5
LassySmall corpus, a syntactically annotated treebank of Dutch. This dataset provides token-
level annotations for part-of-speech categories following the Universal POS tagset, which includes
grammatical categories such as nouns (NOUN), verbs (VERB), adjectives (ADJ), and adpositions
(ADP). Each model was fine-tuned independently using five random seeds: 42, 123, 2024, 7, and
99. This allowed us to measure the robustness and variability of each model. A freshly initialized
classifier head was used for each training run. The hyperparameters of the fine-tuning can be found
in Table 3.

3.4 Evaluation

Although there are existing Dutch bias evaluation benchmarks, such as the ones proposed by
Delobelle and Berendt (2022) | |, we opted to create custom test set. This was done for two
reasons: First, their benchmarks (e.g. SEAT, LPBS, or DisCo) are designed for sentence-level
representations. These methods measure bias by computing associations between full sentence
embeddings and by evaluating how sentences are represented as vectors. However, the evaluation in
this study is based on MLM, which operates at token level, and not at the level of entire sentences.
Second, the existing benchmarks were developed for general domain Dutch and may not give a
reliable estimate of bias in our context, as it is often more formal and relies on adult-oriented
language. Since our dataset consists of fantasy stories told by children, the language is more

7



Hyperparameter Value

Tokenizer BERTje (GroNLP /bert-base-dutch-cased)
Tokenization Word-level, max length = 128

Classifier head init  Fresh init per seed

Random seeds 42,123, 2024, 7, 99

Learning rate 3 x107°

Weight decay 0.01

Epochs 4

Batch size 8

Optimizer AdamW

Evaluation strategy Epoch-wise

Table 3: POS Fine-Tuning Hyperparameters (5 seeds)

imaginative, informal, and domain-specific, featuring characters like princesses, knights, animals,
friends and teachers. Constructing a custom evaluation set allowed us to better align the test stimuli
with the vocabulary and domain of our data.

We did include a small number of test sentences involving occupations, such as construction
workers, secretaries, and salespeople, to explore how the models respond to common job-related
gender stereotypes. These sentences were intentionally simple and informal in phrasing to remain
compatible with the linguistic style of children’s stories, even though the roles themselves are not
necessarily related to children. This allowed us to probe real-world gender associations while keeping
the sentences easy and in line with the tone of the rest of our dataset.

3.4.1 Evaluation Set

To evaluate the gender bias in the three language models, we manually constructed a set of
100 masked language modeling (MLM) sentences. In each sentence, a gendered (pro)noun was
removed, and replaced with a [MASK] token. We then examined the models’ predicted probabilities
for inserting a male versus a female (pro)noun in the masked place. The dataset was balanced,
consisting of 50 sentences that were stereotypically associated with female subjects (e.g., “De
[MASK] wordt gered.”, “The [MASK] is being saved.”) and 50 stereotypically associated with male
subjects (e.g., “De [MASK] vecht met de draak.”, “The [MASK] fights with a dragon”). For every
sentence, we compared the models’ probability of generating the male term with that of generating
its female counterpart, and vice versa. For instance, in the sentence “De [MASK] wordt gered.”
(“The [MASK] is being saved.”), we compared the probabilities assigned to “prins” (prince) and
“prinses” (princess).

All predicted probabilities were computed and saved for further analysis. Each row in the saved file
corresponds with a sentence and includes the models’ predicted probability for both the male and
female (pro)noun variants. This list can be found in the appendix, Figure 4 and Figure 5.



3.4.2 Comparison of the Models

To compare the models, we computed a bias score per sentence per model. This was done with the
following formula:

maX(pmalen pfemale) (1)
min(pmale> pfemale)

where P is the probability assigned to the male-associated word, and Piepale is the probability
assigned to the female-associated word.

The bias score reflects the relative difference between the probabilities assigned to male- and
female-associated words. The closer the probabilities are to one another, the closer the score is to 1,
and, consequently, the lower the bias. Vice versa, a high score indicates high bias due to a bigger
difference between the probability scores.

For example, for the sentence “De [MASK] leidt het leger in oorlog.” (The [MASK] leads the
army at war.) we compare “koning” (king) versus “koningin” (queen). The base model outputs
a probability of 0.0269 for the female word, and a probability of 0.0627 for the male word. To
compute the bias score, we divide the higher probability by the lower one, 0.0627,/0.0269 = 2.326.
The bias score is 2.326 for the base model, favoring the male word (with the highest probability
of the two). For the same sentence, the bias score is 6.297 (in favor of the male) for the ChiSCor
model, and 1.162 (in favor of the female) for the CDS model. When comparing the scores, we see
that the CDS model exhibits the lowest amount of bias (bias score closest to 1), and that it even
flipped the bias so it favors the female word.

By calculating this score for each sentence, we can identify which model exhibits the least bias on a
case-by-case basis and count how often each model achieves the bias score closest to 1 across the
dataset.

To statistically evaluate whether differences among the three models were significant across our
entire set of 100 benchmark sentences, we performed a Chi-square goodness-of-fit test | ].
This test assesses whether the frequency with which each model achieved the lowest bias score
significantly deviates from an equal distribution.

Bias Score =

Hy: All models equally likely to have lowest bias

(2)

Next, we performed pairwise Z-tests for proportions to compare each pair of models directly (Base
vs ChiSCor, Base vs CDS, and ChiSCor vs CDS). For each comparison, we tested the null hypothesis
that both models had an equal probability (50%) of producing the lower bias score across the
100 sentences. The alternative hypotheses stated that one of the models was more likely than
the other to produce a lower bias score, indicating better performance in reducing gender bias.
This hypothesis assumes a 50% probability that either model could be less biased across the 100
sentences. Our alternative hypothesis stated that it was more likely for the one model to produce a
lower bias score than for the other.

H4: At least one model differs in likelihood of lowest bias

Hy: p=0.5 (no difference in likelihood of lower bias) 3)

In addition to counting how often each model achieved the lowest bias score, we also looked at the
magnitude of the differences between the models. We compared the actual bias scores per sentence

H,: p>0.5 (one model more likely to have lower bias)

9



across models to gain insight into how substantial the differences were and what kind of sentences
were most affected by the interventions.

4 Results

4.1 Statistics of the Counterfactual Data Substituted Dataset

To assess the impact of our intervention on the dataset, we analyzed the frequency of gendered
terms in the ChiSCor corpus before and after applying Counterfactual Data Substitution (CDS).
Table 4 summarizes the overall counts.

Term Type Before CDS After CDS
Male names 322 274
Female names 176 225
Male pronouns 1755 1832
Female pronouns 2091 2014
Male professions 686 715
Female professions 707 677

Table 4: Gendered Term Frequencies Before and After CDS

Overall, 2,611 tokens were changed across the dataset. Percentage-wise, female names increased
by 27.8%, while male names decreased by 14.9%, male pronouns increased by 4.4%, and female
pronouns decreased by 3.7%, and male professions rose by 4.4%, while female professions declined
by 4.2%.

Table 5 shows a reduction in gendered name and pronoun skew, while the gender distribution of
professions became less balanced.

Category Before CDS After CDS
Name ratio 1.83 1.22
Pronoun ratio 0.84 0.91
Profession ratio 0.97 1.06

Table 5: Male-to-Female Ratios Before and After CDS

It is important to note that the goal of the intervention is not (only) to balance the absolute number
of male and female tokens across the corpus.

Instead, it focuses on how gender appears in different, sometimes stereotypical, scenarios. For
example, it might place a male character in a role that would typically be assigned to a female
character. This helps the model learn a wider and more balanced range of gender-role associations.
Additionally, we must consider that substitutions are performed at the level of co-reference clusters,
not individual tokens. This means that when a cluster is selected for substitution, all references
to that character, including names, pronouns, and roles, are swapped together. As a result, some
stories may be almost entirely rewritten from a male perspective to a female one, or vice versa. This
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means that, while the intervention targets a 50/50 balance at the cluster level across the dataset,
individual stories may reflect a complete shift in gender perspective depending on which clusters
were randomly selected.

Finally, Table 6 lists the five most frequently swapped tokens. Most changes involved pronouns,
with ze (837 times) and hij (641 times) leading the counts. These results align with expectations,
as pronouns appear more frequently than named entities or professions in the stories.

Token Swap Count

ze 837
hij 641
hem 136
zijn 96
haar 87

Table 6: Top 5 Most Frequently Swapped Tokens

These results confirm that the CDS pipeline successfully swapped around 50% of gendered words
in the corpus, thereby introducing more gender variation.

4.2 Model Benchmarks
Table 7 shows the F1, precision, and recall scores achieved by each model for the NER task.

Model F1 Precision Recall

Base BERTje 0.8929 £ 0.0022 0.8903 £ 0.0017 0.8955 + 0.0032
ChiSCor BERTje 0.8939 £ 0.0028 0.8915 £ 0.0027 0.8964 £ 0.0032
CDS BERTje 0.8915 £ 0.0059 0.8897 £+ 0.0061 0.8933 £ 0.0057

Table 7: Span-level NER performance (mean + standard deviation) across 5 random seeds.

The results indicate that all models perform similarly, with only minor fluctuations in the F1 scores.
For the NER task, all three BERTje variants achieved high span-level F1 scores. These results can
be compared with the original BERTje paper by de Vries et al. (2019), where a span-level F1 score
of 0.883 was achieved for the CoNLL-2002 NER task. In our setup, the average F'1 score across five
random seeds for the base BERTje model was 0.893, slightly exceeding the original result. This
improvement may be due to better fine-tuning practices, updated tooling, or the benefit of averaging
over multiple seeds, which helps smooth out performance fluctuations. This confirms the robustness
of BERTje’s architecture and further validates our training and evaluation setup | ].

The drop in the F1 score for the CDS BERTje may be explained by the imperfections in the CDS
pipeline, specifically in the co-reference resolution component. The system we used to group related
entities is not flawless. In cases where not all coreferent mentions have been linked, the pipeline
may have substituted only some gendered words in a cluster and left others unchanged. This can
result in incoherent or contradictory sentences. For example, in the sentence “Emma is een meisje.
Zij houdt van voetballen.” (Emma is a girl. She likes playing soccer.), it may only swap the female
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pronoun with the male pronoun, but not the rest of the sentence, resulting in the faulty sentences:
“Emma is een meisje. Hij houdt van voetballen.” (Emma is a girl. He likes playing soccer.). These
inconsistencies in the training data may impair the model’s ability to generalize during fine-tuning.
However, this drop in the F1 score is relatively small and does not suggest a degradation in the
overall quality of the model.

For the POS task, all three BERTje variants performed nearly identically, as shown in Table 8, with
ChiSCor BERTje and CDS BERTje achieving accuracy scores of 0.9633 and 0.9645, respectively.
This suggests that further pre-training on the children’s stories does not negatively affect syntactic
performance. Our benchmark reproduced the original BERTje’s POS tagging accuracy almost
exactly, with our Base BERTje model achieving 96.39% accuracy compared to 96.3% reported in
the original paper by de Vries et al. (2019).

Model Accuracy F1 Precision Recall

Base BERT]je 0.9639 £ 0.0008 0.9324 £ 0.0022 0.9327 £ 0.0009 0.9336 £ 0.0042
ChiSCor BERTje 0.9633 £ 0.0011 0.9319 £ 0.0028 0.9317 £ 0.0018 0.9332 £+ 0.0039
CDS BERTje 0.9645 £+ 0.0010 0.9340 £+ 0.0029 0.9328 £ 0.0026 0.9361 £ 0.0036

Table 8: POS tagging performance (mean + standard deviation) across 5 random seeds on the UD
Dutch LassySmall test set.

These results are particularly good for the CDS variant, as they show that despite the inconsistencies
mentioned in the NER section, the CDS BERTje maintained equivalent POS tagging performance
to the other variants. They also indicate that the CDS intervention did not compromise the model’s
grammatical accuracy, and that the altered models continue to perform well on fundamental
syntactic tasks.

4.3 Gender Bias

After further pre-training on our altered datasets, we compared the relative differences between
male and female variants in both the baseline and CDS models. To illustrate how these differences
were counted, Table 9 presents example sentences with their bias scores assigned by the models.
The green cells show male biased scores, where the male probability is higher than the female
probability. The yellow cells show female biased scores, where the female probability is higher than
the male probability. The bolded scores are the lowest of the pairs, and these are the scores we
have counted for our analysis. We can see in the sample that from the 5 sentences, the CDS model
scores best in 3 sentences (1, 2, and 5) and the Base model scores best in 2 sentences (3 and 4).
To statistically assess whether there is an overall significant difference among the three models’
abilities to produce the least biased predictions across all 100 benchmark sentence pairs, we
performed a Chi-square goodness-of-fit test. The null hypothesis was that all three models would
have an equal likelihood of being the least biased across sentences. The observed frequencies were:
Base (22), ChiSCor (43), and CDS (35), as illustrated in Figure 2. The Chi-square test indicated a
significant deviation from the expected frequencies (x? = 6.76, p = 0.034), allowing us to reject the
null hypothesis and confirming that there is a significant difference in performance among the three
models.
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# | Sentence Female Term | Male Term | Bias Score
Base | CDS

1 | De [MASK]| draagt een | koningin koning 14.83 | 1.40
kroon en regeert het land.

2 | De [MASK] vecht met de | prinses prins 3.27 | 1.07
draak.

3 | De [MASK] gamet thuis. zus broer 2.53 | 3.30

4 | De [MASK] treedt op in een | actrice acteur 1.01 | 3.32
actiefilm met explosies.

5 | De [MASK] hijst zware za- | bouwvakster bouwvakker | 4.22 | 1.05
kken op de bouwplaats.

Table 9: Example of sentence-level bias differences across mitigation methods where the Base Model
was least biased. Green = male biased, yellow = female biased.

Given this significant finding, we then conducted pairwise comparisons using Z-tests for proportions,
using the data summarized in Table 10. We examined how often one model performed better than
the other across the 100 sentences. The blue cells indicate the highest amounts from the pairwise
comparisons, while the red ones indicate the lowest amounts.

1. Base vs ChiSCor: The ChiSCor model (62) significantly outperformed the baseline model
(38) in producing less biased predictions (Z = 3.39, p < 0.001).

2. Base vs CDS: No significant difference was found between the CDS model (56) and the
baseline model (44) (Z = 1.70, p = 0.090).

3. ChiSCor vs CDS: No significant difference was found between ChiSCor (55) and CDS (45)
(Z = 1.41, p = 0.157).

Base BERTje CDS BERTje ChiSCor BERTje

Base BERTje - 44 38
CDS BERTje 56 - 45
ChiSCor BERTje 62 95 -

Table 10: Pairwise comparison of gender bias reduction across models (higher score indicates model
in row is less biased)

The results thus confirm that the ChiSCor model significantly reduced gender bias compared to the
baseline model, suggesting that further pre-training on only children’s stories already reduces the
bias in the model. While the CDS model also showed improvement, the difference from the baseline
was not statistically significant. Additionally, no significant difference was detected between the
CDS and ChiSCor models, suggesting similar effectiveness in reducing bias.
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Figure 2: Histogram showing how often each model was the least and most biased across 100
evaluation sentences.

4.4 Qualitative Analysis

In this section, we will highlight some interesting examples to show how bias differs between models.
The previous section focused on how often one model performed better than another, and here we
will explore the degree of difference through concrete sentence comparisons.

Table 11 shows three examples in which the base model was the least biased out of the three models.
Here, we can see that the children activity (playing football) is stronger associated with boys in
both the ChiSCor and CDS models. In sentence 2, we see that explosions are also more biased
towards male actors in the ChiSCor model, but CDS helped bring that score down. The same
happened in sentence 3, where the bias score jumped up in the second model, but got a lot lower
in the third model.

# | Sentence Female Term | Male Term Bias Score
Base | ChiSCor | CDS
1 | De [MASK] voetballen | meisjes jongens 1.72 2.70 8.12
op het veld.
2 | De [MASK] treedt op | actrice acteur 1.01 4.74 3.32
in een actiefilm met ex-
plosies.
3 | De [MASK] helpt in de | verkoopster verkoper 3.24 78.84 7.96
bloemenwinkel.

Table 11: Example of sentence-level bias differences across mitigation methods where the Base
Model was least biased. Green = male biased, yellow = female biased.

In Table 12, we see some examples in which the ChiSCor model was least biased. The first sentence
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shows that the CDS undid all debiasing that ChiSCor achieved. The same happened in the next
two examples, but in a smaller amount.

# | Sentence Female Term | Male Term Bias Score
Base | ChiSCor | CDS

1 | De [MASK] heeft heel | zakenvrouw zakenman 563.57 | 91.84 | 582.02
veel geld verdiend.

2 | De [MASK] wordt | moeder vader 2.19 1.17 1.50
boos.

3 | De [MASK] bouwen | timmervrouwen | timmermannen | 303.10 5.89 15.89
een huis.

Table 12: Example of sentence-level bias differences across mitigation methods where the ChiSCor
Model was least biased. Green = male biased, yellow = female biased.

Lastly, Table 13 shows examples of sentences where the CDS model was least biased. In the first
sentence, “De [MASK] draagt een kroon en regeert het land”, the CDS model reduced the bias
score to 1.40, whereas both the base and ChiSCor models maintained much higher scores (14.83
and 19.72), indicating a strong default association of rulership with the male term. The second
sentence shows a drastic decrease in bias for the CDS model, suggesting a more neutral treatment
of emotional expression. In the last example, the CDS model decreased job-related gender bias.

# | Sentence Female Term | Male Term Bias Score
Base | ChiSCor | CDS
1 | De [MASK] draagt een | koningin koning 14.83 19.72 1.40
kroon en regeert het
land.
2 | Het [MASK] huilt om | meisje jongetje 2.92 1.89 1.05

het enge verhaal.
3 | De [MASK] brengt | secretaresse secretaris 15.53 50.04 2.85
koffie en neemt de tele-
foon op.

Table 13: Example of sentence-level bias differences across mitigation methods where the CDS
Model was least biased. Green = male biased, yellow = female biased.

5 Discussion

Our results show that CDS with Names Intervention doesn’t significantly reduce gender bias in a
Dutch language model, going against our hypothesis that CDS is an effective debiasing method
in languages other than English. However, the model further pre-trained on the original ChiSCor
corpus did lead to better, even significant, bias reduction. This suggests that exposing the model to
stories told by children can contribute to bias mitigation.
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The lack of statistical significance for the CDS model may be due to multiple factors. First, CDS
may introduce unnatural sentence structures or word combinations (e.g. “De jongen”, the boy,
becomes “De meisje”, the girl, as “de” and “het” do not get swapped), that reduce overall model
confidence. This is supported by the lower NER score, as seen in Section 4.2. Second, if the children’s
stories already are (to a degree) unbiased, then applying CDS could make the corpus more biased.
As seen in Section 4.1, the CDS corpus changed more female pronouns and professions into their
male counterparts than vice versa, which could mean that the feminist stories told by children,
with women in stereotypical male roles, were changed back into their stereotypical male-focused
versions. This effect could be further analyzed by an assessment of initial bias levels within datasets
before applying debiasing interventions like CDS. Such evaluations would prevent unintended
amplifications of bias.

The reduced bias in the ChiSCor model suggests that children portray gender roles less stereotypically
than adult corpora. This aligns partially with Weterings’ findings, which show that female characters
were more often associated with positive intelligence traits, and that there was no significant gender
difference in either the presence or connotation of ability descriptors. These patterns challenge
traditional gender stereotypes, particularly the “brilliance = male” association often found in adult-
written texts. However, Weterings also found that male characters appeared more frequently and had
a wider variety of occupations, indicating that some traditional patterns persist | ]. This mixed
picture suggests that ChiSCor represents a relatively balanced corpus with both stereotypical and
counter-stereotypical elements. This means that our finding that further pre-training on ChiSCor
alone already reduced bias in BERTje could be explained by the presence of these progressive
elements. It also suggests that applying CDS without first checking the dataset may remove valuable
counter-stereotypical examples and reduce the ability of naturally diverse texts to help improve
fairness in language models.

However, even though this model performed better overall than the original BERTje model and
the CDS-trained model, it still was the most biased in 29 of the 100 sentences. While some of
these scores were only slightly higher than the base and CDS, this model also showed a couple of
extreme outliers (e.g., the third sentence in Table 11, where the bias spiked to over 78). These
spikes are concerning, as they highlight the instability of the model’s behavior. A model that
generally performs well but occasionally exhibits strong stereotypical associations can still cause
real-world harm, especially when deployed in sensitive applications involving gendered language. It
is important to not only look at the overall bias reduction but also identify worst-case scenarios.
We acknowledge that our evaluation approach may introduce limitations concerning generalizability.
Our test set closely matches the language style and topics of the ChiSCor stories, so the bias we
measure mainly reflects how the model behaves within this specific type of language. As a result,
our findings may not directly apply to more general, real-world tasks, such as ranking resumes or
summarizing texts. We deliberately focused our evaluation in this domain-specific manner because
we only further pre-trained BERTje on children’s stories. This means the model was not exposed
to any other kinds of language, such as professional or technical contexts. For example, the model
might not have learned that women can also be programmers. Therefore, testing the model’s bias
in those broader contexts would not have matched the aim of our experiment.
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6 Conclusions and Further Research

The goal of this research was to explore whether Counterfactual Data Substitution (CDS) with
Names Intervention was effective as a debiasing method for languages other than English, specifically
Dutch. By applying this technique to the ChiSCor corpus and further pre-training BERTje on the
modified data, we examined its impact on the model’s behaviour.

Addressing our research questions:

e RQI: Can Counterfactual Data Substitution (CDS) with Names Intervention reduce gender
bias in a Dutch language model like BERTje?

Our results show that, contrary to our hypothesis, CDS with Names Intervention did not significantly
reduce gender bias in the Dutch BERTje model. While the CDS model occasionally performed well
on individual examples, these improvements were inconsistent.

e RQ2: How does the effectiveness of CDS compare to that of using the original (unmodified)
ChiSCor corpus for bias mitigation?

In contrast to the CDS model, the model further pre-trained on the original, unaltered ChiSCor
corpus demonstrated more substantial and significant bias mitigation overall. However, even this
model showed limitations, as it produced a number of extreme biased outliers. These results suggest
that exposure to diverse language alone is insufficient to fully mitigate gender bias in language
models.

Our findings highlight the significant impact a highly specific and small corpus of 73k tokens can
have on bias reduction in a model originally trained on circa 2.4 billion tokens. Importantly, this
targeted intervention did not result in catastrophic forgetting, as demonstrated by our benchmarking
results in Section 4.2. This suggests that even limited but diverse and counter-stereotypical exposure
can correct a language model’s learned biases. Further research could benefit from examining the
effectiveness of CDS using a general adult corpus, where biases would likely align more closely with
the biases originally learned by models trained on adult-oriented texts. In such a context, CDS
might provide more effective bias mitigation. Additionally, the evaluation set could be more general
instead of domain-focused, which would give a more comprehensive understanding of the model’s
bias in broader, real-world scenarios.
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Male Female

acteur actrice

acteurs actrices

jongen meisje

jongens meisjes

broers zussen

broer Zus

broertjes zusjes

broertje zusje

vader moeder

vaders moeders

man VIouw

mannen vrouwen
mannetje vrouwtje
mannetjes vrouwtjes
kleinzonen kleindochters
kleinzoon kleindochter
kleinzoontje kleindochtertje
kleinzoontjes kleindochtertjes
koning koningin
koningen koninginnen
jongeheer jongedame
jongeheer juffrouw
jongeheren jongedames
jongeheren juffrouwen
prins prinses

prinsen prinsessen
brandweerman brandweervrouw
brandweermannen brandweervrouwen
bestuurder bestuurster
bestuurders bestuursters
kok kokkin

kokken kokkinnen
gastheer gastvrouw
gastheren gastvrouwen
grootvader grootmoeder
grootvaders grootmoeders
mannelijk vrouwelijk
heer dame

heren dames
zakenman zakenvrouw
zakenmannen zakenvrouwen
papa mama

papa’s mama’s

vent VIouw

venten vrouwen
vriend vriendin
vrienden vriendinnen
woordvoerder woordvoerster
woordvoerders woordvoersters

Male Female
timmerman timmervrouw
timmermannen timmervrouwen
kerel griet

kereltje grietje
kereltjes grietjes
kerels grieten

oom tante

ooms tantes
bruidegom bruid
bruidegommen  bruiden
meneer mevrouw
zoon dochter
zonen dochters
zoontje dochtertje
zoontjes dochtertjes
politieagent politieagente
politieagenten  politieagentes
kuisman kuisvrouw
kuismannen kuisvrouwen
leraar lerares
leraren leraressen
opa oma

opa’s oma’s

oom tante

ooms tantes

heer dame

heren dames
koning koningin
koningen koninginnen
prins prinses
prinsen prinsessen
prinsje prinsesje
prinsjes prinsesjes
meester juf

meesters juffen
directeur directrice
directeurs directrices
hemzelf haarzelf
verpleger verpleegster
verplegers verpleegsters
secretaris secretaresse
secretarissen secretaressen
boer boerin
boeren boerinnen
grootvader grootmoeder
grootvaders grootmoeders
held heldin
helden heldinnen

Figure 3: Dutch Gendered Word Pairs (Split View)
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Figure 4: Sentence-level gender bias scores across interventions (rotated). Green cells = male biased,

yellow cells = female biased.
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Figure 5: Sentence-level gender bias scores across interventions, continued (rotated). Green cells

male biased, yellow cells = female biased.
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