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Abstract

Background: Infrastructure as a service (IaaS) providers play a critical role in today’s cloud
computing landscape. Driven by rapid market growth there is an increasing importance of stan-
dardization and automation. The rising importance of standardization and automation requires
significant changes across multiple organizational dimensions in IaaS providers. However, despite
its importance, there is a notable lack of academic research specifically addressing the organiza-
tional design of IaaS providers, particularly from a business and operational perspective.
Aim: This thesis aims to fill this gap by developing practical guidance for IaaS providers under-
taking organizational redesigns to support automation and standardization. Specifically, it aims
to identify and analyze organizational design patterns that enable efficient and scalable IaaS pro-
visioning, providing recommendations to guide providers through their transformation journey.
Method: A multiple-case study was conducted involving 14 IaaS providers and 14 interviews, re-
sulting in a total of over 1,200 minutes of recordings. The data were analyzed to identify recurring
organizational design patterns across cases, the team topologies within these patterns, and critical
factors of the patterns.
Results: Four organizational design patterns were identified: (1) platform-driven self-managed
platform organizations, (2) platform-driven managed service provider organizations, (3) solution-
driven managed service provider organizations, and (4) solution-driven Dev & Ops provider organi-
zations. The study extended the team topologies model by introducing two new sub-configurations
of stream-aligned teams: technology-based and process-based teams. Furthermore, six critical
factors —service delivery, operational governance, maturity, organization size, infrastructure ca-
pabilities within application teams, and size of on-premises cloud — were found to characterize
these patterns and inform organizational design choices.
Conclusion: As the IaaS sector continues to expand rapidly and adopt standardization and
automation, these organizational design patterns provide essential guidance for managed service
providers to structure their teams and processes effectively. The proposed framework supports
IaaS providers in scaling operations and automating provisioning, thereby enabling sustainable
growth and improved service delivery in an increasingly complex cloud infrastructure landscape.
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1 Introduction

Infrastructure as a service (IaaS) providers are challenged to redesign their organizations as they shift
from customization to standardized and automated services [1] in response to growing demand. De-
spite the critical nature of this transformation, IaaS is the least studied cloud service model from a
business and organizational perspective [2], indicating a significant gap in the current body of research.
Organizational design is a critical factor for IaaS providers seeking to operate efficiently and provision
scalable resources [3]. Historically, the IT infrastructure landscape was highly diverse [4], a character-
istic that was reflected in the service models of infrastructure providers. However, the rise of cloud
computing has driven a pronounced shift towards standardization, positioning standardization as a core
capability for IaaS providers [5]. Fueled by rapid market growth [6], IaaS providers have increasingly
prioritized standardization and automation. This shift impacts various organizational dimensions, as
core competencies must shift from customization to standardized and automated provisioning pro-
cesses. Consequently, IaaS providers must adapt new organizational designs to accommodate these
changing demands.

Currently, there is a lack of clear guidelines on how IaaS providers should approach this organi-
zational redesign. However, these guidelines are necessary, because of increasing demand. The cloud
has played a crucial role in making IT services more accessible over the past few years and continues
to do so. Cloud services continue to grow significantly: in 2025, the end-user spending on public
cloud services is expected to exceed $700 billion, a growth of more than 20% compared to 2024 [7].
IaaS forms the foundational layer of the cloud computing stack, providing customers with access to
essential computing resources such as processing power, storage, networking, and other fundamen-
tal infrastructure components [8]. The process of making these resources available to end users is
known as provisioning. IaaS provisioning typically involves the on-demand deployment—including the
allocation, configuration, and activation—of physical and virtual infrastructure, leveraging advanced
networking and virtualization technologies. Automated IaaS provisioning refers to the delivery of re-
sources without manual intervention, using predefined workflows and orchestration tools. Automation
is key to rapid and scalable IaaS. Notably, both IaaS and sovereign IT infrastructure cloud services
are projected to grow at an annual rate of 36%, significantly outpacing the average growth rate of the
broader cloud services market [6]. To keep up with increasing demand, IaaS providers must imple-
ment automated IaaS provisioning and embrace standardization. This transformation affects multiple
organizational dimensions, requiring a redesign of the organization. This highlights the need for clear
guidance to support organizational redesigns.

This thesis contributes to the development of this guidance by studying existing organizational
designs and creating a model to guide IaaS providers in their organizational redesign. This study is
conducted in collaboration with a department within a large IT service provider within Dutch govern-
ment which functions as an IaaS provider. The host organization is a large IT service provider of the
Dutch government, their IaaS department is currently undergoing an organizational redesign, it has
a strong interest in practical guidance to support this transformation. Organizational designs from
current IaaS providers can offer valuable guidelines and practical examples for structuring their organi-
zations to deliver more standardized and automated services. To this end, we conduct an exploratory
multiple case study involving 14 organizations. Based on this research, we propose four organiza-
tional design patterns intended to guide IaaS providers in their transformation efforts. These patterns
address various organizational dimensions and provide actionable recommendations to help organiza-
tions enhance scalability, improve operational efficiency, and successfully implement automated IaaS
provisioning.

1.1 Focus and scope

This thesis focuses on a specific type of IaaS provider, the managed service provider. An MSP is a
cloud service provider that delivers and proactively manages cloud services for their customers [9, 10].
More and more organizations are outsourcing their complex IT infrastructure landscape to managed
service providers (MSPs) to reduce complexity [10]. In this thesis, we focus on Infrastructure as a
Service (IaaS) offered by a managed service provider (MSP).

On a high level, an organizational design can be defined as “the deliberate process of configuring
structures, processes, reward systems, and people practices to create an effective organization capable of
achieving the business strategy”[11, p.1]. The six categories of the STAR model: strategy, capabilities,
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structure, processes, rewards and people [11] serve as a basis for organization design. Furthermore,
security is added as a separate part of the organizational design. We see the organizational structure
is seen as the most important part of the organizational design. For the other components of the
organizational design more high-level answers are provided.

As structure is seen as the main component of the organizational design, it is important to be able
to precisely describe it. Team topologies are used for this. The team topologies model describes four
team configurations: stream-aligned, enabling, complex subsystem, and platform.

The following questions will be answered in this thesis:

1. What are organizational design patterns for a managed service provider that implemented auto-
matic IaaS provisioning?

2. What are the configurations of teams in organizational design patterns for managed service
providers that implemented automatic IaaS provisioning?

3. Which critical factors should an organization consider when choosing a pattern?

1.2 Structure of document

To answer these questions, the thesis is structured as follows. First, in chapter 2, a literature review
is provided in which existing literature about IaaS and organizational design is discussed. Chapter
3 present an organizational design framework which is created based on literature presented in the
literature review. Chapter 4 describes the methodology for the research, in which the set-up for the
multiple case study is provided. The results of the research are presented in chapter 5. In this chapter,
a report per case is provided. In chapter 6, the discussion, the research questions are answered based on
the results which are elaborated on in chapter 5. The answers to the three research questions form the
model. The created model is then applied to a managed service provider and the team configurations
are critically discussed. The thesis finishes with a conclusion in which a short summary of the main
findings is given, the threats to validity are discussed and future work is recommended.
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2 Literature review

Although IaaS plays a central role in today’s IT landscape, academic literature offers limited research
specifically addressing the organizational design of IaaS providers, and more broadly, there is a general
lack of business-oriented studies on this service model [2]. Due to this gap, this literature review draws
on broader sources related to organizational design. The aim is to summarize the current body of
knowledge that may provide indirect insights or frameworks applicable to IaaS providers.

The literature review is structured into three main sections. The first section, digital transforma-
tions and infrastructure as a service, provides background on the evolution of digital transformation,
the shift to cloud computing, and the emergence of IaaS as a dominant service model. The second
section, organizational design of IT infrastructure, examines historical developments in infrastructure
management, the role of managed service providers, and existing models for scalable and standardized
IT delivery. The final section, organizational design criteria, outlines key concepts and frameworks
related to organizational design, including strategies to prevent silos, the role of teams, and models
such as team topologies.

This literature review forms the foundational layer for the rest of the thesis. The knowledge that
is presented here is used to create an organizational design framework and is used in the set-up and
analysis phase of the multiple case study.

2.1 Digital transformations and infrastructure as a service

2.1.1 A historical perspective on digital transformations

Digital transformations (DT) are a significant research field in information technology (IT) [12, 13].
A DT can be defined as: “acquiring the digital tool, techniques, approaches, mechanism, etc. for
the transformation of the business, applications, services, and upgrading the manual process into the
automation.” [14, p.615] Even though this definition might be highly applicable to this thesis, a
more conceptual definition is needed. In a review of 282 papers [12], a more conceptual definition is
proposed: “a process that aims to improve an entity by triggering significant changes to its properties
through combinations of information, computing, communication, and connectivity technologies”[12,
p.118]. This process involves changing an organization’s structure, processes, culture, and strategy
[12]. The transformational framework of [15] provides another view on the DT process; they provide
four key dimensions: structural changes, changes in value creation, the use of technologies, and how
to finance DT. As structure and culture are covered in all definitions, they have an essential impact
on DT, which is confirmed by [16].

From a historical point of view, several large evolutionary steps towards our current era of DTs
can be identified. The creation of mainframe computers in the mid-20th century marks the root
of digitalization. After the mainframe computers were further developed, personal computers were
introduced during the 70s and 80s. The fact that individual users and businesses could access a
computer was a monumental shift. During the 1990s, the internet era, the IT sector was revolutionized.
Paving the way for e-commerce and online business models, the rise of the internet facilitated global
connectivity and data exchange. Quickly after this, the first business processes became digitalized
using enterprise resource planning (ERP) systems, managing business processes like accounting and
inventory. IT services became even more accessible with the introduction of cloud computing at the
beginning of the 2000s. With the Internet of Things (IoT), cloud computing has vastly expanded the
scope of digitalization. In our current era, AI, blockchain, and big data characterize digitalization [17].
Figure 1 provides an overview of the history of DTs.
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Figure 1: The dynamics evolutionary of digital transformation in the IT sector [17, p.3]

2.1.2 Moving to the cloud and automation

The foundation for cloud services was laid a long time ago. In 1967, resource sharing, an essential
aspect of cloud computing, started. IBM built an operating system using virtualization techniques in
which multiple users could share the same resources simultaneously. During the ’70s and ’80s, IT was
further researched and developed, and virtualization techniques were further developed and supported
by network, storage, and operating systems. In the ’90s, these techniques reached a higher maturity
level, and in the late ’90s, the term cloud emerged. In the ’90s, cloud computing was broadly known
as grid computing, where resources were shared across continents; however, grid computing did not
meet all cloud requirements yet. Amazon Web Services (AWS) continued developing grid computing
and launched the first public cloud in 2002. As with any product, the first release had a low maturity
level. In 2006, AWS released a more mature version, which is now seen as the first version of the cloud.
During the 2010s, competition grew, and with that came many services and new technologies in the
cloud [18].

Even though the cloud was introduced in the early 2000s, the cloud and how we use it are still
transforming. Nevertheless, the concept itself did not change over the years. Cloud computing offers
widespread, convenient, and on-demand access to a shared pool of configurable computing resources
through a network, allowing for rapid provisioning and release with minimal need for management
effort or interaction with service providers. It has five essential characteristics: on-demand self-service,
broad network access, resource pooling, rapid elasticity, and measured service [8]. Cloud services can
be delivered using three service models: Software as a Service (SaaS), Platform as a Service (PaaS),
and Infrastructure as a Service (IaaS). SaaS offers the whole application stack to the customer, PaaS
provides the capability to land customer applications on the cloud, and IaaS offers computing resources
of the internet [8].

Cloud computing has and still is revolutionizing companies and entire industries by offering dy-
namically scalable and virtualized resources as a service over the internet. Cloud computing can be
broadly used to automate processes. Especially with the combination of IoT, cloud computing is a
powerful automation tool for industrial automation [19]. For example, when looking at traditional
manufacturing processes, cloud computing can transform the complete business model, improve the
alignment of product innovation with strategy, and create smarter business processes [20]. A recent
example is the fully automated warehouse of Picnic, an online supermarket in the Netherlands. Cloud
services play an essential role in the automation of their warehouse. Even though they tried the same
with an on-premises solution, cloud services are the final solution for Picnic [21]. The cloud is a sig-
nificant enabler in digital transformations, as its services significantly impact the transformation of
business processes.
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2.1.3 Infrastructure (as a service)

Around the beginning of the 2000s, IT was looked at slightly differently than today. IT infrastructure
was defined as “a set of IT resources and organizational capabilities that are shared across the organi-
zation and that provide the foundation on which IT applications are developed and business processes
are supported.”[22, p.3] IT infrastructure serves as the foundational basis for shared IT capabilities,
which in turn provide the groundwork for other business capabilities. To provide reliable infrastructure
services, technical and managerial expertise are required. As these are difficult to acquire and develop,
IT infrastructure is a determinant of the competitive advantage of companies [23]. The technical ex-
perts focus on hardware and base software platforms, middleware, communications technology, and
other shared services that serve as a basis for applications [23].

Over the years, IT infrastructure has become more complicated. In the beginning, the advances in
the hardware were keeping up with the developments at the application level [24]. Nowadays, IT infras-
tructure has become more decentralized and is moving more and more to the cloud and on-premises.
The IaaS market has grown by 30% in 2022 alone and has surpassed $100 billion in revenue[25]. The
previous IT infrastructure definition stated that infrastructure was shared at the organizational level,
the cloud has transcended this border. Currently, organizations are able to share the same IT infras-
tructure.

A clear definition of IaaS is needed to study the subject in more detail. The United States Na-
tional Institute of Standards and Technology (NIST) has created a broadly accepted description for
the cloud and its components. Their definition of IaaS will be used to describe IaaS throughout this
thesis. They define IaaS as: “The capability provided to the consumer is to provision processing,
storage, networks, and other fundamental computing resources where the consumer is able to deploy
and run arbitrary software, which can include operating systems and applications. The consumer does
not manage or control the underlying cloud infrastructure but has control over operating systems,
storage, and deployed applications; and possibly limited control of select networking components (e.g.,
host firewalls).”[8, p.3] This definition does not specify the components of IaaS; IaaS consists of “the
facility, communication networks, physical compute nodes, and the pool of virtualized computing re-
sources managed by a service provider.”[26, p.198]. In conclusion, IaaS takes care of the infrastructure
service layer in the cloud, i.e., allocation of hardware and essential services required for operating a
cloud environment [27].

In more detail, IaaS “(1) Provides access to shared resources on need basis, without revealing
details like location and hardware to customers, (2) provides details like server images on demand,
storage, queuing, and information about other resources, among others, and (3) offers full control of
server infrastructure, not limited specifically to applications, instances and containers.” [27, p.425] The
resources are configured to the user’s needs. Broadly looking, several resource instance types can be
identified: “general-purpose, compute-optimized, memory-optimized, accelerated computing (GPU),
storage-optimized” [28, p.148]. GPU stand for: graphics processing unit.

When a customer starts using the cloud infrastructure, the resources have to be provided to the
customer, i.e., IaaS provisioning. There is a large number of definitions in use for IaaS provisioning;
as IaaS provisioning is an important term in this thesis, there is a need for a clear, well-specified
definition. A list of existing definitions is given below:

1. “It is the allocation of a service provider’s resources to a customer.” [27, p.428]

2. “The IaaS provisioning has to deal with the allocation, configuration and activation of hetero-
geneous resources, which involve different virtualization technologies, as well as physical hosts,
storage, software and network equipment in the cloud.” [29, p.1]

3. “In the context of infrastructure as a service (Iaas), the deployment of services means selecting
servers from clouds resource pool and then assigning the requested VMs to them.” [30, p.24]

4. “An IaaS cloud enables on-demand provisioning of computational resources in the form of VMs
deployed in a cloud provider’s data center.” [31, p.14]

Combining these definitions with the definitions given for IaaS results in the following definition for
IaaS provisioning: IaaS provisioning deals with the on-demand deployment (allocation, configuration,
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and activation) of physical storage and servers, network, and virtualization techniques to the customer.
This definition will be used in this thesis.

The process of IaaS provisioning is highly suitable for automation. To automate IaaS provisioning,
the deployment steps, allocation, configuration, and activation need to be automated. The automation
of IaaS provisioning streamlines the deployment and management of virtual infrastructure and software,
empowering services to optimize the utilization of flexible cloud resources [32]. This thesis will see
IaaS automation as a digital transformation (DT). When business (services) are transformed using
new technologies, this can be seen as a digital transformation [14]. The transition to IaaS automation
is powered by new technologies such as Ansible [33]. Therefore, IaaS automation can be seen as a
digital transformation. In a digital transformation, changing an organization’s structure and processes
is a critical aspect [12, 15, 16].

2.1.4 Service model

NIST identifies three types of system layers that a cloud service provider (CSP) uses to deliver its
service (see also Figure 2):

1. Service layer: “this is where Cloud Providers define interfaces for Cloud Consumers to access
the computing services”[34, p.13]. In the service layer, an interface/service portal is used where
clients can request their infrastructure services.

2. Resource abstraction & control layer: this is the middle layer in the model, which contains the
“system components that Cloud Providers use to provide and manage access to the physical
computing resources through software abstraction”[34, p.13]. This layer’s resource abstraction
component includes different resource abstraction methods, such as virtual machines or contain-
ers. The goal of the resource abstraction component is to “ensure efficient, secure, and reliable
usage of the underlying physical resources”[34, p.13]. The control component of this layer in-
cludes: “resource allocation, access control, and usage monitoring”. This component in the layer
should connect the resource abstraction platforms below to enable efficient resource allocation.
When there is a clear split in the structure of a pattern, these two components will be visualized
as separate layers.

3. The physical resource layer: this is the bottom layer of the model, which includes: “hardware
resources, such as compute (CPU and memory), networks (routers, firewalls, switches, network
links and interfaces), storage components (hard disks) and other physical computing infrastruc-
ture elements”[34, p.13].

Figure 2: A visualization of the three layered service model
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2.2 Organizational design of IT infrastructure

The previous section provided a foundational understanding of IaaS and its historical development.
Building on that knowledge, this section explores how IaaS has been and is currently organized from
an organizational perspective. However, it is important to note that existing literature on this topic
remains limited.

On a high level, organizational designs can be defined as “the deliberate process of configuring
structures, processes, reward systems, and people practices to create an effective organization capable
of achieving the business strategy.”[11, p.1] Organizational designs are viewed as a collection of coherent
decisions influenced by contextual factors, such as the strategy and environment of an organization [35].
In digital transformations, changing the organizational design is a critical aspect of the transformation
[12, 15, 16]. In the transformation, the organizational design should build on the technologies that
empower the transformation. In addition, agile structures are often implemented to swiftly adapt to
environmental opportunities and threats during the digital transformation [36].

2.2.1 History of organizational design of IT infrastructure

In the past, most IT infrastructure landscapes at companies were formed by application projects
requiring specialized hardware. The specialized hardware combined with mergers and acquisitions of
companies made it challenging to manage the IT infrastructure landscape. Most of the time, the same
infrastructure services were being used for a set of applications. However, combining, centralizing,
and integrating these services into a bigger infrastructure landscape was difficult. This resulted in
a rigid, non-scalable infrastructure that firms could not benefit from. Because of this, there was a
need for more flexibility in IT infrastructure [24]. In the last decades, infrastructure has moved to
the cloud, resulting in higher flexibility. Furthermore, the scope of IT infrastructure has been moving
past organizations’ borders. In the definition provided by Xia and King, organizations are said to
share their resources [22]. However, current IT organizations can also share their resources through
an external provider, the cloud. The cloud is not only a more flexible solution but also more scalable.
Users can scale their resources either up or down. This shift throughout history has changed how
organizations manage and structure their IT infrastructure.

2.2.2 Managed Service Provider

Cloud services are offered to a customer by a cloud service provider (CSP). The managed service
provider (MSP) is a specific type of cloud service provider and will be the main point of interest
in this thesis. An MSP “delivers services, such as network, application, infrastructure and security,
via ongoing and regular support and active administration on customers’ premises, in their MSP’s
data center (hosting), or in a third-party data center.” [9] MSPs are proactively managing the IT for
their customers, this includes:“remote monitoring and management, service desk operations, incident
and problems management, network operation centers, and other workflow management processes
to help fix IT problems before they impact operations.”[10, p.336] Furthermore, MSPs rely heavily
on the central role of help desk services. These services can be split into hardware and software
support, procurement, asset management, network monitoring and management, security and service
management, and administration [10]. To conclude, when compared to a normal CSP, an MSP manages
the services after delivering them, whereas a CSP does not. As an example, patches and updates are
managed by the MSP [10]. This thesis is scoped at an organizational design for a MSP that offers IaaS
through automatic provisioning.

2.2.3 Existing organizational designs for factory-like delivery in IT

Automatic IaaS provisioning can be compared to a factory-like delivery process. In a real-life factory
assembly line, the product is sequentially (automatically as much as possible) put together until the
product is completed. The high-level process of IaaS provisioning follows this analogy: the customer
requests resources in a self-service portal, after which the MSP automatically creates the desired
product and delivers it to the customer. When this process is fully automated, the process of IaaS
product creation by the MSP can be compared to the factory assembly line process. As in a factory,
only several products can be made. Otherwise, the factory would become too large; this is the case
for automatic IaaS provisioning as well. Customers have to select their product, or parts of their
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product, from a shopping list. As we could not find literature on organizational design for automatic
IaaS provisioning, the following section will focus on focus on factory-like delivery of IT products.

Terms linked to factory-like software delivery have been used since approximately the ’70s, even
before the cloud computing paradigm. Around the ’90s, the term software factories arose. It describes
how product lines can increase productivity and decrease the cycle time of application assembly.
Software factories use a type of product line that is automated and supported by metadata, captured
by models using domain-specific modeling languages [37, 38]. Currently, consultancy firms often use
the term digital factory to describe how a virtual assembly line can drive the DT of an organization. A
digital factory uses an automation platform that can facilitate digital supply chain management and
unblock transformation potential [39, 40, 41, 42]. A term currently in use in scientific publications
is the digital innovation unit (DIU). DIUs are organizational entities designed to break away from
conventional structures; they should bridge the gap between business and IT strategies by creating
unique interdisciplinary frameworks. These units strive for new approaches that emphasize flexibility,
streamlined decision-making, customers and users [43, 44].

Table 1 provides more details of the previous terms and shows their relevance to an organizational
design for automatic IaaS provisioning. As table 1 shows, the organizational design for the automatic
provisioning of IaaS for MSPs is not fully covered by one of the previous terms or other terms used in
existing research.

12



Concepts Definition Goal How Relevance Sources
Software
factory

“A product
line automated
by metadata
captured by
models using
domain spe-
cific modelling
languages”[37,
p.25]

Make application
creation more cost-
effective by reusing
components. This
will enable the
creation of software
engineering supply
chains which will
enable mass cus-
tomisation.
A software factory
should increase pro-
ductivity and prod-
uct quality and re-
duce the cycle time,
time to market and
costs of a software
engineering team.

A Software factory
requires knowledge of
the creation process of
members of a specific
product family. This
knowledge has to be
captured by the soft-
ware factory after which
it will be made available
in reusable models,
frameworks and smaller
patterns implemented in
the proper tools. These
items can then be used
to create a similar item
(in the same product
family for example)
faster.

A software factory
describes a modu-
lar way of creating
software. How-
ever, there is a
lack of an organi-
sational design or
parts of this. Fur-
thermore, there is
a lack of auto-
matic software de-
livery and a self-
service portal.

[37, 38]

Digital
factory

A virtual as-
sembly line
driving the
digital trans-
formation of
an organisa-
tion. A digital
factory uses
an automa-
tion platform
that can fa-
cilitate digital
supply chain
management
and unblock
transformation
potential.

The digital factory
is focused on the ef-
ficient and quick de-
velopment of digi-
tal products. It
describes some de-
tails on the mainte-
nance of the prod-
uct. The main pur-
pose of a digital fac-
tory is to drive the
digital transforma-
tion of an organisa-
tion through an au-
tomation platform.

Methods: Standardiza-
tion and automation,
scaled agile framework,
design thinking, De-
vOps, lean business,
continuous testing, and
a user-centric approach.
Furthermore, the digital
factory should work best
using cross-functional
teams and a center of
excellence.

The term digi-
tal factory is a
confusing term.
In the scientific
world, the term is
used to describe
the digitalisation
of factories us-
ing technologies
such as IoT. This
means that in the
right context, the
scientific context
of the term is low.
The transforma-
tion it describes
and the method
it uses can be
relevant for IaaS
automation.

[39, 40,
41, 42]

Digital
innova-
tion unit
(DIU)

“DIUs are
organizational
units that are
used to depart
from existing
structures.
They consoli-
date business
and IT efforts
in the form
of novel in-
terdisciplinary
organiza-
tional struc-
tures.”[43, p.2]

The main goal of
DIUs is to create a
new work approach
in which flexibil-
ity, streamlined
decision-making,
customers and users
are central. This
new way of working
should contribute
to the creation of
digital products
powering the digital
transformation.

Innovative product cre-
ation, powered by the
new way of working in
which flexibility, stream-
lined decision-making,
customers and users are
central.

There is a lack
of the use of au-
tomated software
delivery. Further-
more, the main fo-
cus is on inno-
vation, which can
be used in the
process of mov-
ing to automatic
IaaS provisioning.
However, this is
not the main pur-
pose of this paper.

[43, 44]

Table 1: Existing concepts
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2.3 Organizational design criteria

Since there is a lack of literature specifically addressing the organizational design of IaaS providers, it
is necessary to draw on broader literature related to organizational design and the processes involved
in developing such designs. This section will cover important criteria to consider when creating an
organizational design for an MSP using automatic IaaS provisioning and serve as a basis for creating
an organizational design framework. First, the STAR framework [11], which can be used to create an
organizational design, will be discussed. When creating an organizational design, the STAR model con-
siders strategy, capabilities, structure, processes, rewards, and people. Second, there will be discussed
how to prevent silos from forming (in IT organizations). Third, the role of teams in organizations will
be addressed. Teams form the building blocks of the structure of an organization. Furthermore, team
configurations and interaction modes can help create a well-functioning structure. Lastly, this section
covers other factors influencing the organizational design linked to the IaaS business model.

2.3.1 Organizational design

When taking a more detailed look at organizational design, it can be defined as a process which
“involves decisions about the configuration of the formal organizational arrangement, including the
formal structures, processes, and systems that make up the organization.”[45, p.48] In this definition,
organizational arrangements are key; they encompass the explicit and relatively consistent elements of
the organization. Organizational arrangements can be divided into structures, processes, and systems.
The structure of an organization describes formal relationships and associations between groups and
individuals. Secondly, processes describe the sequence in which organizational activities are executed.
Thirdly, systems that describe the implementations of either social or physical technologies that facil-
itate the execution of tasks [45]. The goal of the organizational design is “to develop and implement
a set of formal organizational arrangements that will, over time, lead to congruence, or a good fit,
among all the components of the organization: strategy, work, people, the informal organization, and
the formal organizational arrangements.”[45, p.48]

The STAR model gives another view on organizational design, it is a framework for creating
organizational designs. The STAR model considers strategy, capabilities, structure, processes, rewards,
and people when creating an organizational design. The strategy should be aligned with all the other
factors in the star model and could be pictured in the middle of the star (the other five factors) [11].
The STAR model overlaps with the description of [45]. Structure and systems are used in both; the
other four components of the STAR model can be found in the system, and goals of the organizational
design of [45]. The STAR model is not the only model that corresponds with Nadler et al’s view on
the scope of organizational design [45]. Merron states that an organizational design comprises five
components: strategic objectives and orientation, vision, structure, and culture [46]. All components
of Merron can be found in the description of Nadler et al.

The STAR model has been refined over thirty years and consists of five clear categories, all linked
to strategy [11]. Furthermore, the STAR model’s categories overlap with those used in [45]. However,
the STAR framework offers a precise categorization of the components, whereas the framework of
[45] does not. In addition, the STAR model is among the most popular frameworks for creating an
organizational design [47]. Therefore, the STAR framework will be used as the main framework in the
organizational design process.

2.3.2 Preventing silos in IT organizations

Conway’s law states that there is a “a very close relationship between the structure of a system and
the structure of the organization which designed it” [48, p.30]. Conway suggests that the structure
of an organization should mirror the IT architecture. However, many organizations form their teams
around functional expertise. This creates teams such as testing, architecture, or a dedicated operations
team forming silos in an organization [49]. Silos are hindrances in reaching optimal organizational per-
formance and can be described as physical or psychological obstacles that divide individuals, business
units, or locations, hindering collaboration among them.[50].

Organizations with silos or silo behavior can never reach their optimal level of performance. Causes
of silos linked to organization design are specialized units, no connection between leadership and work-
force, organizational culture, a focus on developing skills resulting in a lack of individual relationship
building, and a lack of employees easily building relationships with similar people. Organizational
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structure and culture have a significant role to play. The structure of an organization determines the
allocation, management, and alignment of authority and responsibility, as well as the flow of informa-
tion among different divisions and levels within an organization [51]. Structuring your organization
around functional expertise does not allow for a quick and safe flow of change in the organization [49].
An organization’s culture encompasses the collective beliefs and values that influence the behavior and
functioning of employees within an organization [51].

The formation of silos is not solely a consequence of organizational design; behavioral factors also
play a fundamental role in reinforcing silos. It can be defined as the cause of unconscious behavior
and mental state, dynamics between teams, and managerial interactions. Silo behavior can result in
a lower team identity and can make it difficult for individuals within teams to form relationships [52].
Furthermore, silos impede goal achievement by undermining internal collaboration [53]. In addition
to this, silos hinder critical knowledge flows through an organization, with a sub-optimal performance
as a result [54].

In IT organizations, linear hierarchical design is a large contributor to the forming of silos. Organi-
zations stick to this linear hierarchical design because technical proficiency arises from specialization.
Hence, organizations tend to organize employees into business units that handle similar processes. Ex-
pertise and know-how for a particular set of challenges are centralized in one area, allowing the relevant
specialists to address them effectively. Dividing employees according to their functions contributes to
a steady organization, which is often important to high-level management. Even though these three
reasons sound like advantages, they do not stimulate a fast product flow [51]. A very easy example of
the above is the split between development and operations in IT organizations.

The effect of silos in IT organizations is often that each silo takes ownership of one part of the software
development cycle. The software development cycle consists of “requirements gathering, designing,
constructing, testing, maintenance, and support.”[51, p.342] When software development teams op-
erate in isolation and only take responsibility for their part of the work, the progress of the work is
divided into ”chunks” as it moves through the software development cycle. Furthermore, information
between teams is not optimal when silos are in place. Information is being contained in silos, hindering
teams outside the silos from accessing this information [51]. When teams focus on a single step in the
development cycle the end goal, creating value for the customer, is often not the most important to
silos. The stream-aligned team, which will be introduced in 2.3.4, has creating value for the customer
as its primary goal. They enable a fast product flow and want to add value for the customer [49].
Team topologies model can pose a solution to silo forming.

Management interactions might offer a short-term solution to silos [53]; however, creating a new
organizational design is the right long-term solution [11]. The team configurations can be used in this
design, as they help in breaking down silos and create a quick and safe flow of change. The team
configurations have as a principle that teams directly involved in the flow of change should be able to
complete most of their work themselves. This requires them to be cross-functional, containing team
members with more than one expertise. If the teams in the flow change need specific expertise and
help or want to automate part of their work, they can ask an enabling, complicated subsystem or
platform team for this [49].

This shows the importance of an organizational design in breaking down silos. When an organi-
zational design break-downs silos, or even better, does not create them, information flows are more
effective, the flow of the software product is faster and more efficient, and the end goal, creating value
for the customers, is not forgotten. The team configurations of the team topologies model can be used
to prevent silo-like behavior.

The next section discusses the role of teams in the organizations. Furthermore, the team configu-
rations and interaction modes are further explained.

2.3.3 Teams

Team is a word which is used in many different contexts. In the organizational context, a team can
be defined as “a small number of people with complementary skills who are committed to a common
purpose, set of performance goals, and approach for which they hold themselves accountable.”[55, p.41]
A group of people does not necessarily have complementary skills, whereas a team does. Therefore, a
team’s performance is more than the sum of its individuals.
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During the 80s and 90s, business environments became more complex, which caused a need for
more agility and speed. Teams were used increasingly more to achieve this [56]. Nowadays, teams
are widely used in organizations and form the building blocks that create the structure of team-based
organizations. Team-based organizations can be organized around customers, products, or processes,
with support systems to ensure the teams can perform [57]. In IT organizations teams should be
organized around product flow [49]. A team-based organization can be achieved by organizing teams
around product flow; e.g. the IaaS product for this thesis. This principle is further explained in the
next section, Team topologies.

A team needs to be formed, i.e., going from a group of people to a coherent team. Tuckman’s stages
of group development describe the phases a group goes through to create a performing team. Tuckman’s
model contains four phases: forming, storming, norming, and performing. (1) In the forming phase,
a group gets together and tries to find the boundaries of tasks and interpersonal behaviors. First
relationships between teammates and leaders are forming in this phase. (2) After this, a group enters
the storming phase. This phase is characterized by polarization and conflict between teammates, which
affects the team’s task performance. (3) During the norming phase, any resistance that arose during the
storming phase is successfully addressed and resolved. Individuals feel safe enough to discuss personal
opinions when working on tasks. (4) In the last phase, performing, the interpersonal structure of the
team is used as the activity tool. All issues from previous phases have been fully resolved [58]. This
thesis will create an organizational design for teams in the performing phase.

2.3.4 Team topologies

The team topologies model defines four distinct types of team configurations: stream-aligned, enabling,
platform, and complicated-subsystem teams [49]. While the original term topology is used to describe
the structural and interaction patterns between teams, it can be ambiguous in the context of Infras-
tructure as a Service (IaaS), where topology typically refers to network or system layout. To avoid
confusion, we refer to these team types as team configurations throughout this thesis.

A team configuration describes how a team is organized and works with other teams. Skelton and
Pais propose four team configurations and three core interaction models in their book “Team Topolo-
gies, organizing business and technology teams for fast flow”[49]. They define a team as “a stable
grouping of five to nine people who work toward a shared goal as a unit”[49] A team is proposed to
deliver value and is seen as the smallest point of value delivery in an organization. They state a team
can perform optimally with a size of 7-9 people. Furthermore, teams should not appear out of nowhere
but should be properly designed. The team configurations and interaction models help during the
design process [49].

Stream-aligned teams
A workflow can be called a stream when aligned to an organizational capability or business domain.
A team can be characterized as a stream-aligned team if it“is aligned to a single, valuable stream of
work; this might be a single product or service, a single set of features, a single user journey, or a
single user persona”[49]. The team should be able to build and deliver value for both the user and
customer without requiring other teams to perform part of their work. The stream-aligned team is the
main configuration in an organization, as the other team configurations aim to reduce the workload
of stream-aligned teams. A stream-aligned team works on the whole value chain and is closest to the
customer, enabling them to react quickly to customer feedback. A stream-aligned team will not consist
of specialists, but instead, the team members should be able to cover different areas of expertise to
ensure stream-aligned teams have all the capabilities necessary to complete their tasks. Furthermore,
stream-aligned teams should be multidisciplinary, DevOps and not hand over the product to other
teams [49].

Enabling teams
Stream-aligned teams do not contain specialists and focus on product delivery, so they have no time
and knowledge for research, making huge improvements. Enabling teams contain specialists and help
the stream-aligned teams overcome problems and make significant improvements. By doing this the
enabling teams allow the stream-aligned teams to attain and enhance capabilities without the need
to put in the corresponding effort. The main goal of enabling teams is to understand the issues and
shortcomings of stream-aligned teams and provide efficient guidance for these problems. An enabling
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team can have a temporary or long-term relationship with one or more stream-aligned teams [49].

Complicated subsystem teams
A complicated subsystem is defined as a team that “is responsible for building and maintaining a part
of the system that depends heavily on specialist knowledge, to the extent that most team members
must be specialists in that area of knowledge in order to understand and make changes to the sub-
system.” [49] The degree of specialist knowledge should be Ph.D. level [59], and the primary purpose
of complicates-subsystem teams is to reduce the cognitive load of stream-aligned teams. Complex
subsystems reduce a load of stream-aligned teams by “building and maintaining a part of the system
that depends heavily on specialist knowledge”[49]. The capabilities necessary to do this are often hard
to find and grow. Therefore, these types of specialists are better placed in a separate team. Placing
these specialists in a stream-aligned team would not be in line with the goals of a stream-aligned
team: feasible and cost-effective. A complex subsystem team is only created when it requires a team
of specialists to keep it running or develop it further [49].

Platform teams
The main goal of platform teams is to deliver services that enable the stream-aligned team to be fully
autonomous. By providing these services, the cognitive load of the stream-aligned team is reduced.
Because of this, the stream-aligned team can maintain full ownership of their application in all phases.
Platform teams deliver their services through a platform. A platform is defined as “a foundation of
self-service APIs, tools, services, knowledge and support which are arranged as a compelling internal
product. Autonomous delivery teams can make use of the platform to deliver product features at a
higher pace, with reduced coordination.”[49] For ease of adaptation, the platform should be easy to
use, and the services should be usable and reliable [49].

Multiple teams can form a configuration together. For example, numerous stream-aligned teams
are able to create a platform configuration together. The configurations within the platform are re-
ferred to as the inner configurations [49].

In conclusion, the team topologies model proposes four team configurations [49]:

1. Stream-aligned teams: Stream-aligned teams serve as the primary team configuration within
an organization. They are directly responsible for delivering value and are closely involved in
the continuous flow of change. The other team types exist primarily to support stream-aligned
teams in their activities.

2. Enabling teams: Enabling teams are designed to assist stream-aligned teams in achieving
rapid progress by facilitating significant improvements and helping them overcome obstacles
that require specialized expertise. To fulfill this role, enabling teams consist of specialists with
the necessary knowledge and skills to address domain-specific or technical challenges.

3. Platform teams: Platform teams deliver services that enable stream-aligned teams to operate
with complete autonomy.

4. Complicated-subsystem teams: Complicated-subsystem teams consist of Ph.D.-level special-
ists responsible for parts of the system that depend on deep, specialized knowledge.

2.3.5 Team interaction modes

Besides four team configurations, the authors of the team topologies model propose three team interac-
tion modes: collaboration, x-as-a-service, and facilitating [49]. Formalizing interaction modes between
teams helps assess the effectiveness of software delivery. When these interaction modes have become
habits, teams will experience an improved understanding of their objectives, minimized frustration
with other teams, and maximum team engagement [49].

Collaboration
The term collaboration is widely used. In this case, the definition does not differ from how the word
is usually used: “working closely with another team”[49]. Collaboration is highly suitable when teams
need discoveries or maximum flexibility. This interaction mode does not require frequent hand-offs be-
tween teams, enabling teams to discover new technologies rapidly. Furthermore, collaboration occurs
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between teams with different skill sets, resulting in the combined experience and knowledge required
to solve a problem. Collaboration has a high cost, and as the cognitive load is high for the teams
involved, the result should be valuable. Lastly, a team should only be in collaboration mode with at
most one different team [49].

X-as-a-Service
Offering technologies as a service is becoming more and more popular. Especially in the cloud domain,
anything is implemented as a service [60]. The team interaction mode x-as-a-service is used when sev-
eral teams require the same platform, API, or code without putting much effort into it. X-as-a-service
is defined as: “consuming or providing something with minimal collaboration”[49]. Using this interac-
tion results in well-defined responsibilities ensuring consistent delivery; however, it relies on effective
product management. When a product is fully developed, i.e., focused on predictable delivery instead
of further product development, x-as-a-service can be implemented. Running the product as a service
requires outstanding work from the team responsible for the service. When this is done right, the team
using the service can focus on its value delivery. When implemented correctly, this interaction mode
requires minimal collaboration and results in maximum value added for the teams using the service.

Facilitating
The facilitating interaction mode is defined as “helping (or being helped by) another team to clear im-
pediments”[49]. This interaction mode is most effective when the facilitating team can simultaneously
help a small number of teams. For enabling teams, the facilitating interaction mode is the main way of
working together with other teams. The main goal of a facilitating team is to empower other teams to
enhance their effectiveness, accelerate learning, gain a deeper understanding of new technologies, and
identify and eliminate shared impediments across the teams. The facilitating team does not directly
contribute to the software being built.

Figure 3: Team configurations and interaction modes

2.3.6 Other factors influencing organizational design

An organizational design is based on how an organization creates, delivers, and captures its value, i.e.,
a business model. The star model confirms that the business model is at the basis of the organizational
design [11]. A business model consists of four basic components: “the value proposition, customers, a
financial model and capabilities.” [61]

Floerecke and Lehner researched the business model for IaaS extensively [62, 63, 64]. In their recent
work [2], they qualitatively evaluate the business model canvas’s key determinants, or success factors,
for IaaS by scoring the success factors using experts from the field. The most critical success factors

18



will be described below to provide a general business model for the IaaS case. When an IaaS provider
successfully implements the key success factors, the provider will be able to differentiate itself from
others. The qualitative analysis identifies different sizes of IaaS providers: small, medium, and large.
Success factors are scored for the various sizes and all sizes together. The relevant success factors for
this thesis have a high score for either medium, large, or both. Below, the success factors are linked
to the four components of the business model [62]:

1. Value proposition

1.1. Integration services (cloud services into existing IT).

1.2. Hybrid clouds to connect local infrastructure with IaaS.

1.3. Transition services from on-premises IT to IaaS.

1.4. High user experience.

1.5. Extensive customer support.

2. Customer segments

2.1. Large companies as customers.

3. Customer relationships

3.1. Referral marketing.

3.2. Cross-selling in general.

3.3. Cross-selling with a personal customer approach.

4. Channels

4.1. Personal customer approach at the sales process.

5. Cost structure

5.1. Labour costs.

6. Key resources

6.1. IaaS-specific certificates.

6.2. Highly qualified employees.

For the components revenue streams, key activities and key partnerships no significant success factors
are identified. Therefore, they are not included in the overview.

Value proposition
A successful value proposition for an IaaS provider requires implementing several key factors [2]. First
of all, integration services, integrating the IaaS product with the existing (business) process and IT
landscape—and second, the use of hybrid cloud services to connect local infrastructure to the IaaS
product. Thirdly, supporting services, helping the customer make the switch to a whole cloud-based
landscape. Lastly, a high user experience and extensive customer support are success factors when the
customer is using the IaaS product [2]. These success factors are relevant for the organizational design
as they show the responsibilities of the help desk and other customer-supporting teams.

Customers
In the cloud sector, there is no successful business without customers; this implies that CSPs should
focus on one or more customer segment(s). For CSPs offering IaaS large customers are the customer
segment leading to the most success. Size is not the only variable when choosing a customer seg-
ment, location is influencing success as well. Medium-sized providers should focus on local, regional,
and national customers, whereas large providers should focus on national, multinational, and global
customers [2]. Before acquiring a new customer, the CSP should reach the customer.

For large-sized CSPs offering IaaS, referral marketing, i.e., word of mouth, is key in gaining new
customers [2]. Having satisfied customers is key for referral marketing, as they will serve as a solid
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referral base, offering access to new customers [65]. To have satisfied customers, properly implementing
all success factors discussed in this section is required. When having reached the customers through
referral marketing, cross-selling is a success factor in the acquiring process. More specifically, cross-
selling using a personal approach is important for IaaS providers [2]. Lastly, when the customer is
acquired, a personal customer approach to stimulate customer relationships is a key success factor.
For middle-sized providers, providing the customer with a personal approach during the sales process
even gets the highest success score of all variables researched [2]. For large-sized providers, this success
factor is significant as well [2].

Most of these success factors are relevant to a provider’s sales department. To implement the
personal approach during and after the sales process, a sales department might use several account
managers or customer relationship managers. For an MSP, keeping in touch with the client and of-
fering a personal approach might require less effort, as they are responsible for managing the client’s
resources even after they are sold.

Financial model
Controlling costs is intrinsically linked to maximizing profits. The most significant costs medium-sized
providers must regulate are their labor costs [2]. This is the only substantial success factor linked to
the financial model of medium-sized providers. Large-sized providers have no key success factors for
their financial model. The research measured costs of hardware, data center rent, software licensing,
and energy consumption [2]. Controlling a provider’s labor costs means that the organization should
not be larger than necessary.

Capabilities
Capabilities at the team level are included in the STAR model. Still, capabilities are essential for the
business model as well, as they contribute to the successful and efficient creation of the product. The
most critical capability for IaaS providers is having qualified employees, i.e., employees with a high
degree of expertise. Consequently, hiring more skilled employees or training the current employee base
is key to obtaining success. Furthermore, for medium-sized providers, having IaaS-specific certificates
is a critical success factor. Without these, a medium-sized provider will not have a complete set of key
resources to be successful [2]. Even though these factors cannot be directly linked to the organizational
design, they are essential enablers of the business process.
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3 Organizational design framework

Our research focuses on developing an organizational design for managed service providers (MSPs)
offering IaaS. As identified in the literature review, there is a lack of existing organizational designs
specific to IaaS providers. This highlights the need for a dedicated framework to support the creation
of such designs. This chapter presents the phases of organizational design and the key components
involved, based on the literature discussed in the previous chapter.

When creating an organizational design, two high-level approaches can be taken: a bottom-up or
top-down approach. In the bottom-up approach workflows, processes, measures, and other opera-
tional processes are carefully designed, forming the basis of the strategy for the organizational design.
The top-down creates the design around a strategy from higher-level management [45]. It is essential
that an organization’s strategy always influences the organizational design [11], making the bottom-up
approach less effective.

A more detailed approach is needed than these high-level approaches. When a deeper analysis is
conducted, it can be concluded that organizational design is a complex process where choices made
early in the process can have a considerable influence later. Therefore, well-founded decision-making
is crucial in the process. A framework can guide this. As stated in the before, the STAR model will
be used as the main framework during the organizational design process. However, the STAR model
offers five decision categories with no sequence of steps. Therefore, the input of other frameworks will
be used to create a complete framework.

The basic principle of the STAR model is that executing different strategies calls for different
organizational approaches. A strategy contains crucial capabilities for an organization to reach its
strategic goals. An organization’s top management is responsible for designing the organization so
that the capabilities can be built [11]. At the heart of the STAR model lies alignment with the
strategy, i.e., each part of the model should support the organization’s strategy. Another fundamental
factor is that the strategy should dictate the organizational design, i.e., the STAR model uses a top-
down approach. Lastly, the complexity of a business model should be taken into consideration. Simple
organizations can not execute complex business models [11]. Figure 4 shows a visualization of the star
model. The 6 points in the STAR model are strategy, capabilities, structure, processes, rewards, and
people.

Figure 4: Star model[11, p.3]
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3.1 Framework for organizational design

Below, the steps in creating an organizational design of Nadler [45] are linked to the five categories of
the STAR model [11]. This will provide a process for understanding the content of the STAR model,
which can be used to create an organizational design.

3.1.1 Phase 1 preliminary analysis

The first step in organizational design is assessing the current organizational design, focusing on
what could be improved. The outcome of this problem analysis does not necessarily have to be a
redesign of the current organization. Other outcomes could be an HR-related problem or inadequate
implementation of the strategy from top-level management [45].

3.1.2 Phase 2 Strategic design

Strategy
When the conclusion in Phase 1 is that redesigning the organization is the best improvement option,
the strategic design phase can be entered. Creating a strategy for the organization is the first step in
both frameworks, as all other components should implement this strategy [11, 45].

A clear definition of a strategy is essential. Consequently, multiple definitions will be discussed.
Firstly, in corporate management, strategy is seen as “a process for generating viable directions that
lead to satisfactory performance in the marketplace, given a variety of legal constraints and the exis-
tence of competitors.”[66, p.70] Secondly, the star model defines strategy as “a company’s formula for
success. It sets the organization’s direction and encompasses the company’s vision and mission, as well
as its short and long-term goals.”[11][p.5] Furthermore, the STAR model states that the main purpose
of creating and implementing a strategy is to create a competitive advantage [11]. Lastly, Nadler et al.
[45] scoped the definition of strategy down for this specific case and focuses on general patterns for the
structure of an organization and how to create teams at the top of the organization. Attention should
be paid to corporate governance frameworks and processes for top-level decision-making. In other
words, it should give the strategic team of the organization clear guidelines for their way of working.
Furthermore, the strategy should guide operational design decisions and consider the informal and
formal structures and processes [45]. When comparing the view of the STAR model and Nadler et
al. [45], the view described by Nadlet et al. can be seen as a more specific strategy for creating an
organizational design. Therefore, the definition of Nadler et al. will be used in this thesis.

Structure
The structure needs to be partly accounted for in phase 2, focusing on the top four layers at most
[45]. The star model states that the structure of an organization is a main factor in determining how
formal power and authority are distributed. It sets out the power distribution, reporting relationships,
and communication channels. The teams in an organization form a hierarchical structure for decision-
making and management, which can be visualized in an organization chart [11]. This corresponds with
the view of Nadler et al. on why the structure should be set in the strategic design phase [45]. Aligning
structure and strategy is an important factor for organizational performance, as when they are not
aligned, organizations have to work around an obstacle [11]. For IT service providers, in particular,
“allocation of roles and responsibilities concerning demand, relationship, performance, and knowledge
management is a basic requirement for effective IT service delivery management.”[67, p.4573]

There are four structural dimensions: function, product, geography, and customer. Each dimension
requires different organizational capabilities. A functional structure is organized around the activities
of an organization. Examples of functional silos that are often implemented are human resources,
manufacturing, and finance. A functional structure is most efficient for small organizations and some
large companies. A product structure is structured around the product lines of an organization.
This structure most suits short product life cycles, emphasizing quick product development. A ge-
ographic structure is often employed when organizations grow globally. Customer requirements per
region/country differ significantly, making a new local branch more efficient. Government regulations
can play an essential role in this as well. A customer structure is almost similar to a product structure;
however, the organization is structured around customer segments. It is often found in investment
banks and professional service organizations. This structure results in a deep understanding of the
customer, however, it can only be implemented in large organizations [11].

22



Teams play a key role in the structure of an organization. More information on teams can be found
in 2.3.3

Capabilities
In the STAR model, organizational capabilities are defined as “the unique combination of skills, pro-
cesses, technologies, and human abilities that differentiate a company.” [11, p.7] Capabilities are
created within an organization and should be difficult for other organizations to replicate. One of
the goals of organizational design is to create superior organizational capabilities, resulting in a com-
petitive advantage. The capabilities of an organization form the basis of a design and can be seen
as the design criteria. As a guideline, no more than five design criteria or organizational capabilities
should be used in organizational design [11]. Capabilities should be set by top-level management and,
therefore, should be accounted for in phase 2.

Capabilities should lead to a better-performing organization. The performance of the delivery ser-
vice can be specified to two variables, cost efficiency and service quality—the structure and capabilities
of an organisation influence service performance. Two capabilities are crucial in leading to better per-
formance for internal IT service departments: performance management and knowledge integration.
Performance management ensures that the organization’s objectives are tracked efficiently and effec-
tively. Objectives should be reflected in the service level agreements (SLA) and prices. Knowledge
integration focuses on utilizing and capitalizing on knowledge critical for delivering the service [67].
Although these capabilities are scoped within internal IT service departments, they are expected to
be equally relevant to the delivery of IT services for external customers. This is due to their high-level
and broadly applicable nature, which makes them generally transferable across different IT service
delivery contexts.

3.1.3 Phase 3 Operational design

When the strategic design of Phase 2 has been finished, the lower-level operational design can be
created for Phase 3. When the changes proposed in Phase 2 are small, phase 3 should be relatively
straightforward; however, when significant changes in strategy are made, phase 3 becomes complex
quickly. Operational design includes reporting relationships, business processes, human resource prac-
tices, workflows, and resource allocation. Furthermore, the structure of the lower-level organization
should be created in phase 3 [45]. In the STAR model, rewards, people, and processes must be ac-
counted for in phase 3.

Rewards
The main purpose of rewards in an organization is to align employees’ behavior with the organization’s
goals. Furthermore, the company’s reward system communicates its values more clearly to employees
than any written statement. Rewards that stimulate collaborative behavior are the most difficult to
create. Several variables must be considered when designing a reward: the level, the locus of measure,
the wanted behavior, and the evaluation process [11].

People
In the star model, the people component focuses on human resource policies, including those for selec-
tion, staffing, training, and development. These policies should be established to shape the capabilities
and mindsets essential for executing the organization’s strategy. Furthermore, the model states that
not only management should have the social skills necessary to overarch business units and work to-
gether in a team, but employees throughout the whole organisation should have this [11].

Processes
Processes are defined as “a series of connected activities that move information up and down and
across the organization.”[11, p.17] Processes are implemented at every level of an organization and are
used, for example, for order fulfillment, closing a deal, or managing a portfolio. The way processes are
designed has a significant impact on the way organizational units work together. As the structure of
an organization often results in silos, processes can help in breaking down these silos. Processes are
not the only way to break down silos; lateral connections in an organization can help in breaking down
silos as well. There are several levels in lateral connections: networks, teams, integrative roles, and
matrix, with each level having a stronger connection [11].
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The first level, networks, is the basis for other lateral connections. A network contains the informal
connection of an employee throughout the organization. At the second level, teams are described as
“ cross-business structures that bring people together to work interdependently and share collective
responsibility for outcomes”[11, p.18]. Where teams are often located within one business unit, in-
tegrative roles are implemented in overarching business units. For example, a manager tasked with
coordinating work across several business units. This requires more advanced coordination than teams.
Lastly, a matrix is defined as “a set of dual reporting relationships used to balance two or more di-
mensions in an organization.”[11, p.19] The other lateral levels serve as a basis for a matrix. In section
2.3.2 silo prevention will be further discussed.

3.1.4 Phase 4 Implementation

Often, organizations make the mistake of stopping at the end of phase 3. Everything has been designed.
However, the hardest step still has to be taken—implementing the new design. The organization should
enter a state of transition to achieve the desired future state. Obstacles to this state can be political
power plays, concerns of the workforce, and the perception that management is losing control due to
changes in traditional work methods. Successful implementation involves precise planning, continuous
monitoring, and ongoing management participation.
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4 Methodology

In order to answer the main research question of this thesis: “What are organizational design pat-
terns for a managed service provider that implemented automatic IaaS provisioning?” an exploratory
multiple case study is conducted. As presented in the literature review, the current knowledge on
organizational design patterns for IaaS is very limited. This highlights the need to study existing
organizational designs in practice. To address this, the thesis conducts a multiple case study, involving
a total of 14 case organizations. In total, 14 interviews were conducted, totaling to 1,205 minutes
of recorded conversation and generating 1,123 pages of transcripts. The interviews were carried out
between July 24, 2024, and October 22, 2024, and the findings will be presented in the results chapter.

This chapter further explains why this approach is suitable to answer the research question. Fur-
thermore, this chapter elaborates on the case selection strategy, the data collection and the analysis.

4.1 Research method: multiple case study

Figure 5: Research onion [68, p.131]

The research method is chosen through using the research onion. The research onion is a layered model
that can be used to formulate a methodology for business studies [68]. This section will go through
each layer to conclude the most suitable method.

1. Philosophy
The research philosophy describes the basic research technique. From a historical point of view, two
streams can be identified: positivism and interpretivism. Positivism emphasizes the objective, mea-
surable observations and it supports the use of quantitative methods, while interpretivism focuses on
understanding subjective meanings and social contexts through qualitative methods [68]. In addition
to these two historical streams, three more recent streams can be added: pragmatism, critical realism
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and postmodernism. Pragmatism focuses on the assumption that a researcher can flexibly adopt either
a positivist or interprevist position depending on which is most suitable for the specific research ques-
tion [69]. Critical realism states that an objective reality exists independently of human perception and
that understanding this reality is inherently influenced by social, cultural, and historical factors [68].
The last philosphy, postmodernism, challenges a single objective reality emphasizing that knowledge
is socially constructed, shaped by power relations and language and context-dependent [68].

For this research, the interpretivism philosophy is most suitable. This stream focuses on new un-
derstandings and states that the researcher and his interpretations are part of what is being researched.
Focusing on new understandings is essential when researching new patterns for IaaS providers.

2. Approach to theory development
There are three approaches to theory development: deduction, abduction, and induction. Firstly,
deduction focuses on using existing theories to form a hypothesis and perform data collection to test
the hypothesis. Secondly, induction focuses on starting with observations from data collection, after
which the data will be analyzed to form a theory. Lastly, abduction focuses on empirical data followed
by research concluding a conclusion based on the evidence [69].

Due to the lack of existing theories and literature deduction is not suitable. Furthermore, studying
large IT infrastructure providers in an empirical way is not possible in the scope of this thesis. There-
fore, an inductive approach is most suitable.

3. Methodological choice
The methodological choice layer in the onion proposes multiple research approaches. There are two
major research approaches: quantitative and qualitative research. Quantitative research explains phe-
nomena using numerical data, which are analyzed using mathematical methods; quantitative research
deducts conclusions from data that can not be statistically analyzed [70].

This research focuses on IT organizations; when studying organizations, the qualitative method is
frequently used [71]. For this research, a qualitative method is most suitable as measuring organiza-
tional patterns quantitative is difficult due to the nature of organizational designs. Because of this, a
mono-method qualitative approach will be used in this thesis.

4. Strategies
This layer in the onion proposes specific research strategies that can be used to answer the research
question. The main goal of this research is to study how managed service providers (MSPs) offering
IaaS are organized by understanding what is happening in the field of MSPs. This implicates an
exploratory research method [72]. Qualitative exploratory research is possible using several methods.
It is important to pick the proper method for your research and avoid a mismatch. Yin states that
five primary research methods can be used: case studies, history, archival analysis, surveys, and ex-
periments [73]. The research onion adds ethnography, grounded theory, narrative inquiry and action
research to the proposed methods by Yin. To keep the scope manageable, only Yin’s five primary
research methods will be discussed.

Given that IT infrastructure [24] and IT organizations [19] have been changing over time, a re-
search method focusing on history is not suitable. Furthermore, there is not much literature on the
organizational design of MSPs offering IaaS, so an archival analysis is impossible. In addition, control
of behavioral events is impossible due to the size of MSPs, making experiments impossible. This leaves
a survey or case study. A case study is appropriate when there is a lack of existing literature [74] and
matches the goal of this research, as case studies are used to develop theories [75]. When choosing a
case study as a research method, there are two options: a single case study focusing on a single case or
a multiple case study focusing on the similarities and differences between cases [75]. The main research
questions focuses on patterns across multiple MSPs, which implcates a multiple case study 1.

5. Time horizon
The research onion states that there are two times frames to perform research in. A cross-sectional
study in which the research focuses on a specific point of time (short term) or a longitudinal study
examining data over an extended period to perform a comparative analysis [69]. This thesis focuses
on finding patterns on organizational design at a specific point in time, making this a cross-sectional

1Due to data & time limitations a single interview was conducted per case

26



study.
The procedures and techniques used will be further explained in 4.4 and 4.3.

Validity
For case studies, as for all social science research methods, there are four validity tests: construct valid-
ity, internal validity, external validity, and reliability [73]. Internal validity only applies to explanatory
or causal studies [73]. As this study is exploratory, internal validity is not applicable.

Construct validity: can be defined as “identifying correct operational measures for the concepts being
studied”[73, p. 40]. Three often-used case study tactics are used to raise construct validity, two of
which are implemented in this research setup. First, multiple sources of evidence were used (interviews
+ documents). Secondly, the report per case is reviewed by the interviewee. There is no formal chain
of evidence, as an external observer will not observe the chain due to the project’s scope and the
supervisors’ time management.

External validity: can be defined as “defining the domain to which a study’s findings can be gen-
eralized”[73, p.40]. As this case study uses clear case selection criteria, replication logic can be used
as a tactic [73] to increase external validity. The domain to which the findings can be generalized is
the domain to which the case selection criteria apply.

Reliability : can be defined as: “demonstrating that the operations of a study – such as the data
collection procedures – can be repeated, with the same results”[73, p.40]. Tactics that can be used to
increase reliability are using a case study protocol and a case study database. The case study protocol
is further described in the methodology. Furthermore, a separate database was used for the raw data
(interview recordings in the Microsoft Teams environment of Leiden University) and the case reports
(Overleaf).

4.2 Case selection strategy

The case selection strategy for our multiple case study follows the replication logic proposed by Yin
[73]. When selecting cases for our multiple case study, the cases should “either (a) predict similar
results (a literal replication) or (b) predict contrasting results but for anticipated reasons (a theoretical
replication).” [73, p.54]. The replication logic enhances the reliability and generalization of multiple
case study findings by systematically comparing cases for consistent or contrasting results [73].

For our research, this means that to validate the patterns of a managed service provider (MSP) that
actively manages infrastructure services, contrasting cases are needed, which produce an anticipated
different result (theoretical replications). The contrasting cases in our research do not actively manage
the infrastructure service they offer. The findings in these should support the conclusions of the
MSP cases. Furthermore, the theoretical replications should be used to confirm the new theoretical
insights found in this exploratory study, enhancing the quality of the new theory [73]. The theoretical
replications should not differ in other aspects

This implicates MoSCoW selection criteria given below:

• Must have:

– Scale of operations: The organization must host 600 or more applications. This threshold
is chosen to be able to compare organizations to the host organization (SCC-ICT);

– Agile and DevOps adoption: The organization must have implemented an Agile or DevOps
way of working;

• Should have:

– Managed services capability: Organizations should deliver managed infrastructure services.
This is the differentiation factor leading to literal and theoretical replications and therefore
a should have.

• Could have:
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– Sector similarity: organizations operating in the public sector, similar to the host organiza-
tion, are given preference;

– Business to Business (B2B) orientation: organization that operate B2B are given preference;

– Scaled Agile Framework (SAFe) or Large Scale Scrum (LeSS): organizations using SAFe or
LeSS are considered valuable sources of insight;

– Hybrid application landscape: Organizations with a hybric application landscape are of
particular interest. Nevertheless, companies with purely modern application environments
may also provide innovative practices in organizational design.

In total, approximately 30 companies were contacted, all within the Netherlands. Before contacting
the cases, as much online research as possible was done on whether the selection criteria were met.
Furthermore, before an interview was held, there was a 15 to 30-minute introduction meeting with
most interviewees to explain the goal of the interview and see whether an organization met the case
selection criteria. In total, 16 interviews were held, of which 14 companies met all selection criteria.
The cases are named using the alphabet.

4.3 Data collection: interviews and artifacts

The interviews should lead to a dataset from which exploratory insights can be concluded. Since
the research is about organizational design, few exact variables can be measured. Furthermore, the
researcher has deepened his knowledge of organizational design, but at the start of the interviews,
he could still be considered a beginner on this subject. Therefore, a semi-structured interview in
which themes can be covered in a conversational style where there is room for the interviewee to
provide information not anticipated by the researcher seemed most suitable. Furthermore, a semi-
structured interview is best when wanting to know the reason behind choices [76], which is essential
to understanding why organizations are organized the way they are.

The first step in creating the interview guide was determining which categories would be used.
For this, the literature presented in 2.3 was critical. First, the categories of the STAR framework
were used: strategy, capabilities, structure, processes, rewards, and people. Questions were created
for each category. After careful consideration, it was concluded that obtaining precise and reliable
information regarding rewards would be challenging. It is uncertain whether interviewees would be
willing to disclose their salaries or additional benefits, let alone those of their colleagues. This makes
it difficult to form an accurate understanding of the reward structure in the case of organizations.
Therefore, rewards have been excluded from the interview guide and the remainder of the thesis.

Furthermore, the People dimension of the Star framework includes recruitment and selection, train-
ing, performance management, and organizational culture [11]. To ensure the research remains focused
and manageable, the elements related to recruitment and selection, training, and performance man-
agement are excluded from this thesis. These components primarily pertain to the execution of human
resource strategy, which falls outside the scope of this study. Moreover, the capability dimension al-
ready captures the essential competencies required within the organization, which sufficiently addresses
the relevant aspects of this research. In contrast, the culture component is retained as a minor part of
the interview guide, as it offers valuable insights into the broader organizational context. Additionally,
security is essential in IaaS [77] and has an influential impact on organizational design. Therefore,
security is added as a category in the interview guide. The following categories were used in the
interview:

1. Structure

2. Strategy

3. Capabilities

4. Processes

5. Culture

6. Security
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The literature review also presents an organizational design framework with 4 phases: preliminary
analysis, strategic design, operational design, and implementation. As this thesis focuses on measuring
organizational design at a specific point in time at the case companies, the phases are not applicable
during the interview phase. However, in the interview, strategy, structure, and capabilities (strategic
design, phase 2) are handled before processes, culture, and security (operational design, phase 3).

The final version of the interview guide is included in the Appendix . During the interview,
the interviewee is asked to create or deliver a visualization of the organizational structure. This
visualization is added as an artifact to the data. The questions in the interview guide are used to
determine the role of the teams in the structure so that a proper analysis can be performed later.
Other categories consist of solely questions.

The interview guide was shared after the introduction meeting and before the interview, the inter-
viewees often requested it. After a few interviews, sending the questions beforehand became standard,
as it was asked in every introduction meeting. During the interviews, it became apparent that people
could speak freely, and interviewees could be considered informants or experts [73]. To further avoid
socially desirable answers, interviews were scheduled with a single interviewee. However, in three in-
terviews, the interviewee had invited a colleague. In two of these interviews, the interviewees worked
closely together for multiple years, and the researcher did not get the impression socially desirable
answers were given. In the third interview, a second interviewee joined for part of the interview (ap-
proximately 30 min), which gave the researcher multiple views. The fact that the second interviewee
was not present the whole time ensured a minimization of socially desirable answers.

In total, the 14 interviews took 1205 minutes, and 1123 pages of transcripts were obtained. The
interviews were held from 24 July 2024 to 22 October 2024. Interviews took 60 to 120 minutes and
were video and audio recorded. The duration varies due to the interviewee’s availability. Furthermore,
a summary of the interview was sent to the interviewee for feedback.

4.4 Data analysis: visual mapping

After the interviews, a dataset consisting of transcription and organization visualization was available.
It was decided that the transcriptions would not be coded, as the high-level answers could be deduced
from the transcripts. Coding the transcripts would only offer a small extra amount of insight as the
interviewees answered the questions clearly. In addition, labeling does not match the exploratory
nature of this research, where the interest is in high-level findings and not in small details. Instead
of labeling the transcriptions, the interviews were all replayed, and transcriptions were read. While
doing this, the information was used to create an overview per case in which information on the
six categories of the interviews is presented. Afterward, another round was conducted to determine
whether findings in one case were present in another case. Creating this overview was sufficient to find
matching patterns across cases.

The visualization created by the interviewee and the information on the role per team were used
to create a new structure based on the team configurations. This was done using visual mapping.
Visual mapping utilizes graphical forms enabling the presentation of large amounts of information in a
compact space and serves as an effective tool for developing and validating ideas in theory development.
Visual mapping can also be used to compare and synthesize multiple visuals to create a broader theory
[78]. This makes it ideal for creating patterns in which the structure visualization will be essential.

The researcher was already familiar with the team configurations used in the visualizations before
the interviews, so he knew when he had enough information per team to determine the configuration.
When the new structure based on the configurations was created, the interviewee checked whether the
right configurations were chosen.

The overviews per case are analyzed and used to create a model presented in the discussion to
answer the three research questions. The model consists of patterns, team configurations within these
patterns, and an overview of critical factors per pattern. A pattern is a high-level description of a
group of cases with similar characteristics. The team configurations use the team topologies model but
focus on the high-level configurations, and the critical factors can be used to determine which pattern
is suitable for an organization. When the overview per case was finished, it became apparent that
groups could be formed based on the organizational structure. Cases with similar structures form the
basis for a pattern. Furthermore, the frameworks of cases were compared to see in which pattern they
would fit. Other high-level similarities and differences are clearly explained in the Appendix .
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5 Results

The results of the multiple case study described in the previous chapter are presented in this chapter,
with a detailed case report provided for each organization. A total of 16 interviews were conducted at
16 organizations. In one of the interviews, it became apparent that the organization did not meet the
case selection criteria. In another interview, not enough information was obtained to include the case
in the research. Therefore, 14 cases will be presented in the results section. In total, the 14 interviews
took 1205 minutes, and 1123 pages of transcripts were obtained. The interviews were held from 24
July 2024 to 22 October 2024.

5.1 Overview of collected cases

Table 2 shows an overview of the collected cases:

Table 2: Description of collected cases

Case Sector Organization
size

Number of
applications

Customer Type of
offering

Public
or pri-
vate
services

Role of intervie-
wee + (experi-
ence in role)

A Utility \ Energy Small 500-600 Internal Standard Public Lead Architect
platform infras-
tructure (7y)

B IT services Small 1000 Internal Standard Both Services director
(7y)

C Utility \ Energy Medium 1100 Internal Standard Both Release train
engineer &
Product man-
ager (3.5y)

D Government Medium - Commercial Standard Private Account man-
ager (3y)

E Government Medium - Internal Standard Private Solution Archi-
tect (3y)

F Government Large - Internal Standard Private Advisor MT
DataCenter
Services (5y)

G Financial ser-
vices

Large 10.000+ Commercial Standard Both Chapter lead
(4y)

H IT services Large - Commercial Standard Both Enterprise Ar-
chitect (14y)

I Financial ser-
vices

Large - Internal Custom Both Solution Archi-
tect (13y)

J Government Medium 1100 Internal Custom Private Release train
engineer &
Technical Archi-
tect (15y)

K Manufacturing Large 2500 Internal Custom Private Domain Archi-
tect (1y)

L IT services Medium 600+ (50
large clients)

Commercial Custom Private Lead Architect
(8y)

M IT services Large - Commercial Custom Both VP Services
(2.5y)

N IT services Large - Commercial Custom Both Relation man-
ager & Sales
manager (7y)

In Table 2 cases are presented using the following variables:

• Sector: the sector in which the organization of the infrastructure department is active;
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• Organization size: the size of the infrastructure department. It can be either small (<50 em-
ployees or <5 teams), medium (50-150 employees or 5-15 teams), or large (>150 employees or
>15 teams). Size is solely based on the number of employees as the difference between workload
for public cloud and on-premises is too big. This is because an on-premises environment needs
people to care for the housing (the data center), which is not the case for a public cloud platform.

• Number of applications: the number of applications the infrastructure department hosts;

• Customer: the customer consuming IaaS. It can be either internal (within the same company)
or commercial (IaaS is provided as a commercial activity to an external client);

• Type of offering: The level of uniformity or customization in IaaS. Companies that offer stan-
dard IaaS focus on a uniform, one-size-fits-all service with limited customization designed to
suit general application needs. In contrast, companies that provide custom IaaS offer flexible
configurations and tailored solutions to meet specific application requirements, reflecting low
standardization.

• Public or private services: whether the infrastructure services are provisioned using public ser-
vices (from external vendors), private (on-premises data center) services, or both.

• The role of the interviewee: the role of the interviewee at the current organization and the number
of years of experience in this role. The entries with two interviewees had a single interview with
two interviewees simultaneously.
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5.2 Per case analysis

The rest of this chapter is organized into two distinct sections. First, a short description per category,
including an overview of that category, is given, and subsequently, the results per case are provided.

5.2.1 Introduction

The following categories are used to analyze the cases: structure, strategy, processes, capabilities, cul-
ture, and security. This is further explained in the literature review and methodology. This subsection
presents a description per category, including an overview of that category.

Organizational & team structure:
A visualization using the team configurations is given per case. Following the team topologies model,
there are four team configurations [49]:

1. Stream-aligned teams: Stream-aligned teams serve as the primary team configuration within
an organization. They are directly responsible for delivering value and are closely involved in
the continuous flow of change. The other team types exist primarily to support stream-aligned
teams in their activities.

2. Enabling teams: Enabling teams are designed to assist stream-aligned teams in achieving
rapid progress by facilitating significant improvements and helping them overcome obstacles
that require specialized expertise. To fulfill this role, enabling teams consist of specialists with
the necessary knowledge and skills to address domain-specific or technical challenges.

3. Platform teams: Platform teams deliver services that enable stream-aligned teams to operate
with complete autonomy.

4. Complicated-subsystem teams: Complicated-subsystem teams consist of Ph.D.-level special-
ists responsible for parts of the system that depend on deep, specialized knowledge.

More information on the configurations can be found in 2.3.4. It is important to note that new con-
figurations were identified in the interviews: the technology-component configuration and the process
configuration. These new configurations are sub-configurations of the stream-aligned configuration.
When a team is not one of these sub-configurations, a team will be visualized as a regular stream-
aligned team. The definition of these new configurations is further explained in the discussion section
6.5. The new configurations are already presented in the results section to present a complete overview.

The visualization of the structure per case is layered: teams offer services to the teams directly
above, below, behind, or in front. Furthermore, the actual names of the teams are replaced with
descriptive names to guarantee anonymity. In addition, the team size in the visualization is not linked
to the real team size. Lastly, the visualization per case uses the following color codes:

Figure 6: Team configurations color codes

Table 4 presents the team configurations identified in each case. Cells highlighted in green indicate
that the organization applies the corresponding configuration.
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Table 4: Team configurations per case
A B C D E F G H I J K L M N

Stream-aligned
Stream-aligned Technology-component
Stream-aligned Process
Enablement
Platform
Complicated subsystem

Frameworks:
A short description of the applied frameworks is given per case. Cases used either SAFe, Scrum, ITIL,
DevOps, worked project-based, or used a combination of frameworks. Furthermore, some organizations
work with an operations lead of the day: an operations engineer responsible for handling the operational
tasks of the day. This role can rotate among team members. In addition to this, interviewees were
asked to rank their organization on the COBIT maturity framework, which provides the following
maturity levels [79]:

• (1) Ad hoc: Everything happens ad hoc, there is no standardization at all.

• (2) Repetitive but intuitive: Repetitive tasks happen the right way, but there is no documentation
at all.

• (3) Defined: Processes and responsibilities are defined and documented.

• (4) Managed and measurable: Processes are not only defined, but include version control and
have specific checkpoints to verify that execution is correct. Risks to the business are identified,
documented and potentially mitigated. Vendor strategy and lifecycle management strategies are
used.

• (5) Optimized: Alerts are in place if the process is bypassed and management programs are in
place to continuously improve risks, risk mitigations and procedures.

Table 5 shows an overview of the frameworks and COBIT maturity per case. Case G uses the
Spotify model instead of the SAFe model.

Table 5: Applied frameworks per case
Frameworks A B C D E F G H I J K L M N
Maturity rating by interviewee 3 5 4 3 3 4 5 4 2 4 3
SAFe
Spotify
Scrum
ITIL
DevOps
Ops lead of the day
Project-based

Culture:
A short description of the culture is given per case. If the infrastructure department’s culture differs
from that of the rest of the organization, it will be included. Furthermore, interviewees were asked to
give a classification from 1-5 for agile attitudes, where 1: attitude is not visible at all, and 5: attitude
is visible across the whole infrastructure department. The following attitudes were used:

• Attitude toward learning spirit - “is the degree to which an actor evaluates openness and searches
positively for new things regarding their work in a digitally driven volatile, uncertain, complex
and ambiguous (VUCA) environment”[80, p.10].
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• Attitude toward collaborative exchange - “the extent to which an actor positively values trans-
parent work and sharing knowledge to solve problems by swapping information and ideas with
colleagues”[80, p.10].

• Attitude toward empowered self-guidance - “the extent to which actors positively value reflection
on themselves and their work processes, organize themselves, and take responsibility for their
work”[80, p.10].

• Attitude toward customer co-creation - “the extent to which an actor in a digitally driven VUCA
environment positively values being continuously oriented towards value for the customer and
staying in direct contact with them”[80, p.11].

Table 6 presents an overview of the classifications for the agile attitudes per case. Case F has two
classifications, the first for the agile part of the organization and the second for the non-agile part. The
agile attitudes of case N could not be included as there was no time to address them in the interview.

Table 6: Agile attitudes per case
Agile attitudes A B C D E F G H I J K L M N
Learning-spirit 4 5 3.5 4 4 2/4 5 5 4 3.5 5 3 4
Collaborative exchange 3 5 5 5 4 4/4 4 5 2 3 5 5 5
Empowered self-guidance 4.5 5 3.5 3.5 3 3/4 4 5 3 3 4 4 3.5
Customer co-creation 3 5 1 3 5 4/2 2 5 4 2 4 4 4

Security:
A short description of how security is organized is given per case. Interviewees were asked what could
be shared about the security organization, which led to high-level answers. Two patterns could be
identified. Firstly, the security team(s) offer consulting services to the rest of the organization, focusing
on creating a more secure product or implementing the latest regulations and guidelines. Secondly,
the development teams were ultimately responsible for creating a security product in all cases. Lastly,
in one of the cases, there is a separate security team focusing on audits. Note that no example security
patterns were presented in the interview.

Table 7 shows an overview of the security organization per case.

Table 7: Security processes per case
Security A B C D E F G H I J K L M N
Consulting
Responsible at team-level
Audits

Capabilities:
A short description of the capabilities used is given per case. No example capabilities were presented
in the interview, which is why the interviewees’ answers varied largely. Furthermore, if a cell is not
highlighted in green, this does not necessarily indicate the absence of the corresponding capability in
the case organization; rather, it reflects that the interviewee did not explicitly mention it. Table 8
shows an overview of the capabilities per case. The capabilities of case M could not be included due
to time constraints in the interview.
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Table 8: Capabilities per case
Capabilities A B C D E F G H I J K L M N
Advanced technical skills
Soft skills
Autonomous
DevOps
Passion for infrastructure
Distinction between a development
and operations profile
Mutli-domain expertise
SAFe/Scrum
Working in a changing environment
Automation skills
Diamond-shaped capability profile
per team
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5.2.2 Case A

Introduction: Case A is a large organization with approximately 800 IT employees working on the
application side. However, the infrastructure for these teams is provisioned through a single platform
team. This platform team offers two types of public infrastructure platforms. Case A focuses on a
strong standardized approach, where each application team is responsible for its infrastructure.
Role of interviewee: Lead architect public infrastructure cloud platform
Organization size: Small
Customers: Internal
Sector: Utilities
Strategy: (1) Modern technology landscape, (2) Build for change, (3) Innovate, (4) Great place to
work and (5) collaborate within the sector.
Maturity: Level 3
Structure:

Figure 7: Structure case A

Within the IT department of case A, there are two types of teams: application teams and an
infrastructure platform team. The application teams deliver applications to the business, while the
infrastructure platform team offers the infrastructure services that enable these applications. The
application teams are stream-aligned as they work on one clear stream and are the main type of team
adding value. The infrastructure team is responsible for offering the application teams two types of
infrastructure platforms.

There is a service desk where business users can reach the IT department. This is a skilled service
desk where approximately 80% of issues are solved by the service desk. The other 20% is directed to
the team responsible for the part of the system causing the problem.

Furthermore, architecture is the enabling team overarching the IT department. Lastly, a security
team enables both the infrastructure and the application teams.

Processes: The IT department of case A operates using the SAFe framework. Both the infras-
tructure and application teams work using Scrum and DevOps. The infrastructure platform team is
responsible for offering two public cloud platforms and has the capability to add more platforms. The
main responsibilities of the infrastructure platform team include:

• offering infrastructure services to the application teams
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• maintaining and updating the platforms to keep the platform secure and up-to-date with the
latest trends in the market and the requests of the application teams.

• providing a pipeline that the applications can use to request infrastructure services. This pipeline
should add security measures to the request to make the provided service secure.

• help the application teams with requesting services from the right public cloud platform.

The platform team has a dedicated person who is responsible for the operation of that day (the
go-to guy); this role is being rotated among team members. This means that every team member
should be capable of executing development and operational tasks. The go-to guy is monitoring issues
actively and can be reached via Slack by application teams to solve issues. Operational tickets are
handled using ITIL.

The application teams that consume the infrastructure services work using a DevOps approach,
i.e., the team is responsible for an application’s development and operational aspects. The operational
aspects include the infrastructure on which the application runs. Within an application team, one
or more infrastructure specialists are responsible for requesting and running the infrastructure. The
platform team is solely responsible for the operation on the platform level, i.e., keeping the platform
running, but not for the infrastructure services provided. In other words, the application teams
and platform team share the responsibility of running the infrastructure and are each responsible for
different aspects of the infrastructure.

The platform team has created a golden path to help the application teams with their infrastructure
operation. When the application teams follow the golden path while requesting the infrastructure, most
operational tasks are automated. For example, when the golden path is used, patching is automated.
When an application team chooses to deviate from the golden path, the added operational tasks are
their own responsibility. Furthermore, an application team can outsource its infrastructure tasks to
an external partner. Another option is to establish an infrastructure team within an agile release train
(ART). ARTs are structured groupings of agile teams that collaborate toward a shared goal or solution,
enabling coordinated and continuous value delivery. The infrastructure team within an ART at case
A can become responsible for requesting and running all infrastructure within the ART. Application
teams (or ARTs) should determine whether they would like to use one of the above options.

Using the platform-based way of working where application teams are responsible for requesting
and running their own infrastructure minimizes the number of handoffs. This is because of the fact
that requests are submitted and then executed automatically.

Capabilities: Teams within the IT department should operate as autonomously as possible. This has
as a consequence that within a team engineers should have both development and operational expe-
rience. Furthermore, as an application team is responsible for the infrastructure of their application
they should have an infrastructure specialist within their team. Everyone in the IT department gets
an obligatory training which includes the basis aspects of infrastructure.

To let the platform team function autonomously highly experienced (senior) engineers are needed
that are able to work on both development and operational tasks on two public platforms. The fact
that the platform team wants to be able to implement platforms from more vendors contributes to the
fact that a high degree of experience is needed.

All teams in the IT department follow Scrum and SAFe methodologies. These frameworks assign
distinct responsibilities to different managerial levels across the areas of people, processes, and tech-
nology. As a result, no single manager is responsible for all three domains. Case A has dedicated
managers for people, process and technology on all levels in the IT department. Even though this
transformation was made several years ago, the traditional managers ,handling people process and
technology, are sometimes still struggling in their new role.

Culture: Case A has an open culture where employees experience a lot of freedom. This has the
consequence that employees get the opportunity to try new solutions without being punished when
something goes wrong. Furthermore, employees get the opportunity to participate in training to learn
new things.

Agile culture
Attitude towards learning spirit: 4
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Attitude toward collaborative exchange: 3
Attitude towards empowered self-guidance: 4.5
Attitude towards customer co-creation: 3

Security: Each team is responsible for securing their product (infrastructure/application). This
means that engineers should not only be DevOps specialists, but they should be able to integrate secu-
rity into their products as well. When needed, they can use of consultancy services from the security
team. Furthermore, there is a SOC monitoring the security across the IT department.
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5.2.3 Case B

Introduction: Case B is a small organization operating as an IT service provider offering both on-
premises and public cloud. Furthermore, case B does not use a large-scale operating model, as all
infrastructure teams are clustered in a single platform. Each team is free to choose its way of working,
which is possible because of mature, self-managing teams.
Role of interviewee: Service director
Organization size: Small
Customers: Internal, final customer consuming application services is external.
Sector: IT services
Strategy: (1) Create best of breed products which are easy to integrate. (2) When a component is
used across multiple teams, services will integrate the components in their portfolio and offer it to the
whole organization. (3) When necessary create own tooling.
Maturity: Level 5
Structure:

Figure 8: Structure case B

Within the IT department of case B, there are two types of teams: customer-bound applica-
tion/software teams and shared services (platform) teams. The customer-bound application teams
offer application services to one customer. These teams have no direct involvement in developing
infrastructure services and solely request infrastructure services. Platform teams facilitate the appli-
cation teams in the infrastructure layer or other components used across application teams. There are
three infrastructure platform teams: Azure, AWS, and on-premise.

Case B does not use a service desk, as the application teams are in direct contact with the client.
Furthermore, people within the organization have an extensive network. This results in clear team
communication, as people know who to approach. Both architects and security specialists enable the
IT department to handle case B.

39



Processes: The infrastructure platform teams are each responsible for offering an infrastructure
platform. The main responsibilities of the infrastructure platform team include:

• offering infrastructure services to the application teams;

• maintaining and updating the platforms to keep the platform secure and up-to-date with the
latest trends in the market and the requests of the application teams;

• helping application teams in the request process of IaaS.

Each team within the IT department of case B is entirely self-managing and responsible for their
part of the system’s plan, build, and run phase. This requires a high maturity of all team members.
All teams work according to DevOps; within a team, all team members should be able to execute
all plan, build, and run tasks. ITIL processes are used for operational tasks. Application teams can
reach the services team on a Slack channel to address operational issues. Each team is responsible for
automating their (operational) tasks as much as possible. In case B, automating as much as possible
is important, and tasks should be automated instead of hiring a new employee.

In case B, no large-scale team coordination method, such as SAFe, is used. All teams within the
IT department, including services, work on a project basis. For the infrastructure teams, the projects
are the services requested by the application teams. As each team is self-managing, they can choose
their daily way of working. Some teams use methods similar to scrum.

Capabilities: To enable teams to operate autonomously and be self-managing, each application team
consists of an architect, operations manager, sales manager, and engineers. The sales manager is un-
necessary because the platform teams have solely internal clients. The service directors are responsible
for the platform teams and act as operations managers across the platform teams. Another important
factor for self-managing teams is the maturity of the team members. On average, case B does not hire
employees with less than 10 years of experience in their sector. Case B states that non-technological
skills are at least as important as technological skills when selecting new employees.

Culture: Case B has a culture in which individual employees are highly responsible for daily op-
erations and problem-solving tasks. This enables self-managing teams. Another important aspect of
the culture is that Case B is a flat organization without strong hierarchical management structures.

Agile culture
Attitude toward learning spirit: 5
Attitude toward collaborative exchange: 5
Attitude toward empowered self-guidance: 5
Attitude toward customer co-creation: 5

Security: The self-managing teams are responsible for their security. Each team has an engineer
who takes on the role of security lead and is the team’s connection to the security team. The security
team is responsible for security across the whole IT department. If necessary, this team offers consul-
tancy services to other teams. Furthermore, the security team is responsible for tooling and reports.
Lastly, an audit team handles the audits across the IT department.
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5.2.4 Case C

Introduction: Case C is a medium-sized company in the utilities sector that offers two types of in-
frastructure environments to application teams within the same organization: on-premises and public
cloud. It underwent an agile transformation several years ago and now uses the SAFe framework with
high maturity, which gives it the flexibility needed to adapt to its changing market.
Role of interviewee: Product manager and Release train engineer
Organization size: Medium
Customers: Internal
Sector: Utilities
Strategy:
Maturity: Level 4
Structure:

Figure 9: Structure case C

Case C offers two types of infrastructure environments: on-premises and public cloud. The public
cloud environment consists of multiple platforms, each offering a vendor enabled by a cloud business
office. The cloud business office enables the public cloud platforms by offering onboarding, FinOps,
security guidelines, and consultancy. The on-premises environment consists of two platforms: the data
center and the hosting layer of the infrastructure. The datacenter layer offers services to the software
layer and directly to the client. These two platforms consist of stream-aligned technology-bound
DevOps teams.

A monitoring and architecture team enables the platforms. The monitoring team consists of spe-
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cialists and offers services to the on-premises and public cloud platforms. Furthermore, there are two
types of security teams, both enabling the platforms. First, an infrastructure security team offers
security services to all the other infrastructure teams. Second, a security team that oversees the whole
organization and provides the necessary guidelines and tooling.

There is a service desk. However, this is not a service desk specific to the infrastructure layer.

Processes: The IT department, in case C, operates using the SAFe framework. The teams visualized
in Figure 9 are all part of the same agile release train (ART) (except from high-level architecture and
the second security team). A scrum master and product owner manage the teams within the ART.
On the ART level, a product manager and architect are responsible for the product, a release train
engineer is responsible for the ART processes, and a chapter lead is responsible for human resources.

Both the stream-aligned and platform teams work according to DevOps. No clear distinction exists
between development and operations within one team, engineers are expected to do both. Case C does
not expect engineers to be able to do both. Both types of teams should operate as autonomously as
possible.

This ART delivers the services to other ARTs working on applications that need IaaS. The in-
frastructure services are mostly delivered via one of the platform teams or one of the teams in the
on-premises platform. However, when the infrastructure service runs, the application teams need su-
pervision from the infrastructure teams to keep their service running; i.e., the application teams score
low on infrastructure maturity. The operational tickets are handled using the ITIL processes.

Capabilities: Case C highlights that IT infrastructure engineers have different capabilities than
application engineers. Because of this, scrum masters and product owners for an IT infrastructure
team need other capabilities. In general, infrastructure engineers have a strong passion for their dis-
cipline, and it is essential that the scrum master and product owner at least understand this passion.
In case C, there have been mismatches between application business owners and an infrastructure team.

Culture: In case C, there is an engineering culture where the engineers (and teams) should oper-
ate autonomously. Because of this, there is a high level of responsibility at the individual level. The
engineers (and teams) take this responsibility very seriously.

Agile culture
Attitude toward learning spirit: 3.5
Attitude toward collaborative exchange: 5
Attitude toward empowered self-guidance: 3.5
Attitude toward customer co-creation: 1

Security: All teams within the ART are responsible for their own infrastructure. When needed,
teams can make use of the consultancy services of the infrastructure security team. Furthermore,
there is a second (higher-level) security team providing guidelines and tooling across the whole IT
organization.
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5.2.5 Case D

Introduction: case D is a medium-sized government institution offering on-premises to external cus-
tomers. Furthermore, case D has clear layers in the structure which are similar to the cloud and does
not use a large scale operating model. Case D is able to work effectively without a large scale operating
model, because of the maturity of their teams.
Role of interviewee: Relation manager
Organization size: Medium
Customers: Commercial
Sector: Government
Strategy: Modern, sustainable, reliable IT infrastructure by using generic building blocks in a cost-
effective way.
Maturity:

Structure:

Figure 10: Structure case D

Case D has clear layers in its organizational structure, similar to the layers of the cloud. The
bottom layer, housing, offers data center services to the IaaS layer. This layer consists of one team.
As the housing team offers its (self) service to the teams in the IaaS layer, it can be seen as a platform
team. The IaaS layer consists of 5 technology-bound teams forming the IaaS platform. The next layer
is the platform as a service (PaaS) layer. This layer consists of two platform teams, each offering their
own platform. Customers of case D can request each layer as a separate service.

Case D has a clear team responsible for the processes around bringing in clients. This is a single
team: the customer acquisition & service delivery team. This team is supported by relation manage-
ment (not in the visual) and is responsible for the client’s request up until the provision of the service.
The clients have no direct contact with teams below the service delivery team. When the service
is provisioned, the operations center becomes responsible for the operational tasks. The operations
center also functions as a service desk responsible for operational security and monitoring.

Furthermore, a security team facilitates the PaaS and IaaS teams when they need security consult-
ing. Architecture and Governance are the enabling teams supporting case D.

Processes: Case D does not use a large-scale team operating model such as SAFe. The teams work
using Scrum and DevOps. The teams are responsible for the operations of the service they provision.
The engineering teams have dedicated scrum masters and product owners per layer. Furthermore,
there is a division manager per layer. There are no client-specific projects as case D tries to operate
using standard building blocks where possible. The operational processes are implemented according to
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ITIL. Case D wants to optimize its processes as much as possible using standardization and automation.

Capabilities: Case D notices that the discipline of IT infrastructure, on average, requires medium-
high to high education. However, it mentions that the level of education is not always decisive and
runs traineeships on all levels. Furthermore, it is interested in whether an engineer has a developer or
operations profile but mentions that the education level does not differ between the two. The devel-
opers are the largest group within case D.

Culture:

Agile culture
Attitude toward learning spirit: 4
Attitude toward collaborative exchange: 5
Attitude toward empowered self-guidance: 3.5
Attitude toward customer co-creation: 3

Security: Each team is responsible for securing its product (infrastructure/application). This means
that engineers should be DevOps specialists and able to integrate security into their products. The
security team within the operations center monitors security across the IT department, and a second
security team facilitates the DevOps teams’ security issues.
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5.2.6 Case E

Introduction: Case E is a medium-sized government institution offering on-premises (outsourced
data center) services to internal and external customers. The main focus is on internal customers.
Furthermore, case E operates using the SAFe framework, scrum, and DevOps.
Role of interviewee: Systems architect
Organization size: Medium
Customers: Internal
Industry: Government
Strategy: Strategy of case E is strongly dependent on other governmental agencies. Furthermore,
case E hosts applications that have a critical social role, making any changes inherently risky.
Maturity: Level 3
Structure:

Figure 11: Structure case E

Case E outsources the data center layer to external parties. Furthermore, it offers three platforms:
a traditional server-based platform, a container platform for internal use, and a container platform for
external clients.

The server-based infrastructure is built on top of the Datacenter 1 platform. Datacenter 1 offers
housing and compute, storage, and networking. Case E requests environments from Datacenter 1
that require minimal team customization efforts in the server-based platform. The networking team
connects components or (sub)systems if necessary. Furthermore, the infrastructure as code team
automates the provisioning of the services. Moreover, the infrastructure services team is responsible
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for managing the services provisioned by the data center and is the point of contact when the services
are provisioned to internal users. The three teams within server-based infrastructure can not all be
mapped to the same sub-configuration. Therefore, they are visualized as“regular” stream-aligned
teams.

The internal container platform team is built on top of the server-based infrastructure. Case E is
trying to use the container platform when possible. Furthermore, there is a service desk for internal
users. This skilled service desk tries to solve problems before diverting them to the other internal
teams.

The container platform for external users is built upon the services of another data center. The
container platform team focuses on offering and maintaining the platform to external users.

The connection team provides the platform with the necessary cross-platform connections. Fur-
thermore, the architecture and security teams enable the internal teams.

Processes: The IT department of case E operates using the SAFe framework. Within the depart-
ment, there are multiple agile release trains (ARTs). One of these ARTs focuses on IT infrastructure.
Approximately 110 people work within this ART. The structure above visualizes the ART. The in-
frastructure ART is optimistic that the rest of the organization works in the same rhythm. This is
because SAFe and sprints are used throughout the whole IT department of case E.

The ART teams operate using Scrum, each with a dedicated Scrum master and product owner.
Furthermore, the teams work according to DevOps. Each team is responsible for operating its part
of the system, and the external data centers are also responsible for their operation. Case E focuses
on easy integration between them and the external data centers. One crucial pillar is collecting and
clustering requests before sending them to an external party.

Teams within the art should automate where possible and do as little custom-based work as pos-
sible; standardization is key. Furthermore, teams within the art are responsible for their automation.
Lastly, at the ART level, the product manager, release train engineer, and systems architect are re-
sponsible for the direction/strategy of the ART as well as the people, processes, and technology within
the ART.

Capabilities: Within the teams of case E, it is important to have in-depth knowledge of a required
technology domain; however, engineers should also be able to work in other domains (T-shape profile).
Engineers should be eager to develop their technical and soft skills, which requires a flexible profile.
Furthermore, case E believes it is important to identify two types of engineering profiles: development
and operational engineers.

The product manager, release train engineer, and systems engineer at the ART level should have
clear communication skills to function as a trinity.

Culture: The culture of the whole organization of case E is exceptionally open and transparent.
Furthermore, case E is a flat organization. The culture of the infrastructure ART differs a bit from
most ARTs within the organization. The infrastructure ART supplies the “track” where the other
agile release trains can ride. This makes the role of the infrastructure ART more facilitating than most
ARTs.

Agile culture
Attitude toward learning spirit: 4
Attitude toward collaborative exchange: 4
Attitude toward empowered self-guidance: 3
Attitude toward customer co-creation: 5

Security: The DevOps engineering teams are responsible for their security, so they contain the neces-
sary security specialists. Furthermore, security is configured at all levels of the organization. Security
teams at the ART level and audit teams offer services to the entire organization. Likewise, an SOC
and a security team focus on governance and regulation. Most security teams offer services to the
engineering teams within the ARTs.

Security is a serious theme within case E, and multiple teams often have similar tasks. These teams
take the same set of tasks seriously, usually resulting in multiple layers of security.
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5.2.7 Case F

Introduction: Case F is a large organization (approximately 900 employees within the infrastructure
department) with a strong focus on the private cloud. Furthermore, it has a small number of appli-
cations running on the public cloud. The private cloud environment consists of multiple platforms.
Role of interviewee: Advisor datacenter services
Organization size: Large
Customers: Internal
Industry: Government
Strategy: Could not be shared
Maturity: Level 3
Structure:

Figure 12: Structure case F
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The structure of case F is layered, where all teams are within the infrastructure department of case
F.

The bottom layer is the data center of case F, where the hardware components are managed. This
layer functions as a platform for the basic infrastructure services platform, which forms the basis for
all customer services. Basic infrastructure services consist of technology component teams and are
enabled by a dedicated security and service management team.

Case F offers two types of services: generic and customized. Each service has its stream, and
both streams use the platform basic infrastructure services to create their service. The generic and
customized services form the basis for the hosting and integration platforms. Four types of platforms
are offered to the customers, each with its own team. Furthermore, the integration team integrates the
system’s components. Lastly, one of the platforms has an enablement team that helps clients make
use of the platform.

Case F also offers workplace services within its organization, which are part of its infrastructure
department. The workplace platform consists of multiple stream-aligned teams. Furthermore, Case F
provides a public cloud platform for a few applications. The public cloud platform is enabled by an
enablement team that helps clients use it. Furthermore, a multidisciplinary FinOps team takes care
of the finance part of the public cloud.

Processes: Because case F is such a large organization, teams have some freedom regarding which
processes they think suit them. For example, the workplace services team uses SAFe, as this team has
a clear end-user and is closely connected to the end-user. Most teams operate using DevOps practices.
Furthermore, some teams use Scrum or Kanban. Within Case F, the processes are mainly determined
per department.

Case F uses traditional managers involved in people, processes, and technology throughout the
entire infrastructure department. This results in responsibilities being taken away from scrum masters
and product owners, as some responsibilities are allocated twice.

Capabilities: Case F emphasizes that you need strong technical skills for both the development
and operation sides of infrastructure, as well as soft skills, such as the ability to communicate effec-
tively with your fellow engineers. Furthermore, employees within case F should be able to work in an
ever-changing environment and have automation skills.

Culture: The culture within case F can be described as trustworthy. However, people find tak-
ing risks difficult due to the large number of internal checks. The large number of internal checks and
the high standard can make it difficult to take risks. Another cultural aspect is the can-do mentality,
where local heroes are often needed to solve the hardest problems. Within case F, people are dedicated,
especially in times of crisis. Lastly, when the culture of the infrastructure department is compared to
the culture of the application department, the infrastructure department scores higher on engineering
culture than the application department.

Because of the fact that case F has teams which work in an agile way and teams that use a more
traditional way of working the agile attitudes were determined for both type of teams.

Agile culture: traditional way of working
Attitude toward learning spirit: 2
Attitude toward collaborative exchange: 4
Attitude toward empowered self-guidance: 3
Attitude toward customer co-creation: 4

Agile culture: Agile way of working
Attitude toward learning spirit: 4
Attitude toward collaborative exchange: 4
Attitude toward empowered self-guidance: 2
Attitude toward customer co-creation: 2
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Security: The technology component teams are responsible for their security; however, each depart-
ment has a dedicated security team. This team can consult the departments’ teams on implementing
the security requirements. Furthermore, there is an overarching security team focusing on governance
and guidelines.
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5.2.8 Case G

Introduction: Case G is a large international company in the financial services industry. It uses
both public and private clouds. The private cloud consists of a traditional server platform and a
container platform. Furthermore, the infrastructure services are offered internally to the application
teams within the IT department.
Role of interviewee: Chapter lead
Organization size: Large
Customers: Internal
Sector: Financial services
Strategy: Provide a foundation to build assemble and operate modular propositions
Maturity: Level 4

Structure:

Figure 13: Structure case G

Case G offers both on-premises and public cloud IaaS. The interview focused on the on-premises
situation; the public cloud platform was not discussed in depth in the interview. Nevertheless, it is
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still essential to visualize the structure. The on-premises IaaS can be split into a container and a
traditional (server-based) IaaS platform.

The IaaS platform consists of technology-bound teams. The teams within IaaS build their services
upon the services of the data center & network layer/platform. The automation team is an enabling
team. This team handles automation for the IaaS and container platforms, reducing their cognitive
load. The automation does not require Ph.D.-level knowledge and, therefore, is not a complicated
subsystem team. Furthermore, there is a cyber-security team within IaaS. This team ensures the
end-product of IaaS is secure and facilitates the other teams with security consulting.

There is a separate stream for API & orchestration. This stream is responsible for integrating
the product, as well as high-level automation and orchestration. Furthermore, a non-skilled service
desk directs the issues to the right team. Lastly, all visualized teams are enabled by architecture and
transformation. The transformation team is responsible for non-technical transformations within the
organization.

Processes: Case G has implemented the Spotify model. The Spotify model mainly prescribes how to
structure an organization, whereas SAFe complements this prescription with more detailed processes.
Therefore, case G needs autonomous teams guided by a chapter lead on the people aspect, and a tribe
leads on the process and technology aspect. This is correctly implemented within case G.

The technology-bound teams within the IaaS platform work according to DevOps and Scrum pro-
cesses. Consequently, the teams within IaaS are responsible for operating their part of the provisioned
service. Within most teams, a go-to-guy is used, who is responsible for the operational tasks of that
day/week and has an exemption for the scrum tasks that day/week. This role rotates across team
members. However, not all team members are obliged to be a go-to guy. The operational processes are
implemented according to ITIL. Lastly, each team has a dedicated scrum master and product owner
who needs to be mature and experienced to function correctly within the Spotify framework. The
Spotify framework states that one manager should no longer be responsible for people, processes, and
technology. Instead, these three items should be divided among dedicated managers.

Capabilities: Case G amplifies that having a diamond-shaped capability profile per technology-
bound team is essential. The diamond shape refers to the number of juniors (low), mediors (medium),
and seniors (low) within a team. When selecting new employees, case G searches for employees with
the following capabilities: collaboration, market focus, problem analysis, performance expectations &
motivation, and organizational sensitivity apart from the technical capabilities.

Culture: Case G has a culture in which everyone is treated equally, and its workforce is diverse.
Furthermore, the culture within the infrastructure department is different from the culture of the soft-
ware department. This is mainly visible in higher cohesion in the infrastructure department.

Agile culture
Attitude toward learning spirit: 5
Attitude toward collaborative exchange: 4
Attitude toward empowered self-guidance: 4
Attitude toward customer co-creation: 2

Security: Each team is responsible for securing its product (infrastructure/application). This means
that engineers should not only be DevOps specialists but also be able to integrate security into their
products. The security team within IaaS facilitates the other teams with security consulting if neces-
sary. Furthermore, they check whether the provided services are secure.
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5.2.9 Case H

Role of interviewee: Enterprise architect
Introduction: Case H is a very large IT service provider offering multi-cloud (public & private cloud)
as a commercial activity. Case H does not focus on a single customer segment but provides services
across all customer segments. This results in a broad portfolio of services.
Organization size: Large
Customers: Commercial
Industry: IT services
Strategy: Could not be shared
Maturity: Level 5

Structure:

Figure 14: Structure case H
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Case H is a very large organization because of this, the structure focuses on a high-level overview.
There are clear layers in the structure of Case H. The bottom layer is the data center layer, which
functions as a platform for the layers above. On top of the data center layer are multiple technology
component streams. There are separate streams for each technology domain, as knowledge across
domains varies widely. Within these streams, agile teams work on delivering their part of the technology
stack.

Above the technology streams is the platform standard services. This platform offers the technology
components as a service to the different streams above. These are the four customer-bound streams and
the internal infrastructure platform, which is used to provide infrastructure services to the internal
IT organization. The customer-bound streams each focus on a separate customer segment and are
responsible for offering the infrastructure to the customer. The work of the streams containing larger
clients involves more custom-based work.

Above the customer streams is a service desk consisting of two types of service desks: one focusing
on generic/standard services and the other on larger clients with customized services. Lastly, archi-
tecture and security enable the infrastructure department of case H.

Processes: Case H operates using SAFe in combination with scrum DevOps teams. However, case
H emphasizes that when projects become capital-intensive, scrum and a short cycle way of working
are no longer effective. When short cycles are used in the processes, the project becomes too sensitive
to lateral steering. Because investments within IT infrastructure become capital-intensive quickly due
to high prices for new hardware, not all projects are suitable for scrum. When case H implements
capital-intensive projects, the goal is to let their clients consume the service in an agile way, without
approaching the project in an agile way.

The operational processes of case H start at the skilled service desk. Only when the skilled service
cannot solve the problem are the DevOps component streams are involved in solving the problem.
The success rate of solving problems at the service desk is relatively high (>80%). The operational
processes of case H are implemented according to ITIL.

Capabilities: As case H works with streams per technology domain, the engineers in these streams
need deep knowledge of their technology domain. The agile way of working within these streams re-
quires not only a high level of technological skills but also interpersonal and soft skills. The engineers
within the streams had to increase their interpersonal skills.

The managers of a stream are mostly people managers. This is because it is hard to acquire people
with both management and technology skills. Furthermore, according to SAFe, managers should not
be too involved in technological decisions.

Culture: The culture within case H changed when it started working according to SAFe and Ag-
ile. The biggest switch was for engineers who suddenly needed to be involved in customer contact.
Case H is currently trying to raise its customer intimacy, however notices that people with both tech-
nological skills and people skills are hard to find. Furthermore, case H notices that switching to an
agile culture for capital-intensive projects is difficult.

The agile culture variables are given for the part of the organization that works in an agile way.

Agile culture
Attitude toward learning spirit: 5
Attitude toward collaborative exchange: 5
Attitude toward empowered self-guidance: 5
Attitude toward customer co-creation: 5

Security: Within case H, there are teams focusing on helping the clients become more secure and
teams focusing on making the internal organization more secure. Both are forms of security consulting.
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5.2.10 Case I

Introduction: Case I is a medium-sized organization operating in financial services. Case I offers on-
premises and public cloud environments, however, case I is currently fully transitioning to the public
cloud. Furthermore, the infrastructure services are offered internally to the application teams within
the IT department.
Role of interviewee: Solution Architect
Organization size: Medium
Customers: Internal
Industry: Financial services
Strategy: Cloud first
Maturity: Level 4
Structure:

Figure 15: Structure case I

Case I offers on-premises and public cloud environments. The data center layer for the on-premises
environment is outsourced to an external service provider and functions as a platform for the on-
premises stream. The on-premises hosting layer consists of multiple technology-bound teams. These
teams do not have the coherence to function as a platform. Therefore, the on-premises environment is
drawn as a stream instead of a platform.

The public cloud environment consists of multiple platform teams. In case I, two types of Azure
platforms and an Openshift platform are offered as a service.

Architecture and monitoring enable the on-premises and public cloud teams. Furthermore, the IT
service management department offers enabling services in different aspects: governance, service man-
agement tooling, requirement management, security, orchestration, and high-level automation. Lastly,
a semi-skilled service desk outside the infrastructure department offers services to the infrastructure
department. The service desk is able to solve workspace related issues and routs other issues to the
right teams.

Processes: Case I has not yet implemented a large-scale operating model. Currently, it is trying
to implement SAFe. However, entry-level maturity still has to be reached. Both the on-premises and
public cloud teams operate using DevOps and Scrum. Each team has dedicated product owners and
scrum masters, and each team has a go-to guy for operations.

Case I is trying to standardize as much as possible. However, sometimes applications require
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customized infrastructure. When application teams require more access to the infrastructure, this is
possible with the necessary training. Furthermore, Case I is trying to move as many of its applications
as possible to the public cloud. Consequently, the focus is more on the public cloud platform teams
than the on-premises teams.

Capabilities: The public cloud teams, especially the Azure teams, require multidisciplinary skills
from the engineers. In other words, engineers should be able to work with more than one technology
component. This knowledge does not stretch across all technology components and does not have
to be in-depth. The technology component teams (on-premise) require in-depth knowledge within a
technology domain.

Furthermore, the infrastructure customers (the application teams within the organization) can get
more rights and access to their infrastructure environment. This requires the application teams to
perform infrastructure training, after which upgraded rights and access are provided.

Culture: On average, engineers are experts within their technology domain or platform. However,
they struggle to transfer this knowledge to other teams when necessary. The employee’s safe space
is mainly within the team and not so much outside of the team. Furthermore, the fact that there is
such a strict line between the on-premises and public cloud environments in terms of organizational
structure and required mindset makes it difficult to connect engineers across the two environments.

Agile culture
Attitude toward learning spirit: 4
Attitude toward collaborative exchange: 2
Attitude toward empowered self-guidance: 3
Attitude toward customer co-creation: 4

Security: All teams are responsible for their security. However, when teams need security consul-
tancy, the security team within IT4IT can provide such services. Furthermore, teams need to request
exceptions from the security team.
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5.2.11 Case J

Introduction: Case J is a medium-sized government institution offering on-premises cloud to internal
customers. It is in an ongoing agile transition that has not yet been successful. Currently, Case J is
trying to implement the SAFe framework.
Role of interviewee: Technical architect & Release train engineer
Organization size: Medium
Customers: Internal
Industry: Government
Strategy: The strategy is to simplify and shrink the application landscape, outsource generic ICT
activities, maintain a top quality level, and ensure conscious compliance.
Maturity: Level 2

Figure 16: Structure Case J

Case J performs its housing layer in collaboration with another government body. It is responsible
for its own rackspace, servers, etc., within the data center. The housing layer functions as a platform
for case J’s on-premises layer.

The on-premises layer is visualized as a stream, as the technology-bound teams within the stream
do not function as a platform. This is explained further in the process section. The Openshift platform
is maintained by an external partner and tailored to case J.

On top of the platforms are the workplace, integration team, and security department. The secu-
rity department has a SOC, a hacktest team, and an identity and access management team. There
is another security team focusing on consultancy services across the IT department. The security
consultants and architects enable all teams. Lastly, a skilled service desk is used across the whole IT
department.
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Processes: Case J has not yet (fully) implemented a large-scale operating model. Currently, it
is trying to implement SAFe. The agile transformation within case J started long ago and has not
yielded success yet. At the beginning of the transformation, traditional technical team leads were given
the label product owner, and some teams were given a scrum master. People were expected to start
working agile without any training suddenly. Case J is currently trying to start raising the maturity
level of the scrum methodology. However, the maturity level varies largely across teams. Case J is
aware that to implement SAFe, a higher agile maturity is needed first.

The technology component teams work using DevOps. Within the teams, there is a go-to guy for
operational tickets. The operational processes are implemented according to ITIL. The technology
component teams do not function as a platform, as the automation grade is insufficient. Furthermore,
the application teams often use shortcuts to get their product faster. This results in a high number of
customized tasks and ad hoc work, which is not in line with the platform philosophy.

Within case J, the maturity of product owners and scrum masters must be raised to let the scrum
framework function properly. Furthermore, case J still uses traditional managers who are involved in
people-process technology. This means there is an overlap between the responsibilities of the tradi-
tional manager and the product owner or scrum master.

Capabilities: As case J is still implementing Scrum and SAFe properly, it is looking for capabil-
ities to upgrade its maturity level for these frameworks. This means case J is letting its employees
participate in Scrum and SAFe training. One of the short-term goals of case J is to give each team a
dedicated scrum master and product owner, with proper training, to let teams function properly.

Culture: The culture within case J can be described as free in multiple aspects. Engineers have
a lot of freedom; however, this is also due to absent guidelines from (higher) management. This al-
lows engineers to implement their roles and make the technical decisions they want. Furthermore, the
willingness to help each other is high. This results in too much ad hoc work across teams and at the
team level.

Agile culture
Attitude toward learning spirit: 3.5
Attitude toward collaborative exchange: 3
Attitude toward empowered self-guidance: 3
Attitude toward customer co-creation: 2

Security: Within case J, the DevOps technology components teams are responsible for creating a
secure product. There are multiple security teams to help and test this. There is a security depart-
ment where each product is hack-tested. Furthermore, the department includes the SOC and identity
and access management. Lastly, a security team provides security consultancy services through the IT
organization of case J.

57



5.2.12 Case K

Introduction:Case K is a medium-sized company in the manufacturing sector that offers on-premises
infrastructure internally. It clearly distinguishes between developing new services and provisioning
them. Furthermore, the SAFe framework is used as an operating model in combination with a project-
based way of working.
Role of interviewee: Domain architect
Organization size: Medium
Customers: Internal
Sector: Manufacturing
Strategy: Could not be shared
Maturity: Level 4
Structure:

Figure 17: Structure case K

To fully understand the structure of case K, it is essential to understand that case K creates
customer solutions based on service blocks. A service block is a piece of technology that can be offered
to the client or is part of the product that is offered to the client. Service blocks should be deployed
using as much automation as possible.

Case K operates using two streams; the streams take on development or operational tasks. This
means the streams are processed-based streams, which are visualized in red. The Plan & Build stream
is responsible for creating new service blocks. The Build & Run stream is responsible for offering the
service blocks to the client and performing the operational tasks when the service block is running.
The Plan & Build stream consists of 6 technology-bound teams, and the Build & Run stream consists
of a service desk and roughly mirrors the technology component teams in Plan & Build. Technology-
bound teams consist of 8-20 people. The interviewee could not release more details on the Build &
Run stream.

The automation agile release train (ART) enables the two stream, however the teams are also re-
sponsible for their own automation as well. Lastly, architecture and governance enable the two streams.

Processes: The IT department of case K operates using the SAFe framework. There are multi-
ple ARTs, two of which are strongly linked to IT infrastructure service development and delivery.
Within these ARTs are technology component teams with a dedicated scrum master and product
owner, leveraging the Scrum methodology. The structure section explains that development and op-
eration tasks are separated between the ARTs. The ART Plan & Build focuses on developing service
blocks for ART Build & Run to provision and operate these services in larger quantities. The inter-
viewee notes that it is easier to distinguish between development and operations when working with
hardware components.

Plan & Build operates using SAFe and Scrum. However, the projects Plan & Build are working on
are long (e.g., 1.5 years or longer). The duration and large number of dependencies can make it harder
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to use Scrum. For example, the domain architects, each overlooking three technology components
teams in Plan & Build, have chosen to divert from Scrum and only use a Kanban board.

Plan & Build tries to use automation by design when possible. However, this is hard as it requires
more work (and financial support). Furthermore, it requires a skill set different from most engineers’
within case K.

Capabilities: Engineers within the technology component teams should not only be experts within
their technology domain but also possess certain soft skills. The lead engineer should mostly be able
to communicate clearly and think along with the domain architect.

The domain architect has to overarch multiple technology domains on people, processes, and tech-
nology. The interviewee stresses that domain architects work across these three axes, where people
might be the most critical dimension. The enterprise architect should be able to apply these skills on
a higher technology level.

Where architects focus on people, process, and technology, infrastructure coordinators focus on
the processes across technology component teams to let the teams function as an ART and platform.
Lastly, the product manager and release train engineer within the ART should be able to have an
extensive internal overview of both the ART and the rest of the organization.

Culture: The workforce of case K consists of many nationalities and cultures. This results in a
diverse workforce where people respect each other and listen to each other’s ideas. All employees want
to help improve case K, which makes working together pleasant.

Agile culture
Attitude toward learning spirit: 5
Attitude toward collaborative exchange: 5
Attitude toward empowered self-guidance: 4
Attitude toward customer co-creation: 4

Security: Security must be involved when developing new service building blocks or other capa-
bilities. Furthermore, security is central within the organization across the people and technology
axis. Within case K, security teams are working on all types of security, and all teams can offer
consultancy services to the teams in need.
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5.2.13 Case L

Introduction: Case L is a medium-sized IT service provider offering private and public infrastructure
services focusing on networking. It is part of a bigger international group and has expertise in critical
IT infrastructure. Lastly, Case L is experiencing ongoing growth.
Role of interviewee: Lead architect
Organization size: Medium
Customers: Commercial
Industry: IT services
Strategy: Could not be shared
Maturity: Level 3
Structure:

Figure 18: Structure case L

In the structure of case L, there is a strong split between building/developing services and the
operational/run side of these services. There are two separate streams, each focusing on one of these
processes, thus visualized in red. The build stream focuses on developing and provisioning new services
for clients. It consists of four multidisciplinary teams. Each multidisciplinary team has one or multiple
clients for whom they develop services. The build stream has a dedicated security enablement team.

The run stream focuses on the operational side of the services provisioned to clients. Clients
can buy services from the build stream without using the operational services from the run stream.
The run stream consists of two customer teams, focusing on operational tasks for a specific (large)
customer. Furthermore, there is a customer experience team helping all clients get the most out of
their services. In addition, there is an enterprise networking team focusing on the operational tasks
linked to networking and a service delivery management team monitoring the quality of the services.
Lastly, there is a security team taking care of security-related operational tasks. Note that this security
team is different from a security operations center (SOC), as in this case, the focus is on, for example,
maintaining firewalls.

Furthermore, there is a public cloud team. The public cloud team handles development and opera-
tional tasks, so it is visualized as a regular stream-aligned team. Lastly, the architecture team enables
all streams.

Processes:
Case L does not use a large-scale operating model such as SAFe. Instead, processes are determined per
stream. The build stream uses scrum methodologies, even though it does not have dedicated scrum
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masters and product owners. The project leaders within the build stream function as product owners,
and each has two teams; the team leader functions as a scrum master. Furthermore, scrum rituals are
used within the build stream.

As the multidisciplinary teams (6-8 people) each focus on a different set of clients, work is sometimes
not distributed evenly. The multidisciplinary teams should be able to handle projects from other clients
and distribute work more evenly. Furthermore, the multidisciplinary teams sometimes have to help
with operational tasks when the task is too difficult for the run stream or when the run stream is too
busy to handle all tasks. When a project is delivered to the client and the client wants to outsource
the operational tasks to the run stream, the build stream hands the project over to the run stream.

The run stream mainly works according to ITIL and uses some agile rituals, such as a daily start. A
critical moment for the run stream is the handover from the build stream. Furthermore, the engineers
within the run stream must stay in contact with the customer’s operators. The service desk within the
run stream is a non-skilled service desk that redirects operational tickets to the right teams/engineers.

Capabilities:
The skill level of the engineers at run is slightly lower than that of the engineers at build. However,
this difference was historically larger and is now decreasing because the engineers at run need a higher
skill level to maintain the products. Furthermore, case L has identified the following capabilities for a
multidisciplinary team:

• Technical consultants: focusing on the consultancy aspects of the client contact and developing
the products.

• Engineers: a strong product development focus, less client contact.

• Project manager: focusing on the progress of the project.

Culture:
In case L, employees want to help each other when possible. Furthermore, health and stress are impor-
tant items which are monitored by HR. The culture within run differs slightly from the culture within
build as the average age within run is lower.

Agile culture
Attitude toward learning spirit: 3
Attitude toward collaborative exchange: 5
Attitude toward empowered self-guidance: 4
Attitude toward customer co-creation: 4

Security:
The engineers within build should have security expertise, which the security team can enable. Fur-
thermore, case L has recently paid more attention to security awareness (internally and at the client),
which might lead to a new team. Case L also helps clients with security issues or audits.
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5.2.14 Case M

Introduction: Case M is a large IT service provider offering on-premises and public infrastructure
solutions. Furthermore, case M has a clear split in the development of products and the operational
side of products. In addition, case M does not use a large-scale operating model, and each team has
the freedom to choose their own way of working.
Role of interviewee: VP Managed Services
Organization size: Large
Customers: Commercial
Sector: IT services
Strategy: “Clear and futureproof IT solutions with innovative technology, whilst also tackling current
IT challenges.”[81]
Maturity:
Structure:

Figure 19: Structure case M

In the organizational structure of case M, there is a clear split between development and operational
tasks. There is a stream solely focusing on developing and provisioning products and a stream solely
focusing on the operational side of these products. In other words, each stream takes care of a
different process, thus process streams visualized in red. Within these streams, there are competence
centers, where each competence center focuses on a single technology domain. Each competence center
consists of one or more teams and have specialized architects. Furthermore, each competence center
has specialized architects. The competence centers work together to form a stream and are visualized
in green.

Both competence centers are enabled by an overarching architecture and security team.

Processes:
Case M does not use a large-scale operating model. Instead, process design is mainly determined
at the team level. The processes at team level can differ, each team determines whether they use
Scrum or another daily approach. Most teams choose to use Scrum. Furthermore, ITIL is mostly used
within the operations stream. When looking at the high-level process, there is a clear split between
development and operational tasks. This results in a very low adoption rate of DevOps at the team
level.

Because of the fact that other teams develop products than the ones maintaining the product, it
is important to create easily maintainable products. The development stream should especially keep
this in mind when creating new products. Furthermore, integrating the development and operational
teams is important because communication between these two streams should be minimal after the
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product is handed over.
Each competence center and stream has its own manager. Furthermore, most of the scrum teams

have scrum masters and product owners. However, not all scrum masters and product owners are
dedicated to a team or do not fill the position full-time.

Capabilities:
Capabilities were left out of the interview of case M due to time constraints.

Culture:
The culture of case M can be described as customer-focused and pragmatic. The culture within the
infrastructure department does not differ significantly from the rest of the organization.

Agile culture:
Attitude towards learning spirit: 4
Attitude toward collaborative exchange: 5
Attitude towards empowered self-guidance: 3.5
Attitude towards customer co-creation: 4

Security:
The security teams of Case M advise internal teams and clients on security guidelines. Internally,
the guidelines are implemented by the development teams. When the development teams struggle,
they can consult the security team. For clients, the security team mainly advises them; however,
development teams can implement a solution.
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5.2.15 Case N

Introduction: Case N is a large IT service provider offering private and public infrastructure services.
It has customers in the public and private sectors. Lastly, Case N can be characterized by a strong
split between development and operational tasks.
Role of interviewee: Relation manager & Sales manager
Organization size: Large
Customers: Commercial
Sector: IT services
Strategy: Support the execution, optimization, and transformation of customers’ businesses by offer-
ing a full range of ICT services and solutions
Maturity:
Structure:

Figure 20: Structure case N

In the structure of case N, there is a clear split between building/developing services and the
operational/run side of these services. There are two separate streams, each focusing on one of these
processes, thus visualized in red. The build stream focuses on developing and provisioning new services
for customers. The build stream consists of several multidisciplinary teams. Furthermore, the build
stream has a dedicated security consultancy team. Lastly, the build stream has a service consultancy
team. The service consultants focus on customer intake with the proposition lead and help customers
request the right services. The development stream focuses on providing supporting IT services to the
build and run streams. An example of this is the CMDB.

The run stream focuses on the operational side of the services provisioned to the customers. Cus-
tomers can purchase services from the build stream without using the operational run stream. The run
stream consists of several teams that are focused on the customer. Furthermore, general run teams are
providing operational services to multiple teams. In addition, a customer success team helps customers
get the most out of their services. The service desk functions as a front office for all operational issues
and can be characterized as a skilled service desk as they can solve issues for customers without help
from other teams in the run stream. Lastly, a security operations center (SOC) focuses on security
monitoring.

All streams are enabled by architecture and the proposition leads. The proposition leads identify
market trends, customer needs and are experts in their technology domain.

Processes:
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Case N does not follow a single, organization-wide working model. Instead, streams and teams op-
erate according to their own approach. Some teams within case N apply Scrum practices, while the
build stream takes a more traditional, project-oriented approach, with project leaders responsible for
managing delivery. Scrum methodologies are applied in parts of the organization, but their use is
limited in areas where physical infrastructure components are involved, as these can complicate the
application of all Scrum principles. The teams in the build stream have strong technical expertise and
are capable of delivering highly customized solutions. The proposition leads and service consultants
define the objectives for the build teams, who then develop the actual services.

The development stream focuses on managing internal support services using tools such as TopDesk.
Scrum is not used in this stream, though some Kanban practices are applied. For the operational tasks
in the run stream ITIL is being used. Furthermore, within the run stream, there is an increasing em-
phasis on automation. Some customer-specific teams exist in the run stream, these teams have a closer
connection and relationship with the customer. The architecture team plays a central role in aligning
the work between the different streams. In practice, services delivered to clients often represent a mix
of standard and customized offerings, typically resulting in a 50/50 balance.

Capabilities:
Due to time constraints, capabilities could only be briefly discussed for case N. In case N, it is im-
portant to be able to work in a changing environment and be customer-focused. Furthermore, case N
identifies that engineers’ maturity levels can be slightly lower in the run stream.

Culture:
The culture of case N revolves around “work hard, play hard”. Furthermore, the whole company has
a strong customer focus and is driven by an entrepreneurial mindset.

Due to time constraints the agile attitudes could not be included for case N.

Agile culture:
Attitude towards learning spirit:
Attitude toward collaborative exchange:
Attitude towards empowered self-guidance:
Attitude towards customer co-creation:

Security:
A separate consultancy team provides services mainly to the build teams. Furthermore, a security
operations center monitors the provisioned services for security breaches or risks.
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6 Discussion

In this chapter, we analyze the findings presented in the results section. While the previous section
described the results from 14 different cases individually, this section brings those cases together by
identifying four key patterns that share similar characteristics in terms of structure and the frameworks
used. The discussion chapter consists of five sections, each contributing to the development of a model
that can be used by organizations in real life to design their organization. This section begins with a
brief overview of the key topics to be discussed, followed by detailed answers to the research questions
in the subsequent subsections.

By organizing the discussion around patterns rather than individual organizations, we aim to
highlight broader insights that can be applied more generally. Section 6.1 provides an overview of these
four patterns that could be identified based on the results and answers the first research question:

1. What are organizational design patterns for a managed service provider that implemented
automatic IaaS provisioning?

These patterns are found at an organization level, however, there are also team configurations,
which are present at team level. These team configurations are part of the patterns. Information on
team level is equally important as the organization level in order to implement a pattern. These team
configurations are presented in section 6.2. which addresses research question 2:

2. What are the configurations of teams in organizational design patterns for managed service
providers that implemented automatic IaaS provisioning?

In addition to the four configurations proposed in the team topologies model, two new sub-configurations
are introduced. These new configurations were introduced because it was not possible to fit all real
life case teams into one of the existing team configurations. After introducing these new configura-
tions, the need for them will be further discussed in section 6.2. After the patterns and the team
configurations within a pattern are discussed in sections 6.1 and 6.2, the following section looks at how
organizations can figure out which pattern is the best fit for them. By doing so, section 6.3. answers
research question 3:

3. Which critical factors should an organization consider when choosing a pattern?

To help clarify this, a decision tree is developed to guide organizations in choosing the most suitable
pattern. Following the decision tree, organizations can identify which pattern fits their specific sit-
uation. After the three research questions are answered, the answers to the research questions are
combined to form a complete model. This model consists of the patterns, team configurations and the
critical factors.

Section 6.4 applies this model to an existing managed service provider. This example helps to
illustrate and validate how the model works in real-life and makes its application more concrete.

Finally, section 6.5. will reflect on the team topologies model. In this section, the limitations of
the team topologies model, which is mentioned in the literature review, are described. Due to a lack of
definitions for stream-aligned configurations and value streams, it is challenging to align real-life teams
with these configurations. This section proposes a new, clear definition of stream-aligned configuration
and value streams to solve this issue.
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6.1 What are organizational design patterns for a managed service provider
that implemented automatic IaaS provisioning?

To answer research question 1, cases with a high level of similarity are grouped in a pattern. It is
essential to notice the difference between a case and a pattern. A case represents an individual company
in terms of the components of organizational design: structure, strategy, frameworks, capabilities,
culture, and security. A pattern, on the other hand, is a collection of cases that share common
characteristics across these same components, emphasizing high-level similarities rather than individual
specifics. This section will answer the first research question by introducing four patterns, after which
interesting takeaways will be presented.

In the analysis of the results, four organizational patterns are identified:

1. Platform-driven self-managed platform (Case A & B)

2. Platform-driven managed service provider (Case C - H)

3. Solution-driven managed service provider (Case I & J)

4. Solution-driven Dev & Ops provider (Case K - N)

The identified patterns can be visualized based on two categories: type of service delivery and type
of operational governance. Figure 21 presents a matrix-based overview of the four identified patterns
based on these two categories:

Figure 21: Overview of patterns

The patterns have been named based on these categories. The matrix indicates that, within the defined
categories, two patterns remain unidentified. This suggests that no individual cases are classified as
solution-driven with no operational governance, nor are any cases categorized as platform-driven with
contract-based operational governance. The unidentified patterns will be further discussed in 6.1.1.
Below is a definition of each category, after which a short description of each pattern is provided.

Service delivery:
The type of service delivery can either be platform or solution-driven. Platform-driven service deliv-
ery focuses on offering standardized services through an automated platform using a service-oriented
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strategy. A platform/service-oriented strategy is characterized by organizational-wide practices, poli-
cies, and procedures designed to “support and reward service-giving behaviors that create and deliver
service excellence”[82][p.136].

A solution-driven service delivery focuses on building the right products for the clients using a
customer-oriented strategy. A customer-oriented strategy is characterized by a business approach that
emphasizes the understanding and satisfaction of customer needs and preferences. It entails align-
ing products, services, and interactions to improve customer satisfaction and strengthen loyalty [83].
Across cases, it was found that standardization and automation might be lower because of a strong
customer focus. This is because a high degree of customization entails higher costs, longer wait times,
and greater customer involvement in the service delivery process [84].

Operational governance:
The operational governance category describes the agreements between the service provider and the
customers on maintenance and operational services. The type of operational governance can be either
none, contract-based, or full-service. When operational governance is nonexistent, the IaaS provider
offers no maintenance or operations services for its services. For full-service, the IaaS provider always
offers maintenance and operations for its services. When operational governance is contract-based, the
IaaS provider makes arrangements per customer regarding whether maintenance and operations are
offered for the provided service.

A short description per pattern is given below:
Platform-driven self-managed platform: is based on cases A & B and is characterized by a
single large public cloud platform team, a high level of standardization, automation, and no opera-
tional governance within the platform team. This pattern is part of a larger IT organization, where
infrastructure services are offered to internal DevOps application teams. The DevOps application
teams consuming the infrastructure services need infrastructure capabilities within their teams.

Platform-driven managed service provider: is based on case C-H and is characterized by a
large on-premises platform consisting of multiple teams, a smaller public cloud platform consisting
of various teams, and a high level of standardization, automation, and operational governance. The
application teams consuming the infrastructure services have no operational governance regarding
the infrastructure services.

Solution-driven managed service provider: is based on cases I & J and is characterized by
an on-premises environment and a smaller public cloud platform. Furthermore, there is a low to
medium level of automation and standardization, high operational governance, and a strong cus-
tomer focus. Lastly, the application teams consuming the infrastructure services have no operational
responsibility regarding infrastructure services.
The service-driven managed service provider and solution-driven managed service provider have
some similarities. However, the solution-driven managed service provider lacks service consultants
and a dedicated resource management layer. This results in a pattern where the technology compo-
nents yield more to the customer’s opinion, with a lower degree of standardization and automation
as a consequence. Furthermore, the customer-driven managed service provider lacks a team over-
arching framework. Overall, this results in an on-premises stream instead of a platform.

Solution-driven Dev & Ops provider: is based on cases K-N and is characterized by a strict split
between development and operational tasks in the organization, a low level of standardization, and
a strong customer focus. The application teams consuming the infrastructure services can execute
the operational tasks themselves or outsource them to the operation department. Furthermore,
on-premises and public cloud solutions are offered.

In the Appendix a detailed description per pattern is provided.

Table 9: Short description per pattern
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6.1.1 Not identified patterns

Two patterns are not identified in the multiple case study: the solution-driven self-managed platform
and the platform-driven pattern, where operational governance is contract-based. The fact that these
patterns were not found in the 14 cases presented in the results does not mean they do not exist
in organizations. We will now evaluate whether an organization could implement these patterns by
looking at the characteristics, as the scope of the research does not enable further research into these
patterns.

First, the solution-driven self-managed platform. In this pattern, the customer manages the services
the IaaS provider provides as operational governance is none. Additionally, the provider focuses on
developing the right products for clients using a customer-oriented strategy. We believe that such a
provider could exist but argues that a customer-oriented strategy is typically more effective when paired
with a higher operational governance level from a business model perspective. On the other hand, the
solution-driven Dev & Ops provider, where operational governance is contract-based, demonstrates
that it is possible to implement a customer-driven strategy without providing operational governance.
However, the contract-based solution-driven Dev & Ops provider does offer the option of operational
governance.

Second is the platform-driven pattern, where operational governance is contract-based. In this
pattern, the IaaS provider makes arrangements per customer regarding whether maintenance and
operations are offered for the provided service. Furthermore, the provider focuses on offering stan-
dardized services through an automated platform using a service-oriented strategy. We believe such a
provider could exist and considers it even more likely than the previously unidentified pattern. Both
the customer and the provider can maintain standardized services, as demonstrated by the identified
platform-driven patterns. A hybrid approach would require a matching organizational design. This
could result in a separation between development and operations, as seen in the solution-driven Dev
& Ops provider. In contrast to the solution-driven Dev & Ops provider, this provider would focus on
offering standardized services, making customer-focused teams less suitable.

6.1.2 The importance of a team overarching framework for an on-premises infrastructure
platform

To be able to operate as an on-premises platform, as implemented in the platform-driven managed
service provider, the on-premises environment should be “a foundation of self-service APIs, tools,
services, knowledge, and support which are arranged as a compelling internal product. Autonomous
delivery teams can make use of the platform to deliver product features at a higher pace, with reduced
coordination”[49]. To offer self-service APIs and other platform functionalities, standardization, and
automation are key [85]. To guarantee standardization in the pattern platform-driven managed service
provider, SAFe is used as a team-overarching framework. Furthermore, the maturity scores of cases
C-H on the team-overarching framework are medium-high, showing the importance of proper imple-
mentation. Moreover, no team-overarching framework is used in the pattern solution-driven managed
service provider, resulting in lower standardization and automation. As a result, the on-premises en-
vironment in this pattern does not function as a platform, but as a stream, showing the importance
of such a framework.

It is important to note that activities from multiple teams are needed in the control layer to
implement a self-service on-premises platform.

6.1.3 The role of maturity on standardization and automation

The interviewee is asked to rank the organization on the COBIT maturity framework during the
interviews. The COBIT maturity framework describes five maturity levels: (1) Ad hoc, (2) Repetitive
but intuitive, (3) Defined, (4) Managed and measureable, and (5) Optimized[79]. More information
on the COBIT framework can be found in 5.2.1. The key finding on maturity for the patterns is that
it plays a critical role in standardization and automation. Standardization and automation are key to
the platform-driven patterns. In the platform-driven patterns, the maturity scores are medium-high.

Furthermore, a higher maturity score is related to effectively implementing a team overarching
framework, such as SAFe. In contrast, a low maturity score is linked to such a framework’s incomplete
or improper implementation. This is shown by the platform-driven managed service provider, whose
maturity scores are medium-high, and a team-overarching framework is used. In contrast, there is no
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proper implementation of a team-oversight framework for the solution-driven managed service provider.
Moreover, the lower maturity score for this pattern results in a stronger focus on customer-specific
needs, often at the expense of standardized processes, standardized products, and scalability.

6.1.4 Infrastructure capabilities within application teams

When operational governance is none, the consuming application teams are responsible for maintenance
and operational tasks. Because of this, application teams have to contain infrastructure specialists (case
A & B). Literature confirms that IT infrastructure capabilities are crucial for application development
projects [86]. When infrastructure capabilities are undesirable in application teams, one of the managed
service provider (MSP) patterns can be used. MSPs proactively manage the IT for their customers
[9, 10], relieving application teams of the cognitive load of operating and maintaining infrastructure
services.

When using an MSP pattern, application teams remain responsible for requesting the right in-
frastructure services; however, service consultants can be used to reduce the cognitive load. Service
consultants help customers order the proper services on the right platform and are used in two patterns:
Service-driven managed service provider and solution-driven Dev & Ops provider.

6.1.5 Other interesting findings

The results section contains a culture component per case, describing the culture and a score on agile
attitudes. The results of the culture component are inconclusive and will, therefore, not be further
presented in the discussion section.
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6.2 What are the configurations of teams in organizational design patterns
for managed service providers that implemented automatic IaaS pro-
visioning?

In the previous section, high-level information on the organizational patterns was provided. This
section will use the team configurations of the team topologies model to provide more details on the
configuration of teams within patterns. Furthermore, two new sub-configurations of the stream-aligned
configuration are introduced: the technology component and the process configurations. Lastly, the
configuration per pattern at the team level will be given.

In the results section the team topologies model is used to indicate the role of a team in the
organization. Following the team topologies model, there are four team configurations [49]:

1. Stream-aligned teams: Stream-aligned teams serve as the primary team configuration within
an organization. They are directly responsible for delivering value and are closely involved in
the continuous flow of change. The other team types exist primarily to support stream-aligned
teams in their activities.

2. Enabling teams: Enabling teams are designed to assist stream-aligned teams in achieving
rapid progress by facilitating significant improvements and helping them overcome obstacles
that require specialized expertise. To fulfill this role, enabling teams consist of specialists with
the necessary knowledge and skills to address domain-specific or technical challenges.

3. Platform teams: Platform teams deliver services that enable stream-aligned teams to operate
with complete autonomy.

4. Complicated-subsystem teams: Complicated-subsystem teams consist of Ph.D.-level special-
ists responsible for parts of the system that depend on deep, specialized knowledge.

More information on the configurations can be found in 2.3.4. Table 4 shows an overview of the team
configurations used per case.

6.2.1 Newly identified team configurations for IaaS providers

Classifying teams into one of the four original team configurations of the team topologies model during
the analysis phase proved to be difficult. As a result, two new sub-configurations of the stream-aligned
configuration are introduced. The first challenge was the absence of a clear definition of the stream-
aligned teams and value streams; see 6.5.1 for more information. This lack of a clear definition for
stream-aligned teams blurs the distinction between the stream-aligned configuration and the other
three configurations, making it challenging to identify the stream-aligned teams.

The second challenge relates to the set of criteria for stream-aligned teams. According to the team
topologies model, stream-aligned teams should be multidisciplinary, utilizing DevOps practices, and
should not hand over the product to other teams [49]. In practice, however, it was difficult to find
teams that met all these requirements. For example, multidisciplinary teams are only present in case
L & N, but these teams did not meet the other requirements.

To address these limitations, two new configurations are introduced in the results section: the
technology component configuration and the process configuration. Both configurations are sub-
configurations of the stream-aligned configuration as they are involved in the flow of change [49].
Table ?? shows an overview of which requirements are met per configuration, after which a short
description of the new configurations is given.
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Stream-
aligned

Platform Enabling Complex
subsystem

Technology
component

Process

(1) Directly involved in
the flow of change
(2) Multidisciplinary
(3) Handles support issues
(DevOps)
(4) No handoffs of the
product
(5) Takes care of one tech-
nology component
(6) Provides internal ser-
vices (X-as-a-service)
(7) Helps stream-aligned
teams overcome obstacles
(8) Consists of Ph.D. level
experts

Technology-based: While studying the cases, it became apparent that multiple stream-aligned
teams across cases were organized around a single technology component or domain. The workflow
of technology-based teams is organized around technology components or domains, such as storage,
images, or backups. The technology-component teams are responsible for developing and operating
their part of the technology stack, which aligns with the stream-aligned configuration.

Process-based: In other cases, it became apparent that multiple stream-aligned teams were involved
in either development or operations. Process-based teams work in an organization characterized by a
split between development and operational tasks. They are involved in one of these workflows.

The fact that for every organization, one of the sub-configurations is needed shows that it is chal-
lenging to fit real teams into one of the four configurations of the team topologies model. This is
confirmed by the literature of Hollenback et al., which states that due to a large number of team
taxonomies published in literature, a researcher can’t precisely identify a team’s correct configuration
using these taxonomies [87]. Instead, they propose a three-dimensional framework in which authority
differentiation, skill differentiation, and temporal stability are used to categorize teams [87].

6.2.2 Team configurations per organizational pattern

This section will provide a short, high-level description of the team configurations per pattern; Ap-
pendix gives a more detailed description per pattern. This description also describes the layers of the
service model used in the visualization.

Platform-driven self-managed platform: is based on a single platform team offering mostly in-
frastructure services from a public cloud vendor. The platform team might consist of sub-teams per
vendor. The platform team delivers the services to DevOps application teams.

Platform-driven managed service provider: consists of an on-premises platform with multi-
ple inner configurations: platform teams and technology-based teams. The technology-based teams
form a server-based platform. An automation team enables the teams in the on-premises platform.
Next to the on-premises cloud platform could be a public cloud platform that functions similarly to the
platform-driven self-managed platform. Multiple teams in the control and service layer enable these
two platforms.

Service-driven managed service provider: consists of an on-premises stream of technology-based
teams. The technology-based teams do not function as a platform as in the platform-driven managed
service provider. Next to the on-premises stream could be a public cloud platform that functions
similarly to the platform-driven self-managed platform. Lastly, there is a single enablement team in
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the resource abstraction and control layer.

Solution-driven Dev & Ops provider: consists of two process streams: development and op-
erations. The development streams can consist of either technology- or process-based teams; a combi-
nation was absent in the cases. There is a single enabling team in the service layer.
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6.3 Which critical factors should an organization consider when choosing
a pattern?

Based on the findings in the result section, six critical success factors are identified for the patterns:
(1) service delivery, (2) operational governance, (3) maturity, (4) organization size, (5) infrastructure
capabilities within application teams, and (6) size of on-premises environment. The critical factors can
be used to choose one of the patterns. A detailed description per critical factor is given below after
which a visualization of the decision tree follows:

Service delivery: The type of service delivery can either be: platform or solution driven. A plat-
form driven service delivery focuses on offering standardized services through an automated platform.
A solution driven service delivery focuses on building the right products for the clients. Because of
this strong customer focus standardization and automation might be lower.

Operational governance: The operational governance type can be either none, contract-based, or
full-service. When operational governance is none the IaaS provider is offering no maintenance or
operations services for the services they provision. For full-service, the IaaS provider always offers
maintenance and operations for their services. When operational government is contract-based, the
IaaS provider makes arrangements per customer whether maintenance and operations are offered for
the provided service.

Maturity: The score on the COBIT maturity scale [79] as used in the results section. The matu-
rity score was given by the interviewee:

• (1) Ad hoc: Everything happens ad hoc, there is no standardization at all.

• (2) Repetitive but intuitive: Repetitive tasks happen the right way, but there is no documentation
at all.

• (3) Defined: Processes and responsibilities are defined and documented.

• (4) Managed and measurable: Processes are not only defined, but include version control and
have specific checkpoints to verify that execution is correct. Risks to the business are identified,
documented and potentially mitigated. Vendor strategy and lifecycle management strategies are
used.

• (5) Optimized: Alerts are in place if the process is bypassed and management programs are in
place to continuously improve risks, risk mitigations and procedures.

Organization size: the size of the infrastructure department. It can be either small (<50 employees or
<5 teams), medium (50-150 employees or 5-15 teams) or large (>150 employees or >15 teams). Size
is solely based on the number of employees as the difference between workload for public cloud and
on-premises is too big. This is because an on-premises environment needs people to take care of the
housing (the data center), which is not the case for a public cloud platform. The same sizing is used
in the results section.

Infrastructure capabilities within application teams: This refers to whether the application team has
infrastructure specialists or infrastructure capabilities within their team. For the category not present,
the application teams have no infrastructure specialists or capabilities within their team. For medium,
there are infrastructure capabilities within the team. However, there are no dedicated infrastructure
specialists within the application team. Lastly, for high, there are dedicated infrastructure specialists
within the application team.

Size of on-premises environment: This variable is solely relevant for pattern 1. For the other three
patterns, the size of the on-premises cloud is not a crucial factor. The size can be either small, where
the on-premises environment can be managed by at most 10-15 people, or large, where more people
are needed.

In figure 22 a decision tree is visualized, showing which variables are critical for which pattern. For

74



some variables critical factors have been skipped, this is because these factors are not critical for the
pattern. The blue path in the decision tree leads to a specific pattern, while the red variables indi-
cate areas an organization should enhance before adopting that pattern. Organizations can use the
decision tree to see which pattern would suit their organization, after which the organizational design
framework can be used to implement a pattern.

Figure 22: Decision tree critical factors
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6.4 Scenario creation

The previous section described four patterns that IaaS providers can use to form their organizations.
This section will present two scenarios for a service provider who applied the model using the decision
tree. First, the critical factors will be used to determine the suitable pattern, after which the scenarios
will be created.

The host organization for this thesis, will serve as one of the sample organizations for the study.
The host organization is a large IT service provider within the Dutch government sector. A specific
department within the host organization operates as an IaaS provider, and this part of the organization
will be the focus of the analysis. The scenarios will only contain the visualization of the structure with
a short explanation, as this is the most essential component of a pattern. Due to time constraints,
other components could not be included.

In the visualization the service model of the NIST reference architecture [34] will be used. The
NIST reference architecture describes a service model consisting of three layers: physical resources,
resources abstraction & control and service. More information on the NIST reference architecture can
be found in 2.1.4. For the four identified patterns in 6.2, the layers are used in the same visualization
as the team configurations. However, applying the model to a specific organization made it apparent
that this would create incomprehensible visualizations. Therefore, the scenarios will contain multiple
visualizations. The first visualization will focus on the team configurations and the connections across
teams, where a team delivers services to the team above. A second visualization will apply the NIST
service model.

To create the scenarios, 6 employees of the host organization were asked to follow the decision tree
of critical factors. Before using the decision tree, they were provided information on the patterns and
the team configurations. Furthermore, a workshop was held with two employees to gather information
on the current structure of the host organization as well as information on the structure of the host
organization when choosing the platform-driven managed service provider pattern.

6.4.1 Critical factors

To determine which pattern would be suitable for the host organization 6 employees were asked to
follow the decision tree of critical factors. All employees followed the same path, which ended in pattern
2 platform-driven managed service provider. Scenario 1 will focus on how the host organization will
look when fully adopting the platform-driven managed service provider pattern. Furthermore, scenario
2 will focus on the current situation. Next the visualization of the scenario’s will be given.
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Figure 23: Critical factors of the host organization
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6.4.2 Scenario 1 Platform-driven managed service provider

Scenario 1 visualizes (Figure 24) how the structure of the host organization will look like when fully
adopting the platform-driven managed service provider pattern. Visualization 1 focuses on the teams
and how they are related to each other; visualization 2 will focus on the place of the teams on the
service model from NIST. It is important to note that this is a visualization of a future structure
that the host organization has not yet implemented. Furthermore, there it is a wish to host multiple
on-premises platforms; currently, the number of on-premises platforms is lower.

Figure 24: Scenario 1 Service driven managed service provider

Compared to pattern 2, the host organization wants to create a shared services layer in which
specific technology-related components are offered to the platforms. The platform is built using its own
technology stack but also relies on specific technologies provided by shared services. The platforms
consume standardized components such as databases, storage, and operating system images. The
platform will then be used to offer services to the client. The shared service layer aims to keep specific
knowledge of technology components within the same team.

Shared services consist of the following teams: data center, service provider networking, storage,
operating systems (OS), databases, and backup. This shared services layer is designed to support
the multidisciplinary platform teams by providing centralized, reusable technology services. It should
deliver services that are either consumed by multiple platforms or are too complex to decentralize due
to the highly specialized and scarce technological expertise required. In addition, the shared services
layer plays a key role in promoting standardization, as it enables the consistent delivery of technology
components across different platforms. This standardization is essential for the host organization’s
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strategic goal of achieving interoperable platforms, where workloads can be seamlessly transferred
between platforms. For future work, it would be interesting to research the concept of shared services
further and set up criteria for when a team cloud participate in shared services.

On top of the shared services are the platforms offered to the customer consuming the technology
components. There are four on-premises platforms: the container, data, and server-based platforms
are provided to the customer, whereas the management platform is used to maintain the platforms
and their components. Furthermore, the host organization wants to offer public cloud platforms in the
future.

A separate on-premises automation team is necessary for the on-premises platform. This team
supports the other teams within the on-premises platform to implement IaaS multicloud capabilities,
both in the cloud and on-premises environments. For the public cloud platform, this is done by the
vendor. In addition, there is an overachring automation team focusing on provisioning the platforms’
services automatically, so that when a customer requests a service in the service portal, provisioning
is fully automatic. The data analytics and monitoring teams are responsible for the observability of
the entire environment.

Customers can contact the networking operations center (NOC) for networking issues via the service
desk; the SOC monitors security. On top of the NOC and SOC is the layer with direct customer contact.
Customers can request their services in the service portal, after which they are provisioned with as
much automation as possible. Moreover, the (skilled) service desk helps customers with their issues
and redirects questions to the right team when necessary. In addition to this, the monitoring team
monitors the provisioned services 24/7 and can be contacted when the service desk is closed. Lastly,
the customer enablement team helps customers request the right services. This team is essential as
the infrastructure capabilities of the application teams are low.

Figure 25: Scenario 1 Service driven managed service provider with NIST reference architecture layers

When plotting the layers of the service model from the NIST reference architecture on Figure
24, the shared services could not be visualized on the boundary of physical resources and resource
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abstraction while being below the platforms, as the shared services deliver services to the platforms.
Therefore, a separate visualization is created. Note that in this visual, the layering in the structure no
longer has a meaning.

The physical resources layer contains the team operating the data center, the platforms, and the
shared services. The platform teams are responsible for offering physical resources as a platform to the
customer. Doing this requires resource abstraction of physical resources, which makes platform teams
accountable for both layers. Platform teams manage some physical resources themselves, such as part
of the network and servers. The physical resources are then taken a layer higher using virtualization
techniques, after which they can be offered as a platform to the customer.Furthermore, the storage,
network, database, and backup teams use physical and virtual hardware components and offer these
components as a service to the platform teams. This requires activities in the physical resources and
resource abstraction layer. The operating systems team is solely involved in resource abstraction, and
the office networking platform functions without dependencies on shared services.

Two scenarios are possible when considering the public cloud. The public cloud vendor might offer
direct access to physical resources, and the platform would be involved in both the physical and the
abstraction layers. Another option is that the public cloud vendor does not offer access to physical
resources; the platform would only be involved in the resource abstraction layer.

The layers of the NIST service model are still applicable from an architectural point of view.
However, the fact that teams are involved in multiple layers and offer sub-components as services to
other teams shows that these lines are blurring from an organizational point of view.

6.4.3 Scenario 2 Current situation

Although the framework is left out of the scenario, it is essential to mention that in the current
situation of the host organization, only a part of the organization uses the SAFe framework. A single
agile release train (ART) “modernization” focuses on new platforms and services. The organization’s
non-agile part involves modernization and life cycle management activities. Consequently, there is
a strong distinction between the activities and methods used in these two parts of the organization.
Therefore, the ART will be visualized using a white dotted line.
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Figure 26: Scenario 2 current situation

There are two differences between the current situation and the first scenario. First, there is no
public cloud yet. Second, the shared services are not yet bundled; in fact, the technology compo-
nent teams are divided between ART modernization and the non-agile part of the organization. The
technology components still deliver services to all platforms, apart from office networking; the office
networking platform functions without dependencies on technology components.

There are three platforms in the ART modernization: a container platform, a new server-based
platform, and a management platform, which is used to maintain platforms and their components. In
the non-agile part of the organization, there is an old server-based platform, which is larger than the
three platforms of the ART modernization.

The automation and data analytics teams solely focus on the new platforms in ART modernization.
The monitoring team is responsible for the observability of the entire environment. All teams within
the control layer have no customer contact and are focused on offering services internally.

The degree of automation in the current situation is lower than in the first scenario. Consequently,
there is a need for a team coordinating service provisioning; this is the delivery team. The delivery
team is responsible for requesting and clustering the separate services requested by the customer.
Furthermore, there is a service portal, however, not all services can yet be requested in the service
portal. The delivery and service portal team is solely responsible for provisioning services for new
platforms; in fact, no new services are provided by the old platform. As in the first scenario, the non-
skilled service desk can be contacted for issues, after which questions can be redirected to the right
team if necessary. Furthermore, the network operations center is responsible for networking issues,
and the monitoring team is responsible for monitoring provisioned services 24/7 and can be contacted
when the service desk is closed.
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Figure 27: Scenario 2 current situation with NIST reference architecture

When plotting the layers of the service model from the NIST reference architecture in Figure 26,
the same issue as for the first scenario occurs. The technology components cannot be visualized on
the boundary of physical resources and resource abstraction while being below the platforms, as the
technology components deliver services to the platforms. Therefore, a separate visualization is created.
Note that in this visual, the layering of the structure no longer has a meaning.

Currently, the platforms are at the boundary of physical resources and the abstraction layer, as
in the first scenario. The operating systems and virtualization team solely perform activities in the
resource abstraction layer.
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6.5 Reflection on the team topologies model

During the thesis, team configurations are used to distinguish and visualize different types of teams.
In the analysis and discussion phase, it became apparent that the team configurations of the team
topologies model lacked clarity. This section will reflect on this model.

The authors of the book team topologies describe four configurations: stream-aligned, complex-
subsystem, enabling, and platform [49]. More information on the configurations can be found in 2.3.4.
The authors state that software engineering organizations can be structured for fast flow when using
the proposed team configurations. However, this thesis focuses on developing and operating infrastruc-
ture services instead of software engineering. Software engineering designs, implements, and operates
applications that infrastructure providers host. An infrastructure provider designs, implements, pro-
visions, and manages physical and virtual components such as networks, servers, storage, and other
hardware components.

The team topologies model seemed suitable when writing the literature review. However, during the
analysis phase, it became apparent that software engineering and IT infrastructure activities require
different configurations than those described in the book. In addition to this, other critiques on the
team configurations were found. This section will explain how the team configurations will look for IT
infrastructure providers while also reflecting on team topologies model in a broader sense.

6.5.1 The stream-aligned configuration is difficult to operationalize

Stream-aligned teams are teams aligned to a stream of work. The authors describe a stream as “the
continuous flow of work aligned to a business domain or organizational capability. Continuous flow
requires clarity of purpose and responsibility so that multiple teams can coexist, each with their own
flow of work.”[49] A flow of work is defined as: “a single product or service, a single set of features,
a single user journey, or a single user persona”[49]. These definitions are high-level, and no detailed
definition of a ’stream’ or ’flow of work’ is given. This section will provides a more detailed definition
of a stream and the steps in a stream for IT infrastructure providers to create a sharp definition of the
stream-aligned configuration.

When looking at value streams for service organizations, two types of value streams can be identi-
fied: value streams for consumer goods and value streams for capital goods [88]. When compared to
consumer goods services in capital goods are[88]:

• tailored to match each buyer’s requirements;

• offer a wider range of services and increased depth of services;

• generate higher profit margins and recurring revenue over the long product life cycle;

• take place before, during and after the service is provisioned to the buyer.

In 6.1, two distinct types of service delivery were identified: platform-driven and solution-driven.
These reflect fundamentally different value streams that shape how IaaS organizations structure and
deliver their services. Solution-driven service delivery is characterized by customized offerings tailored
to the specific needs of individual clients. This high level of customization implies that the services
function as capital goods—unique, client-specific assets that require intensive collaboration and in-
tegration. In contrast, platform-driven service delivery emphasizes standardized, reusable offerings.
These services are produced at scale and delivered to a broad user base with minimal customization,
functioning as consumer goods—standardized and consumable services designed for self-service and
efficiency.

This distinction has direct implications for the organizational design patterns identified in this
thesis. The platform-driven self-managed platform and platform-driven managed service provider
patterns align with consumer goods value streams, focusing on standardization, automation, and
platform scalability. On the other hand, the solution-driven managed service provider and solution-
driven Dev & Ops provider patterns support capital goods value streams, where close collaboration
with clients and tailored solutions are key. These patterns reflect different operational priorities and
competencies, underscoring how service delivery type shapes not only what is delivered, but how the
organization must be structured to deliver it effectively.
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Value streams within capital goods can be defined as: “ the entire stream of activities required
to deliver a finished product or service to the final consumer”[88, p.728]. The steps within the value
stream for capital goods are[88]:

1. Manufacturing: concerning hardware and software, raw materials, and sub-assemblies are con-
verted into physical components and subsystems.

2. Systems integration: designing and integrating components that have been developed internally
and externally into a system that operates efficiently, while simultaneously coordinating the
activities of the teams that developed the components.

3. Service provision: delivering the service to the final customer.

4. Operational services: maintaining and operating the provisioned service.

All value stream steps are executed for each product’s capital goods. In contrast, for consumer
goods, services are manufactured and integrated once, after which they can be provisioned and oper-
ated for multiple customers.

Now that a value stream is clearly defined, the role of stream-aligned teams within a value stream
can be studied. The book states that a stream-aligned team works on the whole value chain, without
requiring other teams to perform part of their work [49]. However, in none of the cases was any team
working on the whole value chain. As shown in the results, solely the platform teams of cases A & B
are involved in the platform’s manufacturing, integration, provisioning, and operation. However, the
platform team is not responsible for operating the services, showing that a single team can not work on
the entire value stream. Therefore, a stream-aligned team is a team that is aligned to one or more steps
of the value stream. The stream-aligned team remains the main team configuration in an organization
where the other team configurations should reduce the cognitive load of the stream-aligned team.

6.5.2 Stream-aligned teams do not have to be multidisciplinary

The authors state that a stream-aligned team will not consist of specialists. Instead, the team members
should be able to cover different areas of expertise to ensure that stream-aligned teams have all the
capabilities necessary to complete their tasks. According to the authors’ definition of streams, a
stream-aligned team should be multidisciplinary and able to complete all steps in a value stream.
With the new definition for IT infrastructure, a stream-aligned team should be multidisciplinary to
complete one or more steps in a value stream.

Only in case L & N were multidisciplinary stream-aligned teams, while all other stream-aligned
teams strongly focused on a single technology component, such as storage. Teams with a strong focus
on a single technology component can still align to a step in the value stream. Thus, stream-aligned
teams do not have to be multidisciplinary for IT infrastructure.

6.5.3 Sub-configurations of the stream-aligned configuration

The thesis found two new sub-configurations of the stream-aligned configuration: technology- and
process-based teams. Definitions are given below.

Technology-based teams:
Throughout the thesis, teams that strongly focus on a single technology component are called technology-
based teams. These teams can be found in cases: C, D, F, G, H, I, J, K, & M. Examples of technology-
based teams are: storage, backup, networking, databases, and operating systems. In all cases, the
technology-based teams form a platform or a stream, such as the on-premises cloud.

In all cases apart from K, M, the technology-based teams work according to DevOps. In other
words, the technology-based teams are responsible for the manufacturing and operating parts of the
system. This means they are aligned to steps one and four of the value stream and follow the definition
of a stream-aligned team. Furthermore, the technology-based teams show that stream-aligned teams
do not have to be multidisciplinary.

Process-based teams: In case L & N, there are multidisciplinary teams focused solely on development
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or operational tasks. Across cases K, M, the technology-based teams form a multidisciplinary depart-
ment focusing on development or operational tasks. Throughout the thesis, teams or departments that
focus on development or operational tasks are called process-based teams/departments.

The process-based configuration shows that stream-aligned teams can be multidisciplinary only
when the customer offers development and operational services separately. This requires an entirely
different business model than taken with a DevOps approach. Furthermore, the process-based config-
uration shows that stream-aligned teams do not have to be DevOps teams, even though the book says
that stream-aligned teams should follow the you build it you own it principle [49].

Teams that do not focus on one technology, development tasks, or operational tasks but are aligned
to one or more steps in the value stream are referred to as stream-aligned teams throughout the thesis.

6.5.4 No complex subsystem teams were identified due to the high level of knowledge
required

The authors of the Team Topologies model state that a subsystem should only be classified as complex
if it requires Ph.D.-level knowledge to develop or maintain [59]. Across all cases studied, none of the
teams were composed exclusively of specialists with Ph.D.-level expertise. While IT infrastructure is
often perceived as complex, no team in the case organizations formally qualifies as a complex subsystem
team based on this definition. However, in practice, IT infrastructure engineers are typically subject
matter experts who hold multiple certifications that show their expertise. Future research could explore
whether such qualifications and domain-specific expertise justify reclassifying certain infrastructure
teams as complex subsystem teams under an adapted interpretation of the model.

6.6 Threats to validity

In this research, the sampling bias is the main threat to validity. The external validity, construct
validity and reliability have already been addressed in the methodology 4.1. The samples used in case
studies can be decisive in shaping the outcomes. Therefore, an adequate sampling is an essential part
of a research design [89]. A sampling bias is a consistent error that occurs when incorrect conclusions
are drawn from a non-representative sample [90]. Especially cases with a small sample size are prone
to a selection bias [91]. One of the strategies to increase representativeness is to use a random sample
strategy. However, we were not in a position to do this due to the limited number of options available
and the willingness of people to participate in an interview. This means sampling bias threatens the
validity of the research, of which we were aware.

Using literal replications, which produce an anticipated result, and theoretical replications, which
produce an anticipated different result [73], reduce the sampling bias when these cases differ on the
key independent variable. Two or more of literal replications are sufficient to reduce the sampling
bias [91]. In this research, two cases that offer limited operational support and can therefore not be
fully considered as a managed service provider are included as theoretical replications. This is further
described in the case selection strategy in 4.2. Similarities were found in these cases compared to the
literal replications, even though these cases formed their own pattern.

Furthermore, all cases are located within the Netherlands; no other (organizational) cultures are
considered in the research. This limits the external validity of the patterns to the same area. Per-
forming the same study with the same case selection criteria might lead to new insights. Even though
culture could influence organizational design, we expect most companies to be classified as part of one
of the four identified patterns, i.e., we expect the results to be applicable outside the Netherlands as
well.

In addition to the sample bias, the quality of the interviews is a key factor to the quality of the
research. We considered this during the setup and execution of the interviews. A semi-structured in-
terview was chosen, allowing for the interviewee’s personal input, showing that the interview setup was
not strictly controlled. The interviews took approximately 1.5 hours; this duration allowed for inter-
viewees to feel at ease and provide insightful information. Furthermore, interviewees were guaranteed
anonymity, resulting in candid conversations.
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7 Conclusion

The goal of this research was to develop guidance on organizational redesign for MSPs offering IaaS
through identifying and analyzing organizational design patterns for managed service providers oper-
ating within the infrastructure as a service (IaaS) domain. Organizational designs play a critical role
in enabling IaaS providers to operate efficiently and provision scalable resources. As the IaaS sector
increasingly shifts toward standardization and automation, effective organizational structures become
essential. The identified organizational design patterns offer practical guidance for structuring teams
and processes. A multiple case study was conducted across 14 organizations to identify the organi-
zational design patterns. The cases represented a range of medium to large organizations. In some
cases, the interviewees were part of an IT service provider offering IaaS to clients, while in others,
the internal IaaS department within an organization was studied. These internal departments are
responsible for delivering infrastructure services to internal application teams. The cases also included
a mix of governmental and non-governmental organizations, providing a diverse perspective on how
IaaS is structured and managed across different sectors. In total, 14 interviews were held, leading to
1205 minutes of recordings and 1123 pages of transcripts.

The main contributions of the research are: (1) a description of four organizational design patterns,
(2) the configurations of the teams within an organizational pattern and (3) the critical factors that
characterize an organizational pattern.
First, four organizational design patterns were identified: (1) platform-driven self-managed platform
organization, (2) platform-driven managed service provider organization, (3) solution-driven managed
service provider organization, and (4) solution-driven Dev & Ops provider organization. An organiza-
tional design pattern helps shape an organization, covering aspects like organizational structure and
processes. Each of the identified organizational design patterns show distinct characteristics and adopt
a different approach to standardization and operational governance. The third pattern currently lags
behind in terms of standardization and automation and is likely to evolve toward the second pattern,
potentially becoming non-existent over time. In contrast, the remaining patterns play a central role in
enabling scalable managed IaaS. They provide actionable guidance for organizations aiming to advance
the standardization and automation of IaaS offerings.

Second, the configurations of the teams within an organizational pattern were examined. The team
topologies model was used to define the role of teams within an organizational pattern. This model
provides a useful framework by defining four team configurations: stream-aligned, enabling, platform,
and complex subsystem teams. However, during the analysis of case data, it became apparent that
categorizing the case teams using only the original four configurations was challenging. This was
mainly due to the fact that the stream-aligned configuration is difficult to operationalize. As a result,
two new sub-configurations of the stream-aligned team were identified and added: the technology-
based and process-based configurations. These sub-configurations focus respectively on a technology
domain or development/operations. These new configurations appear to be specific to IT infrastructure
providers and offer valuable guidance to IaaS organizations on how to structure teams and define their
roles within the organization.

Third, six critical factors were identified that characterize an organizational design pattern: (1)
service delivery, (2) operational governance, (3) maturity, (4) organization size, (5) infrastructure capa-
bilities within application teams, and (6) size of on-premises cloud. The critical factors form a decision
tree that can be used to determine which pattern applies to an organization.

We may conclude, the infrastructure as a service (IaaS) sector is expected to continue its rapid growth,
outpacing the broader cloud market. Alongside this growth, managed service providers (MSPs) oper-
ating within the IaaS domain are also expanding, driven by increasing demand and rising complexity.
While the early adoption of IaaS was often simpler and more uniform, today’s landscape includes
diverse hybrid environments and a broader range of technologies. As the sector continues to shift
toward greater standardization and automation, MSPs face new challenges in delivering consistent,
scalable, and efficient services. In this evolving context, organizational design patterns offer guidance
by providing information on how to structure the organization, teams, and processes of IaaS providers.
Ultimately, the proposed organizational designs are a critical enabler of standardization and automa-
tion in IaaS, serving as a guiding framework for organizations seeking to scale and automate their IaaS
provisioning.
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7.1 Future work

This research is an exploratory multiple case study that provided an organizational design framework
for MSPs offering automatic IaaS. This section will present the areas that are still open for research
or require further research.

First, two patterns have not been identified in this research. Future studies could focus on exploring
these patterns by incorporating criteria specific to these patterns in the case selection criteria. The
criteria of these patterns are given for service delivery and operational governance.

Second, the research scope could be expanded to include more cases, which would help reinforce
the identified patterns and potentially uncover new ones. Additionally, the scope could be broadened
to include an international perspective.

Third, the technology component and process configuration identified in this research require fur-
ther research. The study could focus on further defining these configurations and their advantages.
Furthermore, for these configurations it is still to be proven that they prevent silos. The researcher
assumes the configurations are specific to IT infrastructure and recommends further research in this
field.

Fourth, the implementation of the patterns can be researched. This research focuses on which
patterns are implemented in cases and identifies patterns; however, it does not include information on
the implementation of a pattern. Furthermore, it is also interesting to research how transitioning from
the solution-driven managed service provider to the platform-driven managed service provider would
look.

Fifth, the team interaction modes can be explored in greater detail in future research. While
this study focuses on high-level organizational design patterns, it does not deeply examine how teams
collaborate, coordinate, or facilitate each other’s work in practice. For example, the collaboration
interaction mode between stream-aligned teams, offers a promising direction for more granular analysis.

Lastly, future research could focus on the concept of the shared services stream suggested in the
scenario creation. The Shared services stream should deliver reusable infrastructure products to plat-
forms.
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Appendix A: Definitions

Managed service provider (MSP) An MSP “delivers services, such as network, application, in-
frastructure and security, via ongoing and regular support and
active administration on customers’ premises, in their MSP’s
data center (hosting), or in a third-party data center.” [9]

Infrastructure as a service “The capability provided to the consumer is to provision pro-
cessing, storage, networks, and other fundamental computing
resources where the consumer is able to deploy and run arbi-
trary software, which can include operating systems and appli-
cations. The consumer does not manage or control the underly-
ing cloud infrastructure but has control over operating systems,
storage, and deployed applications; and possibly limited control
of select networking components (e.g., host firewalls).”[8, p.3]

Organizational design “The deliberate process of configuring structures, processes, re-
ward systems, and people practices to create an effective orga-
nization capable of achieving the business strategy.”[11, p.1]

Team topology The team topologies model defines four distinct types of
team configurations: stream-aligned, enabling, platform, and
complicated-subsystem teams [49]. While the original term
topology is used to describe the structural and interaction pat-
terns between teams, it can be ambiguous in the context of In-
frastructure as a Service (IaaS), where topology typically refers
to network or system layout. To avoid confusion, we refer to
these team types as team configurations throughout this thesis.

Team configuration A team configuration represents a typical arrangement outlining
a team’s structure, key functions, collaboration methods, and
relationships with other teams.

Case A case represents an individual company in terms of the compo-
nents of organizational design: structure, strategy, frameworks,
capabilities, culture, and security.

Organizational design pattern An organizational design pattern, on the other hand, is a col-
lection of cases that share common characteristics across these
same components, emphasizing high-level similarities rather
than individual specifics.

Scenario A representation of a sample organization illustrating how the
proposed model can be applied.
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Appendix B: Pattern description

This section provides more insight into the patterns established in this thesis by showing more infor-
mation on structure, maturity, frameworks, culture, and security per pattern.

For each pattern, a high-level structure based on the cases is created. The visualizations of the
structures per pattern is next. The NIST cloud reference architecture is used to provide more informa-
tion on the role of the teams within the different topologies [34]. NIST provides four layers: service,
control & resource abstraction, and physical resources. More information on the service model can be
found in 2.1.4. The layers of the service model are visualized on top of the team configurations using
dotted lines. It is important to mention that a team can be active in multiple layers. The service
model provides an architectural view in which teams are not restricted to activities within one layer.

Although the team interaction modes are not explicitly visualized, the teams operate in alignment
with the interaction principles outlined in the Team Topologies model. In this structure, platform
teams provide X-as-a-Service capabilities to stream-aligned teams, enabling them to offer support and
guidance that enhances the effectiveness of these teams. As team interactions were not the primary
focus of this study, they were not examined in depth and are therefore not depicted in detail. For
example, the collaboration interaction mode presents an interesting opportunity for further exploration.
The visualization adopts a layered approach, where teams deliver services to those positioned above
or below them in the structure. This layered interaction is further detailed in the accompanying
description of the visualization. The specific team interaction modes represent a valuable area for
further investigation in future research.
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Platform-driven self-managed platform

Structure:

Figure 28: Structure platform-driven self-managed platform

Physical resources:
Within the platform-driven self-managed platform, the public cloud services are are predominantly
used, outsourcing most of the hardware layer to public cloud providers. Outsourcing most of the
hardware layer enables the platform team to keep their activities within a single team. Nevertheless,
it is possible to have an on-premises platform, as case B shows. It is important to note that the on-
premises platform of case B is small compared to the on-premises platforms of the platform-driven and
solution-driven managed service providers. On the visualization of the structure, the second public
cloud platform is drawn in the resource abstraction & control layer as well as the physical resource
layer. This is because some public cloud providers allow direct access to specific hardware, meaning
physical resource activities are performed. For this platform, the data center layer is still outsourced.

In conclusion, this pattern mainly uses hardware owned by the public cloud vendor (for example,
Microsoft). However, when executed properly, a small on-premises platform (hardware owned by the
company) is possible.

Resource abstraction & control:
The resource abstraction & control layer is visualized as a single layer in the platform-driven self-
managed platform because no separate teams are working at one of these layers. Within this layer
there are three platforms, all within the same IaaS platform team. The three platforms use different
physical resources, so they are visualized with a dotted line to distinguish them. Furthermore, each
platform has dedicated engineers, resulting in multiple clusters within the IaaS platform team. The
IaaS platform team is responsible for keeping the platform running and up-to-date, and maintaining
the pipeline used to request services.

Service layer:
The public cloud platforms use the service portal offered by the public cloud vendor, i.e., the service

97



layer is outsourced for the public cloud platforms. The on-premises platform team needs to develop
an on-premises platform service layer. When the on-premises is small, the on-premises platform team
can choose not to make a service portal and use direct connections with the employees working on the
on-premises platform to receive requests.

Application layer: It is essential to mention the application layer for the platform-driven self-managed
platform, as infrastructure specialists are within the application teams. These infrastructure specialists
are responsible for requesting and operating the infrastructure services. The IaaS platform team can
be kept small because the responsibility of requesting and operating infrastructure services is assigned
to the application teams.

Enabling teams: The enabling teams of the platform-driven self-managed platform are architecture
and security. These teams are part of the larger IT organization where the IaaS platform team op-
erates and are not solely scoped on infrastructure. There is no automation enablement team for the
infrastructure platform, as the platform team is responsible for automation and standardization.

Frameworks:
First of all, the IaaS platform team in the platform-driven self-managed platform is a single team that
is part of a larger (IT) organization. Because of this, the platform team might be forced to work
according to the frameworks of the larger organization. Secondly, it is notable that the two cases
of pattern 1 have an insignificant overlap in their frameworks; case A focuses more on an agile way
of working (scrum & SAFe) supplemented by DevOps and ITIL, whereas case B depends on mature
self-steering teams working DevOps and are project-based. Even though the number of cases (2) on
which this pattern is based might be unrepresentable, some common factors can be found.

The goal in pattern 1 is to maintain and operate the IaaS platforms as efficiently as possible with
as few employees as possible. The frameworks should support this. The tasks of the IaaS platform
team must include:

• offering infrastructure services to the application teams;

• maintaining and updating the platforms to keep the platforms secure and up-to-date with the
latest market trends and the application teams’ requests;

• focus on standardization instead of customization.

As an extra service to the application teams, the platform team might:

• help the application teams request services from the right platform;

• provide a pipeline that the applications can use to request infrastructure services. This pipeline
should add security measures to the request to secure the provided service.

Although the platform team might help application teams to request the right services, it is not re-
sponsible. The platform team is solely responsible for delivering the requested infrastructure services.
However, when a pipeline is offered to make requesting services more manageable for the application
teams, the platform team is responsible for maintaining the pipeline.

Maturity :
To execute these tasks efficiently, having experienced/senior employees (A & B) is essential. Even
though case A has an experienced team, the overall maturity score is average, whereas the team and
organization level maturity at case B is high. Offering multiple platforms and operating using as much
standardization and automation as possible while connecting with the larger IT organization requires
a high maturity of the frameworks used.

Frameworks:
The IaaS platform team should use DevOps and ITIL (A & B). ITIL can support operational tasks,
and leveraging a DevOps way of working will support the combination of development and operational
tasks linked to the platform. The daily approach of dividing development and operational tasks can
differ. For example, an Ops lead of the day can be used where a single employee is responsible for the
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operational tasks of the day (A). This role might rotate across team members. Another option is min-
imizing operational tasks through automation and holding the whole team responsible for operational
tasks that arise (B).

In this pattern, the application teams are most involved in requesting and maintaining the infras-
tructure. The tasks of the application teams must include:

• request the right infrastructure services;

• integrate the infrastructure services in the application;

• operate the requested infrastructure services.

When infrastructure services are provisioned to the application teams, they operate them. This re-
sponsibility includes, for example, expanding storage. Application teams should have one or more
infrastructure specialists to execute infrastructure-related tasks. Organizations might choose to estab-
lish a team to which operational tasks of application teams can be outsourced, relieving application
teams of these operational tasks(A).

As mentioned, the IaaS platform team is part of a larger organization. This organization might
work according to scrum and SAFe (A), work more project-based (B), or have another operating model.

Security:
The IaaS platform team is responsible for offering a secure platform, i.e., there should be a secure
environment in which the infrastructure services are provisioned. Furthermore, the platform team
is responsible for providing guardrails on security when the application team requests services. The
application teams are ultimately responsible for requesting the right components to form a safe infras-
tructure environment.
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Platform-driven managed service provider

Structure:

Figure 29: Structure pattern 2

Physical resource layer:
Most of the hardware layer within the platform-driven managed service provider is on-premises. In
addition, the public cloud, where the datacenter layer is outsourced, is used. Not all hardware is
outsourced, and operational governance is high, so pattern 2 requires many teams.

The data center manages the hardware (racks, switches, servers, storage, etc.) and needs to function
as a platform to reduce the cognitive load of the platforms above it. The container and server-based
team should not be directly involved in physical hardware-related activities. Instead, they are enabled
by the hardware delivered by the data center.

Team topologies model state that platform teams should deliver the services through a (self-service)
platform [49]. However, as the data center works with physical components that come with high
investmens, it does not use a self-service platform. When new orders are sent to the data center,
delivery times often depend on external parties and are long. Even though the data center lacks
a self-service platform, it is still best visualized as a platform because it delivers services to reduce
the cognitive load of other teams. The data center platform consists of a single team responsible for
floor management, the boots on the ground in the data center. Floor management is responsible for
managing and ordering hardware.

The platforms on top of the data center platforms are drawn in two layers. This is because the
layers described in the NIST reference architecture are strict when looking at it from an architectural
point of view. However, teams can be involved in multiple layers. The platforms offer a customer
physical components as a service using resource abstraction. Therefore, the on-premises platforms are
visualized in two layers. Furthermore, a public cloud platform might offer direct access to specific
physical hardware; in this case, a public cloud platform is involved in the physical resources and re-
source abstraction layer. Both options are included in the visualization.
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Resource abstraction:
The resource abstraction layer of the platform-driven managed service provider consists of 3 on-
premises and several public platforms. First, the server-based platform. This platform consists of
multiple technology-based teams. A technology-based team focuses on a single technology domain.
For a server-based platform, examples of this are storage, backup, compute, or operating systems
(Windows & Linux). Next to the server-based platform, there is a container-based platform. In this
pattern, these technology domain teams are DevOps teams that integrate into a platform. Thirdly,
the office network team offers hardware in office buildings, such as connectivity. It has no direct link
to the activities within the data center.

In the platform-driven managed service provider, two on-premises and three public platforms are
visualized because this matches the platforms across cases C-H. However, adding more platforms to
the resource abstraction layer is possible.

Control layer:
The control layer of the platform-driven managed service provider is separated from the resource ab-
straction layer, as separate teams are involved in control tasks. The tasks of the control layer include
resource allocation, access control, and usage monitoring [34]. For this pattern, resource allocation
should happen mostly automatically. For the public cloud, this is implemented by the public cloud
vendor; for the on-premises environment, a separate automation team is needed. This team enables
the on-premises platform to provision services automatically.

On top of the on-premises platforms, there is an API/Automation team that enables platforms
to automate their resource allocation as much as possible to offer their services in a shared portal.
Furthermore, there is an overarching monitoring team that monitors all provisioned services.

Not all three teams of the control layer were present in all cases. However, properly implementing
the control layer is crucial to let this pattern function correctly because this is where a high degree of
automation is reached.

Service layer:
The service layer consists of two types of teams. Firstly, the service consultancy team focuses on
enabling and helping clients request the right environment and services. Service consultancy is cru-
cial when application teams have a low maturity concerning infrastructure or when there is a strong
customer focus. The main goal of the service consultants is to help customers use as many standard
components as possible on the right platform. This is especially helpful when customers do not have
infrastructure competencies; service consultants help bridge the knowledge gap. Secondly, a service
desk focuses on operational tickets and other questions. The service desk is responsible for routing the
operational tickets to the right teams when necessary.

Enabling teams:
The architecture and security teams are the platform-driven managed service provider’s enabling teams.
These teams are dedicated to the IaaS provider, even though they can be part of a larger team sup-
porting a larger IT organization. The architecture and security teams enable the other teams with
their discipline.

Frameworks:
To function as a service driven managed service provider several functionalities are must-haves for
pattern 2:

• offer and maintain infrastructure services;

• maintaining and updating the platforms to keep the platforms secure and up-to-date with the
latest market trends and the application teams’ requests;

• focus on standardization instead of customization;

• automate the provisioning of the on-premises environment where possible.

As an extra service to application teams the teams within pattern 2 could focus on:
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• Offering service consultancy to help application teams request the right services.

Maturity:
To be able to execute both operational and development tasks, the maturity scores of the cases vary
from medium to high. When maturity scores of cases are low, cases use less standardization and are
more customer-focused; this is the case for pattern 3.

Frameworks:
The cases of this pattern overlap in their frameworks; all work according to Scrum, DevOps, and ITIL.
Furthermore, apart from case D, all cases use a team overarching framework like SAFe or the Spotify
model.

A team overarching framework is necessary to coordinate the large number of teams. SAFe pre-
scribes processes as well as team set-up ((C, E, F, H), whereas the Spotify model mainly focuses solely
on the team set-up (G). In case G, the teams have processes prescribed by Scrum at the team level.
However, higher-level processes and overarching teams are lacking. The interviewee declared that the
teams did not need processes to work together, as the right people could find each other.

All cases use a combination of Scrum, ITIL, and DevOps. DevOps is used to coordinate develop-
ment and operational tasks within the same teams. An Ops lead of the day might be used to provide
a straightforward daily approach within a team (F, G). ITIL coordinates operational tasks, whereas
Scrum coordinates the development tasks.

Security:
The technology components teams are responsible for creating and maintaining a secure part of the
system. The security team can enable the technology components team, but it is not responsible for
it. Technology component teams can contain an infrastructure specialist responsible for security.
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Solution-driven managed service provider

Structure:

Figure 30: Structure pattern 3

Physical resources layer:
The hardware layer of the solution-driven managed service provider functions similarly to the hardware
layer of the platform-driven managed service provider (pattern 2). There is an on-premises data center,
and some hardware layer is outsourced to public cloud vendors. Furthermore, similar to pattern 2, the
technology-based teams are in two layers, just like one of the public cloud platforms. This is because
the teams perform activities in both architectural layers.

Resource abstraction & control layer:
The resource abstraction & control layer consists of an on-premises stream with technology-based
teams. A technology-based team focuses on a single technology domain. Examples of this for a
server-based platform are storage, backup, compute, or operating systems (Windows & Linux). In
this pattern, the technology-based teams do not function as a platform due to a lack of automation,
standardization, and a straightforward (often manual) orchestration process. Therefore, the teams
are visualized as a regular stream, offering more customer-focused services. Next to the on-premises
platform is a public cloud platform functioning similarly to the one in pattern 2.

In the solution-driven managed service provider, a single on-premises and two public platforms are
visualized because this matches the platforms across cases I & J. However, adding more platforms in
this layer is possible. However, pattern 2 would fit better when scaling up.

Service layer:
The service layer in this pattern consists solely of a service desk. The service desk is responsible for
routing the operational tickets to the right teams when necessary. When compared to pattern 2, this
pattern is missing the service consultants. The service consultants in pattern 2 help the customer pick
the right standardized building blocks. Without service consultants, the customer has more direct
contact with the technology-based teams, resulting in more customized services.

Enabling teams:
The architecture and security team follow the same pattern as in pattern 2.

Frameworks:
To function as a customer-driven managed service provider, several functionalities are must-haves for
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pattern 3:

• offer and maintain infrastructure services;

• maintaining and updating the services to keep the services secure and up-to-date with the latest
market trends and the application teams’ requests.

Maturity:
The maturity for the cases of this pattern is low. For this pattern, this results in a more customer-
focused organization instead of a process-focused one. Furthermore, standardization and automation
are lower when compared to pattern 2.

Frameworks:
The cases of this pattern fully overlap in their frameworks. In both cases, an overarching team frame-
work is lacking, resulting in lower cross-team coordination. Furthermore, there is no straightforward
orchestration process; customers have more direct contact with the technology-based teams. This leads
to more customized one-off solutions instead of standardized solutions.

Firstly, within this pattern, Scrum is used to guide the development work; however, as visible in the
scores on agile attitudes (medium) and further explanation of the interviewees, not all teams have fully
implemented Scrum. This results in even more discrepancy across teams. Secondly, the degree of ad-
hoc work is relatively high in this pattern compared to other patterns. Thirdly, the technology-based
and public cloud platform teams are responsible for the development and operational tasks. DevOps
is used to coordinate development and operational tasks within the same teams, and an Ops lead of
the day provides a straightforward way of working within a team. Lastly, the operational processes
are executed according to the ITIL framework.

Security:
The security pattern of this pattern is the same as pattern 2.
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Solution-driven Dev & Ops provider

Structure:

Figure 31: Structure pattern 4

Physical resources:
Cases K-N did not mention the data center in their organizational structure. However, cases K-N
did mention that they use their own data center, sometimes in combination with a public cloud data
center. Therefore, the data center is included in this pattern. The data center is visualized using a
dotted line to emphasize the data center was not specifically mentioned in the cases during the organi-
zational structure. Furthermore, the data center is visualized in the operation department, as mostly
operational tasks happen in the datacenter.

Resource abstraction & control:
On top of the data center are the development and operations departments. The development depart-
ment of pattern 4 focuses solely on developing new services and provisioning services. This department
can consist of either multidisciplinary process-based teams, visualized in red (L & N), or technology-
based teams, visualized in green (K & M). When multidisciplinary teams are used, teams can be
focused on a single customer, increasing the customer focus. When technology-based teams are used,
coordination across teams is more important. The development departments must create services that
are easy to operate and allow the operation department to function efficiently.

The operation department is responsible for operating the services the development department
provides. For the operation department, the same multidisciplinary or technology-based team approach
is possible as the development department. When a company wants to be more customer-focused,
multidisciplinary process-based customer teams can be used.

The teams in the technology/process-based teams in development and operations are involved in
the physical resources layer as well as the resource abstraction & control layer.

Service:
When the services are provided to the customer, the customer can optionally outsource the operational
tasks to the operation department. When the customer chooses to outsource tasks, the development
department also hands over the product to the operation department.

In the service layer, there are two teams: a service consultancy team in the development depart-
ment guiding clients through their intake or with which services to request. In addition to this, there
is a service desk in the operations department that functions as a front of the operations department.
This can be a skilled service desk (N) or a non-skilled service desk K & L.

Enabling teams:
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The enabling teams of pattern 4 are architecture, security, and automation. The first two provide
guidelines for the entire organization and can enable development and operation teams when neces-
sary. Furthermore, the automation team enables teams in both departments to automate as much as
possible.

Frameworks: To function as a solution-driven Dev & Ops provider, several functionalities are must-
haves for this pattern:

• Offer infrastructure services with the option for maintenance;

• maintaining and updating the services to keep them secure and up-to-date with the latest market
trends and the application teams’ requests;

• offering service consultancy to help application teams request the right services;

• build services that the customer and the operations department can maintain.

Maturity:
The maturity for the cases of this pattern is medium. One of the reasons for this is that in most cases,
no team overarching framework is used. Furthermore, not all processes are defined across all cases.
This results in a medium maturity according to COBIT [79].

Frameworks:
The cases in this pattern show a near-complete overlap. All of them employ Scrum for certain develop-
ment teams, ITIL for operational tasks, and follow a project-based approach. Case K is the only one
that operates using SAFe and achieves the highest maturity score for this pattern. The emphasis on
project-based work, compared to other patterns, can be attributed to the strong focus on external cus-
tomers, with projects being undertaken for these clients. In Case K, project-based work is integrated
with SAFe, as the entire IT organization follows the SAFe framework.
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Appendix C: Interview guide

Case Interview

Interviewee:
John Doe
Organisation
john@example.com

Interviewer:
Yorick Molema

Graduation internship
MSc ICT in Business and the Public Sector

Context: For my master’s thesis I am conducting several interviews as a part of my research, this
interview is one of them. The goal of the interview is to identify common organizational designs for
infrastructure providers to efficiently support the business.

I will conduct several interviews, I will keep you posted on the results of the study.

Before we begin it’s important to highlight some important issues. Your response will be treated
as confidential and anonymous. Participation in this interview is voluntary, you have the right to
withdraw at any time without consequences. If you agree I will start a recording. The recording
will be used to transcribe and analyse the interview. I appreciate your cooperation. I will send the
transcript to see if you agree with everything I have put on paper. I appreciate your cooperation.

The thesis’s research question is: What are effective organizational design scenarios for a managed
service provider which implemented automatic infrastructure as a service provisioning? Allow me to
give a short introduction.

Interview date:

1. Introduction
Question: Can you describe [INSERT ORGANISATION NAME] in a few sentences?

Question: What kind of services does your organization provide?

Question: How does IT play a role in this? What is the role of the infrastructure department
within ASML?
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Question: How is the infrastructure delivered to the customer?

Question: What kind of infrastructure services are delivered?

Question: How would you describe the business model of the IT infrastructure department?

Question: Do you provide services to internal or external customers?

Question: What are the customer segments you target?

Question: What is the size of your customer base? Application and/or user-wise?

Now we start with the questions about organizational design for the infrastruc-
ture department. We will discuss the structure, strategy & capabilities, processes,
culture and security.

2. Structure
Question: What type of framework or operating model do you use in the infrastructure

department? (SAFe, Scrum, ITIL, DevOPS)

Question: How many teams are there in your (infrastructure) department and how big are
they?
Are there clusters? If so, how are they clustered? (e.g. ARTs/Trains, tribes, etc.)
What are their main roles and responsibilities? (What do they do?)
Are team members fully assigned to one team?
Why did you choose this structure? What is its origin?

Question: Can you draw the structure and connections between the teams? Add the clusters
(What are the teams?).
If SAFe is being used: Do you have a portfolio or solution layer (solution layer)?
How are these connected to the rest of the department?
Can you share the organizational chart?

Question: How are the teams led?

Question: How is architecture addressed in the organization?

3. Strategy & capabilities
Question: Is there an internal IT strategy within the organization, and if so, can it be shared?

Question: Have key capabilities and skills for the teams been identified? (Use the organiza-
tional chart drawing)
If not, are you able to identify skills within the infrastructure department?

Question: What are key capabilities and skills outside the teams? What capabilities/skills
are expected of a manager in your organization?

Question: Can you identify the two/three most important organizational skills that changed
when you started working with the new management model?

Question: Can you name the two/three most important skills (at the team level) that changed
when working with the new operating model began?
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Example roles/capabilities:

•Solution architect

•Technical architect

•Enterprise architect

•Devops engineers

•Cloud engineers

•Data engineers

•Data scientists

•Data analytics

•Machine learning

4. Frameworks
Question: How are the teams connected to the customer?

Question: What kind of tools and tool chains do you use? (Linked to the processes)

Question: How are the teams interconnected, what processes do they use? (Focus on the
high-level process)

Question: Have you had to make changes to the processes to implement the operating model
and was that recent?

Question: Are the capabilities aligned with the processes/frameworks you use? Do you see
gaps between the capabilities and the processes?

Question: Is the framework/operating model aligned with your strategic ambitions?

5. Culture
Question: How would you describe the culture in your organization and in the infrastructure

department?

Question: What are characteristics for the culture in the infrastructure department?

Question: Based on your observation in the infrastructure department, how would you place
the following attitudes on a scale of 1-5:

1 - Attitude is not visible at all

2 - Attitude is visible at very few times

3 - Attitude is occasionally visible

4 - Attitude is often visible

5 - Attitude is often visible throughout the infrastructure department

Attitudes:

•Attitude towards learning spirit degree: to which an actor evaluates openness
and searches positively for new things regarding their work
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•Attitude towards collaborative exchange degree to which actors value trans-
parent work and share knowledge to solve problems

•Attitude towards empowered self-guidance Actors value reflection on them-
selves, their work processes, and take responsibility for their work

•Attitude towards customer co-creation extent to which an actor positively
values being continuously oriented towards value for the customer and staying
in direct contact with them

Question: Is the culture of the infrastructure department different from the culture of the
rest of the organization?

6. Security
Question: Can you share about how the infrastructure department is dealing with the ever-

changing cybersecurity challenges and is dealing with directives such as GDPR,
NIS2, Digital Market Act (if applicable)?

7. Context
These questions can be asked if there is time left and for more context about the
organization

7.1 Budget
For the study, we are interested in the relationship between the IT budget and
revenue, as this has an impact on organizational design.

Question: What is the size of the infrastructure department? (FTEs)

Question: If possible, could you share figures on the annual IT budget and revenue?

Question: What is the relationship between revenue and infrastructure department budget?

Question: Are you under- or overstaffed?

Question: How many changes does the infrastructure department implement per year?

7.2 Maturity
Question: How much of an impact does legacy IT have on the infrastructure department and

the services you provide?

Question: Where would you place the infrastructure department on the maturity curve (ad
hoc, repetitive but intuitive, defined, managed and measurable, optimized)?

1.Ad hoc: Everything happens ad hoc, there is no standardization at all.

2.(Repetitive but intuitive) Repetitive tasks happen the right way, but there is
no documentation at all.

3.Defined: Processes and responsibilities are defined and documented.

4.Managed and measurable: Processes are not only defined, but include version
control and have specific checkpoints to verify that execution is correct. Risks
to the business are identified, documented and potentially mitigated. Vendor
strategy and lifecycle management strategies are used.
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5.Optimized: Alerts are in place if the process is bypassed and management
programs are in place to continuously improve risks, risk mitigations and
procedures.

Thank you for participating in the interview, your input is greatly appreciated. I
will share the transcript of the interview, at a later stage I will also share the
results of the study.
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