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Abstract

Background: The COVID-19 pandemic intensified already existing financial uncertainty, especially
within healthcare organizations, highlighting the need for effective going concern assessments to pre-
dict financial distress. Traditional machine learning methods have proven effectiveness in predicting
bankruptcy, but face challenges in analyzing complex and unstructured data. Large language models
(LLMs) have shown promise in processing these complex data types, yet their application in auditing,
particularly for assessing the going concern of healthcare organizations, remains unexplored.

Aim: This research aims to show the potential of LLMs to predict bankruptcy of healthcare orga-
nizations. By integrating structured and unstructured information, the study seeks to evaluate the
effectiveness of LLMs in improving the going concern assessment in existing auditing processes. The
focus lies on assessing the model’s performance in practice.

Method: We followed a design science approach to develop a LLM-based model for assessing going
concern in healthcare organizations, using the DSPy framework to programmatically optimize the LLM.
The model integrated structured financial data and unstructured audit reports to improve the accuracy
of bankruptcy prediction and reduce assessment time. Its effectiveness was evaluated through a case
study comparing prediction accuracy and time efficiency against traditional assessment methods used
by accountants. In this study, the control group received only financial data and a single page of
the auditor’s report, while the LLM-assisted group also received the model’s prediction and a model-
generated summary of the same auditor’s report page. Additionally, we collected qualitative feedback
on the usability of and satisfaction with the model.

Results: The results showed that the model achieved an accuracy of up to 79%, with DSPy’s COPRO
optimizer for prompt optimization emerging as the best-performing option due to its high accuracy (79%)
and low false negative rate (10). Feature selection significantly impacts model accuracy, with expert-
selected features outperforming mutual information-based selection, suggesting the importance of domain
expertise in bankruptcy prediction. In the case study, the model matched or outperformed individual
accountants in predicting bankruptcy. The LLM-assisted group demonstrated a slight improvement in
assessing edge cases compared to the control group. Despite no measurable difference in overall accuracy
or assessment speed, accountants found the model useful for highlighting key financial indicators, with
all participants stating they would incorporate it into their real-world evaluations.

Conclusion: This research demonstrated the potential of LLMs in enhancing the going concern assess-
ments for healthcare organizations. While LLMs did not outperform traditional methods in terms of
accuracy or efficiency, their ability to support auditors by identifying key financial indicators and pro-
viding early warnings proves valuable. The accountants showed a positive attitude towards the model,
highlighting its usefulness as an assistive tool in their workflow by complementing existing auditing pro-
cesses rather than replacing them. Future work should focus on refining the model, expanding its use
across sectors, and effectively integrating the model into audit processes.
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Chapter 1

Introduction

1.1 Problem statement
The COVID-19 pandemic significantly impacted healthcare organizations, including hospitals, nursing
homes, and other care facilities, and caused substantial financial losses and operational disruptions.
Healthcare centers faced revenue declines, workforce reductions, and shortages in medical supplies, which
intensified the financial pressures they were already under [56]. Along with a volatile global situation
and increased competition, the need for accurate assessment of going concern risk became even more
critical [71].

Going concern assessments play a key role in determining the financial health of organizations, especially
within the field of auditing. In this context, audits are “independent examinations of the records of
an organization to ascertain how far the financial statements present a true picture of the firm and
that accounting systems are well-controlled, legal, and accurate” [70]. Accurate and efficient auditing
processes are essential for identifying potential risks, such as default or operational disruptions, and
guiding organizations in mitigating these going concern risks [60].

While machine learning has been widely applied to enhance the going concern assessments, these meth-
ods often struggle to process complex, high-volume data [43]. Large language models (LLMs), however,
offer the potential to address this gap. Unlike traditional machine learning models, LLMs are designed
to process and analyze both structured and unstructured data, allowing them to uncover patterns in
text that might be missed by conventional approaches [9]. However, their application in assessing going
concern risk needs to be evaluated and compared with traditional approaches to assess their practical
value [37]. Moreover, LLMs have yet to be fully explored in the context of healthcare organizations.
Healthcare-related audit research remains sparse in general [72], but especially when it comes to inte-
grating advanced technologies like LLMs into traditional auditing processes.

Therefore, this research aims to empirically evaluate the effectiveness of LLMs in assessing going concern
risks by analyzing both structured and unstructured data from Dutch healthcare organizations. By
comparing the performance of LLMs to traditional audit methods, this study seeks to uncover the
strengths and limitations of LLMs in practice. Ultimately, this study will contribute to the growing
literature on LLMs in auditing by providing practical guidance on how these models can be applied to
going concern assessments of the healthcare sector.

1.2 Research question
Following the problem statement, the research question is stated as:

“How can LLMs be utilized and optimized effectively to enhance the going concern assessment for health-
care organizations?”

Addressing this research question, the research will be divided into the following hypotheses:

H.1 Programmatic prompt-tuned LLMs are more effective than traditional auditing methods in assessing
the going concern.
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Effectiveness will be measured by comparing prediction accuracy of the assessment.

H.2 Programmatic prompt-tuned LLMs can shorten the current process of assessing the going concern
while maintaining accuracy.
This will be evaluated by measuring the time taken by accountants for the going concern assessment
with and without the model.

H.3 Accountants perceive LLMs as a valuable tool to assist in going concern assessments.
An evaluation form will be used to assess accountants’ perceptions of the model’s usefulness and
ease of integration into their workflow.

1.3 Business case
This research was carried out in collaboration with BDO Netherlands. BDO is a network of advisory
firms that provide a wide range of services including accountancy, business advice, tax, and digital
transformation [8]. It is the fifth-largest accounting network in the world [13].

In the context of an accounting firm like BDO, going concern assessments are crucial. These assessments
are an integral part of the audit and involve evaluating a company’s ability to continue operating in the
foreseeable future. For BDO’s audit services, ensuring the going concern of clients is essential to meet
the expectations of key stakeholders and maintain the integrity of financial reporting.

This study aims to use a LLM to enhance the efficiency and accuracy of the going concern assessments,
empowering accountants with more precise and data-driven recommendations to clients. This aligns with
BDO’s commitment to providing smart solutions and new insights to their clients [7].

BDO supplied the dataset mentioned in Chapter 3 and supported this research by offering access to a
network of accountants. These professionals provided insights into going concern assessment processes
and contributed to the case study described later.

1.4 Overview of the thesis
The remainder of this thesis will be structured as follows. We start by establishing the theoretical
background in Chapter 2, where we provide the literature on going concern assessments and the related
work regarding the use of LLMs in this context. Chapter 3 outlines the methodology used to answer the
research question, with the results presented in Chapter 4. In Chapter 5, we interpret the findings, relate
them to the hypotheses, discuss the limitations of the study, and offer recommendations for the host
company. Lastly, Chapter 6 concludes the thesis with a summary, an answer to the research question,
contributions to the field, and suggestions for future work.
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Chapter 2

Background and related work

The following chapter presents the academic literature on going concern assessments and the use of LLMs
in auditing. It begins by defining the going concern assumption and its assessment process. Subsequently,
we examine the distinctions between healthcare organizations and traditional for-profit entities, as well
as the impact on the going concern assessment. Finally, the emergence of AI and LLM applications in
auditing is outlined. This chapter is the foundation for our study on the use of LLMs in going concern
assessments.

2.1 Going concern assumption
What is the going concern assumption?

The going concern assumption is a fundamental concept in both international and national accounting
standards. The International Accounting Standards Board (IASB), which applies in regions that have
adopted International Financial Reporting Standards (IFRS) — such as the European Union, Australia,
and many parts of Asia and Africa — includes this assumption in IAS 1. IAS 1 states that organizations
are expected to continue their operations as a going concern [14]. Should an auditor, during their
assessment, identify uncertainties that cause significant doubt of the organization’s ability to continue
as a going concern, these uncertainties must be disclosed [14].

Similarly, under U.S. Generally Accepted Accounting Principles (GAAP), the going concern assumption
is a standard for financial statement presentation unless information suggests otherwise. Since 1989,
auditors in the U.S. have been required under Statement on Auditing Standards (SAS) No. 59 to assess
whether substantial doubt exists regarding the ability of an organization to continue as a going concern for
the next twelve months [24]. If there is any doubt, auditors must modify their audit reports accordingly
to reflect the uncertainty [59].

Both IASB and U.S. GAAP stress the importance of assessing and disclosing going concern risks, ensuring
that financial statements accurately reflect an organization’s ability to operate.

2.2 Auditing: traditional approaches to going concern assess-
ment

How is going concern currently assessed within auditing?

A going concern assessment involves the auditor’s evaluation of any uncertainties that could threaten
the organization’s ability to continue operations, in line with the aforementioned going concern assump-
tion [15]. They assess the risk that a company will need to cease their operations within the next
year.

As Cormier et al. [24] explain, the going concern concept involves more than just the risk of bankruptcy.
While this is often the main focus, other significant events, such as restructuring, (partial) liquidation,
or a merger, may also indicate that a company is no longer able to continue its operations in the same
manner [24]. This broader interpretation ensures that the auditor evaluates various financial difficulties
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that could influence the company’s continuity, beyond the sole risk of default. For example, if a company
is undergoing significant restructuring, this may indicate potential liquidity issues that could affect its
long-term continuity [6]. However, since bankruptcy provides definitive prove that an organization is no
longer a going concern, this study will focus on it as the primary target for assessing going concern risks.
By predicting bankruptcy, we can address the most concrete and impactful outcome within continuity
assessments. Therefore, for the purpose of this thesis, the going concern assessment will be considered
equivalent to bankruptcy prediction.

Mutchler [52] researched in 1984 what auditors look for when assessing going concern in practice. They
found that the top five ratios were: cash flow from operations/total debt, current assets/current liabilities,
net worth/total debt, total debt/total assets, and total liabilities/total assets. A later study from 1996
found similar ratios, with the key differences being the inclusion of change in net worth/total liabilities
and the replacement of net worth/total debt with net worth/total liabilities [41]. These ratios are
particularly relevant as they reveal aspects of liquidity, solvency, and the organization’s ability to manage
factors that directly indicate financial distress, impacting the overall going concern.

However, as Carson et al. [19] said: “As the audit environment changes, there is an ongoing need to
update evidence on what financial statement variables auditors rely on in practice when making [going
concern] decisions.” Especially in a time where there is more and more data available, this highlights
the importance of continuous research to identify and validate the key factors necessary for accurate
going concern assessments. But before exploring these factors further, it is essential to clarify how going
concern assessments differ between healthcare organizations and typical profit organizations.

2.3 Healthcare organizations & going concern
Why is going concern in healthcare organizations important and how is it different from other organiza-
tions?

Healthcare organizations include a wide range of entities, such as hospitals, nursing homes, rehabilitation
centers, and outpatient care providers, that play a vital role in delivering essential health services to the
public. A failed going concern assessment in this sector could disrupt an organization’s critical services,
affecting public welfare and access to healthcare. The uncertainty brought by external crises like the
pandemic further underscores the need for reliable assessments to maintain financial stability and public
health [56].

In the Netherlands, healthcare organizations are required by law to publish their annual report (Wet
marktordening gezondheidszorg, article 40b) [45]. The law ensures accountability in healthcare, allowing
stakeholders to assess the continuity and professionalism of an organization, as well as their potential
risks [46]. This requirement underlines the importance of transparency in financial reporting. The
publication of annual reports allows auditors and stakeholders to effectively evaluate these organizations’
financial health and compare them within the same context.

However, healthcare organizations tend to require a distinct approach when it comes to going concern
assessments. For example, in the Netherlands, medical services aimed at personal healthcare for individ-
uals are exempt from VAT [10]. Moreover, accounting in healthcare research is “directly associated with
governmental objectives to preserve human rights” [72]. These objectives have an impact on the different
regulations and potential subsidies healthcare organizations receive. Furthermore, many dutch health-
care organizations operate as non-profits [69], affecting how taxes and revenues are managed compared
to for-profit entities. It also indicates a trade-off between quality of care and financial metrics like cost
reduction and efficiency [58]. For instance, non-profit status can lead to different funding opportunities,
which may not prioritize immediate profitability but rather long-term sustainability and service qual-
ity [30]. In addition, healthcare revenue streams are complex due to the interaction of various payment
models and the need for collaboration among multiple stakeholders in the healthcare system [67].

These characteristics create a unique financial and operational landscape in the healthcare sector, that
need to be kept in mind while assessing their going concern.
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2.4 Emerging role of AI for going concern
How has AI been used to enhance going concern assessments?

As mentioned before, it is crucial to continuously research the factors needed for accurate going concern
assessments, as the audit environment continues to change and evolve [19]. Multiple studies have re-
searched the factors included in going concern assessments and bankruptcy predictions. One of the most
prominent studies has been done by Altman [2], who formulated the Altman Z-score. This score takes
financial ratios to predict financial distress in the following manner:

Z = 1.2A+ 1.4B + 3.3C + 0.6D + 1.0E (2.1)

Where:

A =
Working capital

Total assets

B =
Retained earnings

Total assets

C =
Earnings before interest and taxes

Total assets

D =
Market value of equity

Book value of total debt

E =
Sales

Total assets

The Altman Z-score is widely used to assess the financial health of a company and predict its likelihood
of bankruptcy, with applications in various industries [3]. In a later study, Altman and McGough [4]
found that their failure prediction model even outperformed the auditors when it came to the going
concern assessment of a set of American organizations.

Building on Altman’s work, Bellovary et al. [12] conducted a literature research on 165 bankruptcy
prediction studies from 1930 to 2004. They focused on the factors used within these studies and listed
those that were mentioned in five or more studies (see Figure 2.1).

While these factors are widely used across industries, healthcare-specific characteristics can significantly
influence financial distress. Landry and Landry III [40] conducted a study examining the factors associ-
ated with hospital bankruptcies in the US. Their findings suggest that financially distressed hospitals tend
to be smaller in size, less likely to be affiliated with a hospital network, and more often investor-owned.
Building on this, Liu et al. [42] identified additional factors influencing hospital financial distress and
closure. Their study found that for-profit ownership, high debt ratios, a larger proportion of Medicare
and Medicaid patients, urban location, and teaching hospital status increase financial risk. Conversely,
hospitals with higher occupancy rates, stronger financial performance (e.g., return on investment and
asset turnover), and affiliations with multihospital systems were less likely to file for bankruptcy. Ad-
ditionally, hospitals designated as Sole Community, Medicare Dependent, or Small Rural had a lower
likelihood of failure [42]. These factors highlight the unique risks hospitals face and provide insight into
financial distress within the healthcare sector. However, more general bankruptcy prediction models
consider a wider range of variables, as shown in Figure 2.1. Although healthcare-specific factors are
essential for understanding financial distress in this sector, integrating both general and sector-specific
variables allows for a more comprehensive analysis.

The way these factors are used in going concern assessments varies between the individual studies. Up
until the 1990s, the most used models to evaluate these variables were discriminant analyses [12], as the
Altman Z-score developed by Altman [2]. However, with recent advances in technology, these traditional
financial models are now enhanced by machine learning methods that can identify complex patterns in
financial data. This shift has introduced a new depth of analysis in financial risk prediction.
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Figure 2.1: Factors included in five or more bankruptcy prediction studies from 1930-2004 [12].

One of the earliest studies in this area was conducted by Bell et al. [11], who compared logistic regression
with a neural network, finding that both models performed equally well in predicting bank failures.
Nevertheless, three years later, another study demonstrated that their neural network had a higher
accuracy in predicting financial distress than a Multiple Discriminant Analysis (MDA) [23]. The power
of neural networks was again shown by Ciampi and Gordini [21] for small enterprises and by Wu et al. [71]
for listed Chinese companies. As Krulicky and Horak [39] said, the uncertain environment, new forms
of business, and the need for handling substantial amounts of data, along with sufficient computing
resources and reliable software tools, make artificial neural networks some of the most effective models
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for evaluating and predicting business development.

Not only neural networks have shown their capabilities within the literature. Yuan et al. [73] proposed
a two-stage model combining k-means clustering with support vector domain description to predict
company defaults up to five years in advance. Their research demonstrated the superiority of multi-
stage machine learning models, particularly in identifying financial indicators critical for predicting
bankruptcy. Similarly, Sigrist and Leuenberger [66] introduced the “LaGaBoost frailty model”, integrat-
ing tree-boosting with a latent frailty model to predict default probabilities, showcasing the importance
of capturing unobservable correlations in risk prediction. Moradi et al. [47] took another approach and
used Fuzzy Clustering Means to predict going concern of Iranian companies, which obtained good results
for financial distress prediction. In a different study, Moscatelli et al. [48] found that machine learning
models significantly enhance default risk prediction using limited financial data compared to traditional
statistical models, although this advantage diminishes when high-quality information and small datasets
are involved. They demonstrated this difference in accuracy by using random forest and gradient-boosted
tree models, while using traditional statistical methods as benchmarks [48].

All in all, recent studies emphasize the effectiveness of machine learning methods in enhancing default
risk prediction, particularly when relying on limited financial data. These advancements showcase the
ability of machine learning models to uncover patterns and relationships within financial data, reinforcing
their value in going concern assessments.

2.5 The use of LLMs in auditing
What are Large Language Models and how can they be used for going concern assessments?

Even though the aforementioned studies have shown promising results, these traditional machine learning
methods struggle to effectively process complex and high-volume data [43]. In addition, these studies
focus primarily on structured financial data. That is why recent research has begun to explore the
integration of unstructured data sources, which is challenging for machine learning methods [43].

The value of focusing on the integration of unstructured data sources can be deduced from research
conducted by Muñoz-Izquierdo et al. [51]. They found that including the audit report in an accounting
model results in a significantly higher accuracy than using solely the accounting model. This indicates
that using the unstructured data from the audit report can add value to the prediction model. Another
study by the same author suggests that audit reports can also provide insights into the causes behind
an organization’s bankruptcy [50]. The ability to include unstructured data in models is particularly
beneficial for healthcare organizations, where data can be complex and multi-layered, as described in
Section 2.3.

In contrast to machine learning methods, large language models are capable of processing and summariz-
ing unstructured data [9]. Language Models are defined as “statistical models which assign a probability
to a sequence of words” [18], where Large Language Models (LLMs) are the larger version of these models
with significantly increasing amounts of model parameters and larger training datasets [53]. LLMs are
based on the transformer architecture, enabling them to excel in tasks like text generation, machine trans-
lation, question answering, and sentiment analysis [53]. Transformers use self-attention, which allows
them to analyze the entire input sequence at once, rather than processing it incrementally [29]. Using
this mechanism, each word or token assesses the relevance of every other word in the sequence, effectively
capturing long-range dependencies and contextual relationships [29]. This flexibility is especially helpful
when dealing with varied and complex data, like the financial state of healthcare organizations.

Another key advantage of LLMs over traditional machine learning models is their ability to perform
relatively well on new tasks without explicit training on specific datasets [16]. While conventional
machine learning models are trained in supervised settings for specific tasks, LLMs are developed in a self-
supervised manner on large amounts of documents, in order for them to learn generalized representations
applicable to various tasks [53]. This capability allows LLMs to perform new tasks without the need for
fine-tuning on large amounts of training data. This is particularly valuable in areas with limited data,
such as bankruptcy prediction.

LLMs have demonstrated significant potential in financial analysis, particularly for extracting insights
from unstructured data. A promising model in the financial domain is FinBERT, a variant of the
BERT model trained specifically on financial texts [33]. FinBERT has produced higher accuracy in tasks
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like sentiment analysis by understanding the complexities of financial language. Its ability to extract
meaningful insights from financial reports can be beneficial for organizations by enabling more accurate
decision-making [33].

In addition to sentiment analysis, LLMs have also been evaluated for financial statement analysis. For
instance, Cao et al. [17] developed the RiskLabs framework, showcasing the potential of combining LLMs
with traditional financial data for risk forecasting. By analyzing multiple data types — including earnings
call transcripts, audio data, market time series, and contextual news — the study highlighted how LLMs
can offer a more nuanced and multi-dimensional analysis of financial risks.

Moreover, Kim et al. [37] conducted a relevant study investigating the ability of ChatGPT-4 to perform
financial statement analyses. They used balance sheets and income statements to let ChatGPT-4 predict
either an increase or decrease in earnings in the next year. The results show that ChatGPT-4 can
predict future earnings changes more accurately than human analysts, especially in complex scenarios
where analysts typically struggle. These findings showed the potential of LLMs not only for traditional
financial analysis but also for broader applications in risk assessment and auditing.

The capabilities of ChatGPT in auditing have also been explored by Eulerich et al. [28], who examined
its performance on various accounting certification exams. Their study found that, with additional
enhancements, ChatGPT successfully passed all sections of each tested exam. This supports the study
by Kim et al. [37] that ChatGPT possesses the necessary capabilities to support auditing processes.
Moreover, their findings suggest that optimizing ChatGPT can significantly improve its accuracy in
domain-specific tasks.

In general, LLMs can be optimized through both parameter-tuning and prompt optimization, offering a
more efficient way to tailor models to specific auditing tasks. Parameter-tuning refers to the fine-tuning
of the model parameters, whereas prompt-tuning refines the instruction given to the model [53]. Another
optimization technique is using few-shot learning, which describes showing the model multiple examples
to help it generate the desired response [53]. Sarmah et al. [61] showcased the effectiveness of both
prompt-tuning and few-shot learning by using a LLM with DSPy optimizers on various datasets. The
DSPy framework1 proposes a systematic approach to AI pipeline design by replacing manual prompt
engineering with modular operators that automatically optimize language models [36]. Its optimizers
use either prompt-tuning or few-shot learning, or a combination of both techniques. Sarmah et al. [61]
found that the optimizers from the DSPy framework increase the performance of the LLM, highlighting
the potential of programmatic prompt-tuning and few-shot learning to improve model accuracy.

In addition to the theoretical effectiveness of LLMs, it is crucial to consider their practical usability
within auditing as well. AI adoption has been accepted and pursued in larger accounting firms, partic-
ularly among the Big Four [34]. However, most studies focused on the theoretical potential of LLMs,
with relatively little attention given to their practical application in auditing [64]. A significant factor in
this gap is the attitude of accountants toward integrating AI into their workflows. This was researched
by Mulliqi [49], who noted that one of the primary challenges auditors face is “the fear of making mis-
takes, compounded by the lack of experimentation in a safe environment.” Furthermore, the challenge
of ensuring compliance with the standards for the use of AI tools adds another layer of complexity [49].
Given that their study addressed AI adoption broadly, it is essential to specifically investigate the prac-
ticalities of incorporating LLMs into auditing practices as well. This is also underlined by Kim et al.
[37], who mentioned that further research is needed to determine whether LLMs can enhance human
decision-making in practice.

Given the unique challenges of healthcare organizations described in previous sections, the ability of
LLMs to process unstructured data, such as audit reports, becomes particularly valuable. By leveraging
prompt-tuning and domain-specific adaptations, LLMs could enhance the audit in ways that traditional
models cannot. This thesis tries to fill the gap in academic literature regarding the practical application
of LLMs in auditing, with a special focus on the going concern assessment.

1DSPy is the second version of the earlier Demonstrate–Search–Predict (DSP) framework developed by Khattab et al.
[35]. The framework is further discussed in Section 3.4.
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Chapter 3

Method

This chapter describes the methodology used in this study. To answer the research question and validate
the hypotheses outlined in Chapter 1, a design science approach was adopted to develop, evaluate, and
refine the use of a large language model (LLM) to predict business continuity for healthcare organizations.
The Design Science Research Process, as proposed by Peffers et al. [57], is well-suited for this research
as it focuses on creating and evaluating models to solve real-world problems. By applying the design
science framework, this study ensured that the developed LLM not only has technical effectiveness but
also practical applicability within existing processes of the host company. Peffers et al. [57] formulated
six activities as part of their Design Science Research Process, which are illustrated in Figure 3.1. The
following section will describe how these activities have been implemented in this research.

Figure 3.1: The activities of the Design Science Research Process by Peffers et al. [57].

Identify Problem & Motivate As explained in Chapter 1, the research problem centers on the
challenges faced by auditors in predicting business continuity of healthcare organizations with financial
uncertainty, particularly after the COVID-19 pandemic. Traditional machine learning methods have
been used to enhance this process, but are limited in handling complex and high-volume data, while
LLMs have not been applied extensively in this domain. Addressing this gap is essential as it could lead
to more accurate business continuity assessments in auditing, thereby helping healthcare organizations
to maintain operational stability and deliver critical public services.

Define Objectives of a Solution The primary objective of the solution was to develop a LLM-based
model that can accurately predict the business continuity of healthcare organizations by analyzing both
structured and unstructured data. Quantitative objectives included improving prediction accuracy over
traditional methods and reducing the time required for assessments. The qualitative objectives focused
on ensuring that the model is applicable within existing auditing processes and offering additional insights
into the financial status of organizations in the healthcare sector.
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These objectives have been captured in the following research question and hypotheses, as previously
stated:

“How can LLMs be utilized and optimized effectively to enhance the going concern assessment for health-
care organizations?”

H.1 Programmatic prompt-tuned LLMs are more effective than traditional auditing methods in assessing
the going concern.

H.2 Programmatic prompt-tuned LLMs can shorten the current process of assessing the going concern
while maintaining accuracy.

H.3 Accountants perceive LLMs as a valuable tool to assist in going concern assessments.

Design & Development The artifact to be developed was a LLM-based model that was prompt-tuned
to predict business continuity for healthcare organizations. The design involved defining the model’s
framework, capable of processing structured data and unstructured data. The development process
included training and testing model optimizers on financial data and auditor’s reports of healthcare
organizations. The details of the development are discussed in the subsequent sections of this chapter.

Demonstration The demonstration of the model was done on the financial data of Dutch healthcare
organizations and can be found in Chapter 4.

Evaluation We evaluated the effectiveness and efficiency of the LLM model through both qualitative
and quantitative metrics. Quantitatively, the model’s prediction accuracy was compared to traditional
methods, while also assessing time savings. Additionally, the minimization of false negatives was impor-
tant for the host company. In other words, they wanted to minimize the organizations that are predicted
to not go bankrupt, even though they did. Qualitatively, feedback from accountants using the model
in a real-world assessments was gathered to determine its ease of use and how well it fits into existing
auditing processes. These metrics were measured by conducting a case study, which is discussed in
Section 3.6. The interpretation of the evaluation can be found in Chapter 5. Subsequently, this led to
recommendations to further optimize the model, which are outlined in Section 5.7.

Communication The findings, including the importance of the problem and the contributions to the
academic and professional field, are summarized in Chapter 6.

The rest of this chapter discusses the various steps taken to create, optimize, test, and evaluate the
LLM-based model, as part of the Design and Development activity.

3.1 Data collection and pre-processing
In line with other studies on bankruptcy prediction ([39] [12] [21] [73]), the main data included balance
sheets and profit and loss statements, provided by BDO Netherlands. The dataset contained public
data of healthcare organizations in the Netherlands, which are obligated to publish their yearly report
(Wet marktordening gezondheidszorg, article 40b) [45]. In addition to the balance sheets and profit and
loss statements, the data also included additional relevant information such as the type of healthcare
organization, number of employees, number of patients, and various other features.

The provided dataset consisted of six separate Excel files, each corresponding to a different year from
2018 to 2023. For each file, the column names were cleaned and standardized, and several identifying
columns were dropped (e.g. name and address). After the pre-processing steps, the cleaned Excel files
were concatenated, resulting in a comprehensive dataset with one row per organization per year. It is
important to note that not all columns were present in every file. In cases where a column was absent
from a particular year’s data, it was filled with NaN (Not a Number) values. Consequently, the final
dataset used for modeling contains a significant number of NaN values across 340 columns.

To identify the organizations that have been declared bankrupt, the Dutch website “Faillissementen.com”
was consulted. The time frame that was taken into account is 01-01-2018 until 16-10-2024, where only
organizations with SBI code1 78, 82, 85, 86, 87, 88 are used, as these are the ones present in the dataset.
The resulting list of bankrupt organizations was cross-referenced with our dataset using the unique

1In the Netherlands, the SBI code serves as a standard for categorizing economic activities, assigned by the Dutch
Chamber of Commerce (KVK) [20].
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identification number. A binary label was then added to each organization: ‘1’ for bankrupt and ‘0’ for
non-bankrupt.

The auditor’s reports used in the research were obtained from the website of the Dutch Ministry of Health,
Welfare and Sport [22]. They are incorporated to test the LLM for its ability to handle unstructured
data, as typically seen in these reports. Due to model and time constraints, only one page is taken
for each organization. While this limitation reduces the volume of data analyzed, it still allows for the
evaluation of the model’s ability to handle unstructured data in general. The selection of the specific
page was guided by input from accountants from the host company, who emphasized the importance of
information not already captured in balance sheets or profit and loss statements. Therefore, we took the
following process to select the page of the report:

1. Select the page with assets and obligations that are not mentioned in balance sheets (in Dutch:
“Niet in de balans opgenomen activa en verplichtingen”);

2. If not present, select a page containing financial metrics such as the liquidity ratio or the solvency
ratio;

3. If both not present, select a page showing long- and/or short-term debts.

3.2 Feature selection
The initial dataset contained a substantial number of features, which were not all relevant to predict
bankruptcy. Moreover, we were unable to consider the entire set of features, due to the high computa-
tional cost of the optimizers (see Section 3.4). To address this, feature selection was applied in two ways:
expert opinion and mutual information scores. As previously mentioned, the focus is on minimizing false
negatives, as requested by the host company. This is because it is unwanted to have many predictions
for going concern, when the company did, in fact, go bankrupt. In addition to the prediction accuracy,
this is what the choice of feature selection method was based on.

We began our training and testing process with 30 of the 340 features selected by accountants of the
host company during interviews. These features were chosen based on the information they would use in
the actual going concern assessment as part of the auditing process. The decision to include 30 features
was arbitrary and based solely on the accountants’ choice, rather than a formal selection criterion.

After the first trial with expert-based features, mutual information scores were calculated for every
feature to see if this type of feature selection would improve the model performance. Mutual information
is a measure of the dependency between features, where higher scores indicate stronger dependencies
on the target feature [63]. Features with a higher mutual information score are then selected, as they
convey more information with regards to the target feature. The calculation for mutual information
scores cannot handle NaN values, so for numerical values, NaN values were imputed with the median
and categorical values were imputed with ‘Unknown’. However, the mutual information feature selection
with 30 features did not result in a better model performance than the expert-based features.

We then proceeded to test the model with all features, but this worsened the prediction accuracy and
false negatives as well. This meant that the features selected by the accountants performed the best,
and were used for our analysis. While it is possible that another feature combination could result in a
higher performance, identifying the optimal feature set was not the primary objective of this research.

Appendix A shows the features that were used in the model, in addition to the features that were the
result of calculating the mutual information scores. The results of the comparison between the feature
selection approaches can be seen in Chapter 4.

3.3 Sampling
For organizations that went bankrupt, we included the data from one or two years before bankruptcy.
This is due to the limited sample size of organizations with data available only one year before bankruptcy
(merely 6 organizations). This is also seen in other studies, where the time frame is usually one or two
years before bankruptcy, or even up to six years before [1] [12]. This is discussed further in Section 3.5.
For organizations that did not go bankrupt, all years were used for the model.
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Subsequently, the dataset contained 41 organizations that have data from one or two years before
bankruptcy. These were incorporated into the sample used to train and test the model. In addition,
41 random non-bankrupt organizations were added to create a balanced sample and to prevent biased
predictions [38]. The total dataset used for training and testing was therefore 82 organizations. Since
the sample was relatively small, we used stratified 3-fold cross-validation to maximize the use of available
data and ensure robust model evaluation.

3.4 Model optimization with DSPy
The host company provided an API key for the use of OpenAI’s GPT-4o model. This was therefore the
baseline model to be refined and optimized. There were some limitations to the API key used to access
this model:

• 20,000 tokens per minute

• 120 calls per minute

We used the DSPy framework by Khattab et al. [36] to programmatically optimize the model. There are
several reasons to opt for the DSPy framework. Firstly, it enables you to create structured prompts with
pre-defined input and output fields to ensure consistency across predictions. In addition, it can automate
prompt optimization to further improve the performance of the model. Moreover, the framework has a
modular approach to using LLMs, that allows for easier testing, debugging, and iterations of different
aspects of the model. Lastly, DSPy handles the underlying API calls, allowing you to focus on the logic
of the model rather than managing API interactions [36].

3.4.1 Aspects of the DSPy framework
The DSPy framework has a specific process with the following steps [65]:

1. Create examples

2. Define a signature

3. Use a module

4. Use an optimizer

5. Evaluate the output

(1). In DSPy, examples are the data used in the model, to be divided into train and test sets [25]. In
our case, an example is one organization with financial data for a specific year, as well as the path to
the PNG of the auditor’s report of that year.

(2). Signatures are used to break the input and output of the model into abstract parts. It is a “natural-
language typed declaration of a function” [36], that tells the model what the text transformation should
be instead of what the prompt should be. This is done by taking the examples and defining the input
and output fields that DSPy then parses into meaningful instructions for the LLM [36]. Our signature
is defined as follows:

Table 3.1: Definition of our Signature within DSPy.

Type Name Description

Input financial_data dspy.InputField()
Input png_summary dspy.InputField(default="")
Output bankruptcy_status dspy.OutputField(desc="Gegeven de reasoning, reageer

uitsluitend met ‘ja’ als de organisatie binnen twee
jaar failliet zal gaan; reageer anders met ‘nee’.") 2

Output explanation dspy.OutputField(desc="Geef een korte (nederlandse)
uitleg voor de voorspelling door de belangrijkste
financiële gegevens te vermelden die je hebt
gebruikt.") 3
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The output of the model was used for the case study, performed by Dutch accountants. Therefore, the
prompts and output of the model were in Dutch to ensure their understanding of the predictions.

(3). The next step is to declare the module that describes how the LLM should be used. The default
module, Predict, is fundamental to all other modules and primarily enables the LLM to predict what
the output should be [55]. To compare, the module ChainOfThought prompts the LLM to perform a
reasoning process before giving its final response [55]. Since the response of the model should be the result
of a logical thought process, the ChainOfThought module is used in our model. Within our prediction
module, we do an additional step by first giving the PNG of the auditor’s report as input to the model,
which returns a summary of the image. This is a separate API call, and the output is used as the input
field in the official prediction module to be optimized. The following prompt was used to generate the
summary:

“Analyze this financial image and summarize the key financial information visible. Focus on indicators
that may suggest the company’s financial health or a risk of bankruptcy, and keep it concise with a max-
imum of 100 tokens. Ensure that the organization’s name is not included in your response.” (Translated
from Dutch)

The limitation of a 100 tokens was also defined in the API call, meaning that whenever the model would
go over the limit, the summary would be cut off at 100 tokens to ensure a concise and focused input for
the model later in the process. Following this initial API call to generate the auditor’s report summary,
the actual prediction model begins, using the previously defined Signature.

(4). The optimization step incorporates various optimizers, previously referred to as “teleprompters” [26],
to enhance the model’s performance. This is explained in the next section.

(5). The performance of the optimized model is assessed using an evaluation function. The function
compares the model’s output—the predicted bankruptcy status—against the actual label, returning a
binary True or False result. The explanation of the prediction, which is the second part of the output,
is not evaluated within this evaluation function and therefore not taken into account for optimization.
This decision was made primarily due to the complexity of automatically assessing the quality of natural
language explanations. Evaluating explanations would require sophisticated natural language processing
techniques or human judgment, which are beyond the scope of this research. Instead, the focus is on the
model’s primary task of correctly predicting bankruptcy status, which can be objectively measured and
optimized. However, Chapter 5 does discuss the difference between the explanations of the model and
the accountants on a qualitative level.

Figure 3.2 visualizes the process that the model follows within our code. The process begins with
the optimize_and_test function, which initiates the optimizer and proceeds to the training phase.
Key components include the DynamicPredictionModule and DynamicBankruptcyPrompt classes, which
define the module and signature, respectively. The forward function initiates the prediction process,
utilizing ChainOfThought reasoning and the openAI_PROCESS_PNG function for the summarization of the
auditor’s report page. The model goes through iterative optimization, adjusting prompts and examples
based on the optimizer used. Finally, the predictions are evaluated in the evaluate_model function, and
the process stops when both the training and testing phase are complete.

3.4.2 Optimizers
DSPy offers various optimizers to fine-tune the model in order to optimize its performance. In this
research, we chose a variety of these optimizers to see their effect on accuracy. The decision was based
on the inclusion of different types of optimizers, as well as their presence in the literature [61] [37] [44].
Table 3.2 summarizes the DSPy optimizers used in this research, which are further explained in the
following section. The descriptions are based on information from DSPy’s official website and its source
code [27] [54] [55].

Labeledfewshot This first optimizer provides the model with k randomly-chosen labeled examples from
the train set to assist in its prediction for the test set. These examples are therefore organizations that
the model has not seen before.

2Translation: “Given the reasoning, respond with only ‘yes’ if the organization will go bankrupt within two years;
otherwise, respond ‘no’.”

3Translation: “Provide a brief (Dutch) explanation for the prediction by listing the key financial data you used.”
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Figure 3.2: Flow chart of the code of our model.
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Table 3.2: Overview of DSPy Optimizers used in this study.

Optimizer Few-shot Learning Prompt Optimization Search Strategy

LabeledFewShot Yes No Randomized selection
BootstrapFewShot Yes No Greedy selection
BootstrapFewShotWith
RandomSearch

Yes No Randomized selection

KNNFewShot Yes No Nearest neighbors
COPRO No Yes Iterative refinement
MIPROv2 Yes Yes Hybrid approach

BootstrapFewShot The BootstrapFewshot optimizer operates as follows:

1. The train set is used to let the model predict bankruptcy. The organizations that the model
predicts correctly are given as an example for the test set.

2. It stops searching once it finds k desired examples for the prompt (i.e. the maximum amount of
bootstrapped examples).

3. In addition to the bootstrapped examples, it also gives a pre-defined number of labeled examples
to the test set.

BoostrapFewShotWithRandomSearch While BootstrapFewShot selects the first k examples, Boot-
strapFewShotWithRandomSearch has a more extensive approach for selecting examples. For each seed,
it generates a model differently:

1. Seed = -3 (Zero-shot):

• Lets the model predict without examples.

2. Seed = -2 (Labels only):

• Uses LabeledFewShot with maximum number of labeled examples.

3. Seed = -1 (Unshuffled few-shot):

• Applies BootstrapFewShot without shuffling the train set.

4. Seeds ≥ 0 (Random search):

• Shuffles the train set using the current seed.

• Randomly selects a number of examples between the minimum number of examples and
maximum number of examples.

• Applies BootstrapFewShot with these randomly selected examples.

After iterating through all the seeds, the best performing model is taken to predict for the test set.

KNNFewShot With the KNNFewShot optimizer, the following process is repeated for each example in
the test set:

1. The optimizer finds the k nearest neighbors for each example by calculating the cosine similarity
between the input example and all examples in the train set.

2. The k examples with the highest similarity scores are selected as the nearest neighbors.

3. Once the nearest neighbors are identified, the BootstrapFewShot process is applied:

(a) The optimizer gives a prediction for each of the k examples, until either the maximum number
of bootstrapped demos is reached or all k examples have been processed.

(b) The successful predictions are taken as examples for the example of the test set.

COPRO The COPRO optimizer focuses on optimizing the prompt, instead of providing examples to
improve the model. It does so in the following matter:
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1. The LLM generates new instruction candidates (breadth=3), i.e. different prompts, that would
optimize bankruptcy prediction.

2. These instruction candidates are evaluated on the whole train set and their accuracy scores are
documented.

3. The candidates and their scores are then fed back into the LLM, which will be asked to generate
new prompts based on the evaluation of the previous ones. This is done a certain number of
iterations (depth=3).

4. The best candidate of all iterations is used on the test set.

MIPROv2 Similar to COPRO, the MIPROv2 optimizer adjusts the prompt, but additionally applies
few-shot learning by using examples for the test set. The validation set is defaulted at 80% of the train
set. The MIPROv2 optimizer has the following process:

1. The optimizer begins with a bootstrapping stage using the BootstrapFewShotWithRandomSearch
approach.

2. Then, the LLM generates multiple instruction candidates (i.e. prompts) considering the following
data:

• Properties of the train dataset;

• The LLM program’s code and the predictor that the instruction is made for;

• The previously bootstrapped examples with inputs and outputs;

• A randomly sampled hint for the generation (e.g. to be creative or concise).

3. Next, MIPROv2 initiates a search stage, where this process is executed for a specified number of
trials:

(a) It samples mini-batches from the train set.

(b) It proposes combinations of instructions and examples that are tested on these mini-batches.

4. The best-performing combination of instructions and examples is selected for use on the test set.

Table 3.3 describes the hyperparameters used in the DSPy optimizers. For most hyperparameters, a
number lower than the default is chosen because of the time limitation. They were, however, the same
for all optimizers to make the comparison as fair as possible. The number of threads refers to the number
of parallel calls made to the model. This was kept at 1 to keep the output clear and straightforward.

3.5 Boundaries of the model
As discussed in Section 3.1, only data from one and two years prior to bankruptcy was considered in our
model. The sample of bankrupt companies with data from one year before bankruptcy was too small,
consisting of only six companies. Therefore, data from two years before bankruptcy was included as
well. This approach aligns with the findings of Bellovary et al. [12], who conducted a literature review
of bankruptcy studies spanning from the 1930s to 2007. Their study shows that some studies even use
data from as far back as six years before bankruptcy. However, due to the computational expenses of
the optimizers used in our model, incorporating this extended time frame was not feasible within our
research. Nevertheless, to explore the impact of the time frame, we conducted a small-scale test using
a subset of organizations with data from multiple years before bankruptcy to assess its effect on the
baseline model.

For this analysis, we created a subset of 20 organizations for each year, ranging from two to six years
before bankruptcy. To ensure balanced representation and mitigate prediction bias, we selected 10
bankrupt and 10 non-bankrupt organizations for each year. We used the baseline model to test the
boundaries of the model, where for every year before bankruptcy, the whole dataset of 20 organizations
is used for testing. This is because there is no training involved with the baseline model and the samples
are relatively small, and we wanted to prevent variability from impacting the results. The results of this
temporal analysis are presented in Section 4.2.
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Table 3.3: Hyperparameter settings for the DSPy optimizers [54].

DSPy Optimizer Hyperparameters

Baseline None
Labeled Fewshot k=6

Bootstrap Few Shot max_bootstrapped_demos=3 (default=4)
max_labeled_demos=6 (default=16)

Bootstrap Few Shot Random Search

max_bootstrapped_demos=3 (default=4)
max_labeled_demos=6 (default=16)
num_candidate_programs=3 (default=16)
num_threads=1 (default=6)

KNN Few Shot k=6

COPRO

max_bootstrapped_demos=3 (default=4)
max_labeled_demos=6 (default=16)
num_threads=1 (default=unspecified)
depth=3 (default=3)
breadth=3 (default=10)

MIPROv2

max_bootstrapped_demos=3 (default=4)
max_labeled_demos=6 (default=16)
num_threads=1 (default=6)
num_candidates=3 (default=10)
num_trials=10 (default=30)
minibatch_size=10 (default=25)

3.6 Case Study
We conducted a case study with accountants to evaluate the effectiveness of the LLM model in assessing
going concern both qualitatively and quantitatively. Although the setup resembles a controlled exper-
iment in its structure and comparison between two groups, we refer to it as a case study throughout
this thesis. This is due to the fact that the focus was not on strict experimental control, but rather on
evaluating the model’s practical use in a structured setting.

The study aimed to compare the model’s performance to traditional auditing methods, focusing on three
key aspects:

• Prediction accuracy - how well the predictions align with actual bankruptcy outcomes.

• Time efficiency - the extent to which the model reduces the time required for the going concern
assessment.

• Satisfaction with the model - the satisfaction with the performance of the model and the ease with
which accountants can incorporate the model’s predictions into their workflow.

To this end, the model’s predictions were compared to the predictions of accountants. The case study
was designed as a controlled experiment, where accountants assessed a subset of healthcare organizations
using either the LLM-assisted approach or traditional methods. It is important to note that the study
was not intended to replicate a real-world audit, but to measure the practicality and effectiveness of the
model in a structured setting.

The model predictions used in the case study were generated by the best-performing optimizer, as
determined in Section 4.1. The organizations included in the case study were selected from the test set
of the first fold, as its confusion matrix most closely resembled the aggregated confusion matrix (see
Section 4.1) and is therefore a good representation. Since the test set contained 28 organizations and the
case study only required 20, a random selection is made of those 28, while maintaining the proportional
distribution of the aggregated confusion matrix.

The case study was conducted with two groups of accountants, each consisting of five participants.
Table 3.4 provides an overview of the characteristics of the participants. All participants were employed
at BDO and are (or were previously) accountants within the organization. To be able to make a valid
comparison, the participants were divided between the two groups based on their role within BDO, as
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Table 3.4: Overview of participants of the case study.

Participant Role RA Title Department Group

Participant 1a Junior manager No Audit & Assurance Control
Participant 1b Junior manager No Audit & Assurance Control
Participant 1c Equity partner Yes Audit & Assurance Control
Participant 1d Senior manager Yes Audit & Assurance Control
Participant 1e Manager Yes IT Audit (previously Audit & Assurance) Control

Participant 2a Salary partner Yes Audit & Assurance LLM
Participant 2b Senior manager Yes IT Audit (previously Audit & Assurance) LLM
Participant 2c Manager Yes Audit & Assurance LLM
Participant 2d Junior manager No Audit & Assurance LLM
Participant 2e Manager Yes Audit & Assurance LLM

well as possession of the RA title. RA stands for “Register Accountant” in Dutch, which is the official
title for accountants registered with the Dutch professional organization of accountants (NBA) [68].

To be able to see the difference between the performance of accountants with the model predictions and
their performance without, the two groups received different types of data:

1. Control group - received only financial data and one page of the auditor’s report.

2. LLM group - also received financial data and one page of the auditor’s report, but additionally got
the prediction of the model and a model-generated summary of the auditor’s report.

Both groups had 45 minutes to evaluate 20 organizations and determined whether each would go bankrupt
within two years based on the available data. After 45 minutes, the participants were told to stop
their assessment, regardless of their progress with the evaluation of the organizations. The participants
completed the assessment individually while being supervised and did not use any external tools like a
calculator or the internet.

At the end of the session, the accountants filled in a feedback form with several evaluation questions.
Both groups were asked to reflect on how they experienced the assessment process and if they felt any
relevant financial information was missing. In addition, the LLM group received further questions aimed
at understanding their interaction with the model. These included how much they relied on the model’s
predictions, which aspects they found most valuable or insightful, whether they would consider using
such a model in real-world assessments, and any further feedback they had on the tool.

Examples of the case study materials and evaluation form for both groups can be found in Appendix C.
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Chapter 4

Results

This chapter presents the results of the model and the case study, as described in the methodology. We
first discuss the accuracy of the model, after which we present the results of the temporal analysis to test
the boundaries of the model. Subsequently, the case study results are outlined in four separate sections:
speed, accuracy, ease of assessment, and satisfaction with the model.

4.1 Model accuracy
Tables 4.1 to 4.4 present the evaluation metrics for the different optimizers used in the model. These
metrics include accuracy, F1-score, and false negatives, with a particular focus on minimizing false
negatives, as requested by the host company. The metrics are calculated per fold of the 3-fold cross-
validation, as well as for the aggregated results, which serve as the basis for comparing the optimizers.
The full table of model results is presented in Appendix B.

Our initial step was to analyze the impact of feature selection on model performance. As shown in
Table 4.4, the baseline model scores best when using only the features selected by accountants, with an
accuracy of 78%. In contrast, selecting a subset of the features based on mutual information scores led to
a lower accuracy (76%) and an increase in false negatives (14 vs. 12). Furthermore, testing the baseline
model with all features resulted in a further decrease in accuracy (73%). For this reason, the baseline
model with expert-based features was chosen as the foundation for optimization.

Building on this, we then evaluated the performance of the optimizers that used the baseline model with
expert-based features. Examining the aggregated accuracy, all optimizers scored within a range of 76%
- 79%. Notably, not all optimizers led to improvements over the baseline, which already achieved 78%
accuracy with expert-based features. BootstrapFewShotWithRandomSearch and KNN-FewShot both un-
derperformed compared to the baseline, showing lower accuracy and similar false negative rates. Mean-
while, BootstrapFewShot and MIPROv2 achieved accuracy levels comparable to the baseline, though
BootstrapFewShot had the highest number of false negatives among all optimizers (16). Only the La-
beledFewShot and COPRO optimizers outperformed the baseline in terms of accuracy with 79%. In
comparison, the COPRO optimizer produces fewer false negatives than the LabeledFewShot optimizer
(10 vs. 13). Given that the host company prioritized the minimization of false negatives alongside achiev-
ing high accuracy, the COPRO optimizer is the best-performing option of all optimizers. Nevertheless, it
is important to emphasize that the performance differences are minimal and should be interpreted with
caution.
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Table 4.1: Results of optimizers for Fold 1.

Optimizer Fold 1

Accuracy F1 CM FN

Baseline (all columns) 79% 0.78 [[10 4]
[2 12]] 4

Baseline MI-based features 79% 0.78 [[10 4]
[2 12]] 4

Baseline expert-based features 82% 0.82 [[11 3]
[2 12]] 3

LabeledFewShot 79% 0.78 [[10 4]
[2 12]] 4

BootstrapFewShot 75% 0.75 [[ 9 5]
[2 12]] 5

BootstrapFewShotWithRandomSearch 82% 0.82 [[11 3]
[2 12]] 3

KNNFewShot 82% 0.82 [[11 3]
[2 12]] 3

COPRO 82% 0.82 [[11 3]
[2 12]] 3

MIPROv2 79% 0.78 [[10 4]
[2 12]] 4

Table 4.2: Results of optimizers for Fold 2.

Optimizer Fold 2

Accuracy F1 CM FN

Baseline (all columns) 63% 0.62 [[7 7]
[3 10]] 7

Baseline MI-based features 74% 0.74 [[9 5]
[2 11]] 5

Baseline expert-based features 74% 0.73 [[8 6]
[1 12]] 6

LabeledFewShot 74% 0.73 [[8 6]
[1 12]] 6

BootstrapFewShot 74% 0.73 [[7 7]
[0 13]] 7

BootstrapFewShotWithRandomSearch 67% 0.66 [[7 7]
[2 11]] 7

KNNFewShot 67% 0.66 [[8 6]
[3 10]] 6

COPRO 74% 0.74 [[9 5]
[2 11]] 5

MIPROv2 70% 0.69 [[7 7]
[1 12]] 7
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Table 4.3: Results of optimizers for Fold 3.

Optimizer Fold 3

Accuracy F1 CM FN

Baseline (all columns) 78% 0.78 [[10 3]
[3 11]] 3

Baseline MI-based features 74% 0.74 [[8 5]
[2 12]] 5

Baseline expert-based features 78% 0.78 [[10 3]
[3 11]] 3

LabeledFewShot 85% 0.85 [[10 3]
[1 13]] 3

BootstrapFewShot 85% 0.85 [[9 4]
[0 14]] 4

BootstrapFewShotWithRandomSearch 81% 0.81 [[11 2]
[3 11]] 2

KNNFewShot 78% 0.78 [[9 4]
[2 12]] 4

COPRO 81% 0.81 [[11 2]
[3 11]] 2

MIPROv2 85% 0.85 [[11 2]
[2 12]] 2

Table 4.4: Aggregated results of optimizers (run time measured in hh:mm).

Optimizer Aggregated

Run time Accuracy F1 CM FN

Baseline (all columns) 00:23 73% 0.73 [[27 14]
[8 33]] 14

Baseline MI-based features 00:15 76% 0.75 [[27 14]
[6 35]] 14

Baseline expert-based features 00:13 78% 0.78 [[29 12]
[6 35]] 12

LabeledFewShot 00:31 79% 0.79 [[28 13]
[4 37]] 13

BootstrapFewShot 00:35 78% 0.77 [[25 16]
[2 39]] 16

BootstrapFewShot WithRandomSearch 01:26 77% 0.76 [[29 12]
[7 34]] 12

KNNFewShot 02:14 76% 0.75 [[28 13]
[7 34]] 13

COPRO 05:39 79% 0.79 [[31 10]
[7 34]] 10

MIPROv2 03:25 78% 0.78 [[28 13]
[5 36]] 13

Taking a closer look at the COPRO optimizer, Tables 4.5, 4.6, and 4.7 present the prompts generated by
the optimizer along with their corresponding accuracy scores, divided into a table per fold. The COPRO
optimizer generates an initial set of three prompts (breadth = 3) and evaluates each prompt on every
sample in the train set to obtain accuracy scores. This constitutes the first iteration (depth = 1). The
accuracy scores, along with the corresponding prompts, are then fed into the LLM, which generates three
new prompts based on this evaluation. This process is repeated twice, reaching a maximum depth of
three. At this point, the best-performing prompt is selected and applied to the test set. This prompt is
highlighted in each table.

The accuracy scores for the prompts range from 72.2% to 83.6%, similar to the lowest and highest
accuracies observed for the optimizer when considering individual folds. Within each fold, the prompts
are grouped by iteration depth. As shown in the tables, the accuracy scores in folds 1 and 2 exhibit a
slight increase in later iterations compared to the initial prompts. However, in the third fold, the scores
decline across iterations. The optimization in fold 3 resulted in two prompts achieving the highest score,
with the prompt from the first iteration ultimately selected by the optimizer to use on the test set.
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Table 4.5: The evaluation scores of the COPRO-generated prompts - Fold 1.

Prompt Score

1 Analyze the provided financial data and png_summary to determine
the bankruptcy_status of the entity in question. Additionally, provide a
detailed explanation describing your reasoning behind the status deter-
mination, utilizing specific points and data from the given information.

72.2%

2 Analyze the financial_data and generate a visual png_summary scruti-
nizing the data. Based on this analysis, predict the bankruptcy_status
of the entity and provide a comprehensive explanation of the reasoning
behind your prediction.

72.2%

3 Given the fields financial_data, png_summary, produce the fields
bankruptcy_status, explanation.

77.8%

4 Evaluate the given financial_data and generate a comprehen-
sive png_summary visualizing the key aspects of the data. Us-
ing your analysis of these visual representatives, determine the
bankruptcy_status of the entity. Provide a detailed explana-
tion clearly outlining the data-driven reasoning behind your
bankruptcy status prediction.

79.6%

5 Evaluate the given financial_data and analyze the png_summary to
accurately predict the bankruptcy_status of the entity. Provide a well-
elaborated explanation for your determination, making sure to integrate
relevant financial indicators and notable insights visualized in the graphs.

75.9%

6 Analyze the provided financial_data and review the given
png_summary. Using this information, determine the
bankruptcy_status of the entity and write a detailed explanation
that explains the reasoning behind your status determination. Ensure
that your explanation clearly references specific data points and trends
from the financial analysis and visual summary.

77.8%

7 Assess the provided financial_data, and scrutinize the information in
the png_summary thoroughly. Utilize this detailed examination to as-
certain the bankruptcy_status of the entity and compose an in-depth
explanation discussing the rationale behind your determination. High-
light the critical financial indicators and signal trends elucidated in your
visual and numerical analysis, ensuring each critical point is meticulously
addressed.

74.1%

8 Using the given financial_data and the extracted png_summary, eval-
uate and conclude the entity’s bankruptcy_status. Provide a thorough
explanation articulating the reasoning behind your conclusion, anchor-
ing it in salient data points and identified trends.

75.9%

9 Analyze the provided financial_data and interpret the corresponding
png_summary that visualizes key trends from the data. Determine
the company’s bankruptcy_status based on a thorough analysis and
construct a detailed explanation supporting your status determination.
Make sure your explanation integrates specific references from both fi-
nancial data and visual summaries, often studying specific metrics and
data point changes over time.

77.8%

24



Table 4.6: The evaluation scores of the COPRO-generated prompts - Fold 2.

Prompt Score

1 Analyze the provided financial_data and png_summary to determine
the bankruptcy_status of the entity in question. Additionally, provide a
detailed explanation describing your reasoning behind the status deter-
mination, utilizing specific points and data from the given information.

78.2%

2 Analyze the financial_data and generate a visual png_summary scruti-
nizing the data. Based on this analysis, predict the bankruptcy_status
of the entity and provide a comprehensive explanation of the reasoning
behind your prediction.

81.8%

3 Given the fields financial_data, png_summary, produce the fields
bankruptcy_status, explanation.

78.2%

4 Analyze the provided financial_data to generate a visual png_summary
that clearly highlights the key aspects of the data. Based on this vi-
sual summary, assess the financial stability of the entity and determine
its bankruptcy_status. Thoroughly support your assessment with a de-
tailed explanation, referring explicitly to the most significant points and
data from the summary to justify your conclusion.

81.8%

5 Review the given financial_data and png_summary to estimate the
bankruptcy_status of the subject entity. Subsequently, craft a thorough
explanation detailing the rationale behind your conclusion, ensuring to
highlight pertinent data and trends observed in the provided information
for clarity and support.

78.2%

6 Examine the given financial_data in conjunction with the
png_summary to predict the entity’s bankruptcy_status. Provide
a logical and well-structured explanation that comprehensively justifies
your prediction, taking into account specific details and data points
extracted from the provided documents.

81.8%

7 Carefully examine the financial_data provided to derive in-
sights about the entity’s financial health. Next, create a clear
and concise png_summary that encapsulates the critical fi-
nancial aspects visually. Use this visual summary to predict
whether the entity is likely to go bankrupt, and then elaborate
with an in-depth explanation that outlines your criteria and
reasoning, citing specific details and data points from both the
financial data and the visual summary.

83.6%

8 Analyze the provided financial_data in detail and create a comprehen-
sive png_summary highlighting all key financial metrics. Use both the
raw numerical data and the visual png_summary to thoroughly evaluate
the entity’s overall financial health and predict its bankruptcy_status.
Provide a logically organized and data-driven explanation for your pre-
diction, citing concrete figures and visual indicators to support your
conclusion.

80.0%

9 Thoroughly analyze the given financial_data and use it to create a com-
prehensive visual png_summary. Next, examine both the original data
and the visual summary meticulously to evaluate the financial health of
the entity, determine the likelihood or bankruptcy_status, and explicate
your findings in a detailed explanation. The explanation should include
reasoned arguments referencing specific data points and features illus-
trated in the summary to bolster your well-reasoned prediction.

81.8%
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Table 4.7: The evaluation scores of the COPRO-generated prompts - Fold 3.

Prompt Score

1 Analyze the provided financial_data and png_summary to de-
termine the bankruptcy_status of the entity in question. Ad-
ditionally, provide a detailed explanation describing your rea-
soning behind the status determination, utilizing specific points
and data from the given information.

81.8%

2 Analyze the financial_data and generate a visual png_summary scruti-
nizing the data. Based on this analysis, predict the bankruptcy_status
of the entity and provide a comprehensive explanation of the reasoning
behind your prediction.

80.0%

3 Given the fields financial_data, png_summary, produce the fields
bankruptcy_status, explanation.

76.4%

4 Thoroughly evaluate the provided financial_data and the
png_summary. Based on your analysis, determine the
bankruptcy_status of the entity. Follow your determination with
a detailed and fact-based explanation, explicitly referencing relevant
data to support your reasoning.

81.8%

5 Using the provided financial_data and the png_summary, conduct a
thorough analysis to assess the bankruptcy_status of the entity.

80.0%

6 Review the given financial_data and png_summary. Based on this re-
view, swiftly determine the bankruptcy_status of the entity and pro-
vide a thorough explanation. Your explanation should clearly delineate
each step taken in reaching the bankruptcy status assessment, ensuring
to integrate significant data points and highlights from both the finan-
cial_data and png_summary.

70.9%

7 Evaluate the given financial_data and the png_summary to ascertain
the bankruptcy_status of the entity under consideration. Offer a thor-
ough explanation highlighting your reasoning, referencing specific data
points and insights from both the financial data and the visual summary
to substantiate your conclusion.

80.0%

8 Examine the available financial_data and provided png_summary. Your
task is to predict the bankruptcy_status of the entity. Provide an in-
depth explanation, highlighting key financial indicators, patterns, and
relevant visual data points that led to your conclusion.

72.7%

9 Carefully evaluate the given financial_data and any relevant figures
in the png_summary. Determine the entity’s bankruptcy_status and
frame a comprehensive explanation noting the critical data and trends.
Draw on concrete metrics and visual insights to reinforce your rationale,
ensuring that each inference ties back clearly to the provided financial
details.

74.5%

4.2 Boundaries of the model
As described in the methodology, we tested the boundaries of the model’s capabilities by analyzing how
far into the future it could accurately predict bankruptcy. This analysis involved using data from 2 to
6 years prior to bankruptcy, while using the baseline model with expert-based features for bankruptcy
prediction. The results of this temporal analysis are presented in Table 4.8. Since the baseline model
does not involve a training phase, the whole dataset was used for testing without applying k-fold cross-
validation. As a result, only the evaluation metrics for the complete dataset are presented, without any
individual folds.

The results show a downward trend in accuracy as the prediction time frame increases. The model
achieves relatively accurate predictions up to 3 years before bankruptcy, after which accuracy declines.
In particular, when predicting five years before bankruptcy, the accuracy of the model falls below 50%.

26



Table 4.8: The results of the temporal analysis (run time measured in hh:mm).

Years before bankruptcy Run time Accuracy F1 CM FN

2 years before bankruptcy 00:03 75% 0.73 [[ 5 5]
[0 10]] 5

3 years before bankruptcy 00:04 85% 0.85 [[ 7 3]
[0 10]] 3

4 years before bankruptcy 00:03 55% 0.52 [[3 7]
[2 8]] 7

5 years before bankruptcy 00:04 45% 0.45 [[4 6]
[5 5]] 6

6 years before bankruptcy 00:03 65% 0.63 [[4 6]
[1 9]] 6

4.3 Case study
Table 4.9 and Table 4.10 show the results of the case study conducted with accountants. In the study,
accountants were tasked with predicting whether an organization would go bankrupt within two years,
providing a binary response of either ‘Yes’ or ‘No’, as well as an explanation for their response. The
control group received just the financial data and the auditor’s report page, while the LLM group also
received the model’s prediction and a model-generated summary of the auditor’s report page.

4.3.1 Accuracy
When comparing the accuracy of the individual accountants with the model, it becomes evident that
the model predicts the same or better than every single accountant with an accuracy of 85%. In other
words, the model matches the performance of the two highest-scoring accountants in the case study,
while scoring better than the others. Secondly, when considering the average accuracy, the control group
and the LLM group exhibit very similar results, with accuracies of 77% and 78%, respectively.

Since the average results do not indicate any difference between the groups, it is worth looking deeper
into the individual organizations that were evaluated. Many organizations have received the same eval-
uation from both the model and the accountants. We can derive that these were clear-cut cases where
bankruptcy (or non-bankruptcy) was evident. Focusing on the cases where accountants disagreed on a
prediction, as shown in Table 4.11, we observe that the LLM group achieved slightly higher accuracy
(67% vs. 60%).

4.3.2 Speed
In addition to accuracy, we measured the speed with which the accountants were able to evaluate the
organizations. The accountants were given a 45-minute time frame to conduct their evaluations, allowing
us to observe how many organizations they would evaluate within that period.

The results of the control group show that three of the five participants managed to evaluate all 20
organizations, while the other two were able to assess 13 and 19. Similar to the control group, three
participants of the LLM group evaluated all 20 organizations, whereas the other two evaluated 15 and
17. As a result, the average number of organizations evaluated per participant was 18.4 for both groups.
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Table 4.9: The results of the control group of the case study.

Organization Actual Model
prediction 1a 1b 1c 1d 1e Average

1 Yes Yes Yes Yes Yes Yes Yes
2 No No No No No No No
3 Yes Yes No No No No Yes
4 No No No No No No No
5 Yes No No No Yes Yes No
6 No No No No No No No
7 No Yes Yes No Yes Yes No
8 Yes Yes Yes Yes Yes Yes Yes
9 No No No No Yes No No
10 No No No No No No No
11 Yes No No No No No No
12 Yes Yes No Yes Yes Yes Yes
13 Yes Yes Yes Yes Yes Yes Yes
14 No No No - No No No
15 Yes Yes No - No No No
16 No No No - No No No
17 Yes Yes Yes - Yes Yes Yes
18 No No No - No No No
19 No No No - No No No
20 Yes Yes - - Yes Yes Yes

Accuracy 85% 68% 77% 75% 80% 85% 77%
Nr. Organizations 20 19 13 20 20 20 18.4

Table 4.10: The results of the LLM group of the case study.

Organization Actual Model
prediction 2a 2b 2c 2d 2e Average

1 Yes Yes Yes Yes Yes Yes No
2 No No No No No No No
3 Yes Yes Yes No Yes No Yes
4 No No No No No No No
5 Yes No No No Yes No No
6 No No No No No No No
7 No Yes Yes Yes Yes No No
8 Yes Yes Yes Yes Yes Yes Yes
9 No No No No No No No
10 No No No No No No No
11 Yes No No No No No No
12 Yes Yes Yes Yes Yes Yes Yes
13 Yes Yes Yes Yes Yes Yes Yes
14 No No No No No No No
15 Yes Yes No No No No No
16 No No No No No - No
17 Yes Yes Yes Yes Yes - Yes
18 No No - No No - No
19 No No - No No - No
20 Yes Yes - Yes Yes - Yes

Accuracy 85% 76% 75% 85% 73% 80% 78%
Nr. Organizations 20 17 20 20 15 20 18.4

Table 4.11: Results of the edge cases within the case study of control group (1) and LLM group (2).

Org. Actual 1a 1b 1c 1d 1e Average 2a 2b 2c 2d 2e Average

1 Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes No
3 Yes No No No No Yes Yes No Yes No Yes
5 Yes No No Yes Yes No No No Yes No No
7 No Yes No Yes Yes No Yes Yes Yes No No
9 No No No Yes No No No No No No No
12 Yes No Yes Yes Yes Yes Yes Yes Yes Yes Yes

Accuracy 33% 67% 50% 67% 83% 60% 67% 50% 83% 67% 67% 67%
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4.3.3 Ease of assessment
At the end of the case study, the groups filled in an evaluation form. The full answers can be seen
in Appendix C. The accountants were asked to describe the ease with which they were able to assess
bankruptcy in the case study. As seen in Figures 4.1a and 4.1b, none of the participants found it
particularly easy or difficult. However, the control group thought the assessment was slightly more
difficult than the LLM group.

(a) Control group. (b) LLM group.

Figure 4.1: Comparison of ease of assessment between the control group and the LLM group.

Appendix C presents the explanations provided by the accountants regarding the difficulty of the case
study. A key trend observed in their responses was the perceived lack of certain financial data needed to
make accurate predictions. While one accountant found the available data sufficient for their assessments,
others highlighted missing elements that could have improved their evaluations. Specifically, they pointed
out the absence of:

• Reasons for existence of the company

• Added value

• Shareholders

• Financial data over multiple years (past, present, and future)

• Bank covenants

• Liquidity forecasts

• Management’s financial expectations and future plans

• Full balance sheet and P&L statements

Additionally, some participants indicated that errors or inconsistencies in the dataset led to doubts about
the reliability of certain financial data. However, these errors were present in the raw data rather than
in the analysis or the model itself. While this might have affected user perception, it aligns with the
challenges auditors face when working with incomplete or inconsistent financial statements in real-world
situations and should not impact the results of the case study.

4.3.4 Satisfaction with the model
As part of the evaluation, the LLM group was also asked about their experience and satisfaction with
the model. Appendix C illustrates the answers of the accountants. The results show that all participants
incorporated the model into their predictions, although four out of five did so only to a limited extent.
Their primary reason was that, while the model provided an initial trend and insights, they still preferred
to conduct a deeper analysis beyond what the model summarized. One accountant explicitly mentioned
that they attempted to rely on it as little as possible.

One of the most valuable aspects of the model, according to the LLM group, was its ability to highlight
key financial indicators and ratios. Additionally, two accountants found the textual summary particularly
useful, especially for capturing insights not directly reflected in the ratios or balance sheet.
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Regarding potential improvements, the accountants provided several suggestions. One recommended
removing the auditor’s report and focusing solely on the balance sheet and P&L statements, as the
model sometimes considered macro management risk factors mentioned in the report that were not
always relevant. Another suggestion was to structure the risk assessment into clear categories (e.g.,
low, medium, high) before presenting further details. The remaining three accountants had no further
feedback on the model.

When asked whether they would use the model’s predictions in real-world assessments, all participants
answered ‘yes’. They saw it as a valuable early warning tool that could complement their own analysis,
as long as it could be integrated into their workflow with minimal effort.
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Chapter 5

Discussion

In this chapter, we discuss the previously presented results and connect them to related work. Fur-
thermore, we reject or accept the hypotheses and highlight limitations of this research. Additionally, a
section is appointed to discuss the use of the DSPy framework. Lastly, some recommendations are given
to further refine the model and potentially use it within the host company.

5.1 Model accuracy

5.1.1 Feature selection
The results showed the differences in model performance with regards to feature selection and the various
optimizers. First of all, the selection of the features impacted the accuracy and false negatives of the
model to a relatively large extent. Taking all features into account when predicting bankruptcy resulted
in a 5% lower accuracy than taking a subset, which leads us to believe that adding too much information
to the model weakens its performance. This was also found by Bellovary et al. [12], who concluded that,
for bankruptcy prediction, “higher model accuracy is not guaranteed with a greater number of factors.”
Their analysis showed that some models with two factors were capable of predicting bankruptcy as
accurately as models with 21 factors [12]. Moreover, the baseline with mutual selection-based features
scored 76% accuracy, whereas the features chosen by accountants achieved 78% accuracy. This underlines
the idea that while LLMs can generalize representations without explicit training [16], their effectiveness
in bankruptcy prediction improves significantly with expert-driven feature selection, highlighting the role
of domain knowledge in refining model performance.

A closer examination of the feature subsets, which are presented in Appendix A, reveals a potential reason
for this difference. The mutual information score selection includes features such as ‘ZKH: Psychiaters
fte PUK en PAAZ (loondienst inhuur vrij beroep)’ and ‘STZ JN’, which contain a large number of
NaN values. These missing values were replaced by the median or ‘Unknown’ for quantitative and
qualitative features, respectively. Their inclusion in the selected subset could have been caused by data
imputation rather than their predictive value. However, many of the remaining features closely align with
those chosen by accountants, indicating that mutual information-based selection is relatively effective,
although not as refined as expert-based feature selection.

5.1.2 Optimizers
With regards to model accuracy, the key insight is that, regardless of which optimizer is used, the model
performs relatively well: within a range of 76% - 79%. As said before, the differences in performance
across optimizers were minimal. This suggests that while optimization techniques can refine model per-
formance, their overall impact remains limited within this research. This goes against the expectations of
the study by Eulerich et al. [28], who showed that enhancing the ChatGPT model resulted in significantly
better performance. However, Sarmah et al. [61] found a similar effect of the DSPy optimizers, which
only managed to improve the accuracy from 82.13% to 85.87% with the best performing optimizer. A
possible explanation is that Eulerich et al. [28] employed different optimization techniques, which are
not directly comparable to the DSPy optimizers used in our study and the one by Sarmah et al. [61].
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Eulerich et al. [28] incorporated ChatGPT 3.5 and 4, applied both zero-shot and 10-shot learning, and
explored the use of ReAct and non-ReAct prompting. In contrast, the DSPy optimizers focus on few-shot
learning, prompt optimization, or a combination of both. Since Eulerich et al. [28] used various model
versions and reasoning techniques alongside prompt engineering, their optimizations may have had a
broader impact on performance. This could explain why their study observed stronger improvements,
whereas the optimization techniques in our research and the study by Sarmah et al. [61] led to only
minor accuracy gains.

Despite the marginal differences in accuracy, it is important to see the differences between our optimizers
in terms of optimization approach. With the exception of COPRO, all optimizers use some form of
few-shot learning. MIPROv2 goes a step further by not only incorporating few-shot learning but also
optimizing the prompt provided to the model. COPRO, on the other hand, optimizes the prompt without
using few-shot learning. Notably, despite the absence of example-based learning, COPRO outperforms
all other optimizers, highlighting the effectiveness of prompt optimization alone. However, since the
LabeledFewShot optimizer has a similar accuracy and just a slightly higher number of false negatives, it
cannot be concluded that optimizing the prompt alone, as COPRO does, is the best approach. Instead,
the results suggest that prompt optimization is just as critical as providing examples to the model, and
the optimal strategy may lie in balancing both elements effectively. Interestingly, MIPROv2 attempts to
combine both few-shot learning and prompt optimization, yet performs worse than both COPRO and
LabeledFewShot. The similar study by Sarmah et al. [61] showed that, in fact, MIPROv2 scores the
best with an accuracy of 85.87% when tested on various datasets. COPRO is a low performer, with an
accuracy equal to the DSPy baseline of 82.13%. They argued that this was due to the variable structure
of the data [61]. This raises the possibility that our hyperparameter optimization within MIPROv2
requires further refinement. As limited research exists on the evaluation of the DSPy optimizers, further
investigation is needed to fine-tune their performance and determine the optimal balance between prompt
optimization and few-shot learning. At this stage, it remains inconclusive which optimization approach
is most effective for bankruptcy prediction.

5.1.3 COPRO optimizer
The previous chapter outlined the prompts generated and tested by the COPRO optimizer. Given that
the model learns from each iteration, one might expect to see a continuous improvement in accuracy
scores of prompts over the iterations. This trend is evident for folds 1 and 2, where accuracy scores
generally increase with each iteration. However, fold 3 deviates from this pattern, as the scores slightly
decline across iterations. One possible explanation for this could be that the initial prompts generated
in fold 3 were already fitting to the task at hand, meaning that further modifications did not lead to
improvements. As a result, the optimizer may have struggled to refine the prompts in meaningful ways
beyond the initial generation. This could be deduced from the fact that the first iteration contained two
prompts with higher accuracies than the best prompt from the first fold.

Another interesting observation is that the COPRO optimizer generated identical prompts in different
folds. Since there is no memory between folds or between API calls, this suggests that the model follows
a certain consistent pattern or strategy when optimizing prompts. This finding could imply that the
optimizer has identified a few key features of prompt formulation that are particularly effective, which
it replicates across different training iterations.

Furthermore, the relationship between prompt length and accuracy is not as straightforward as one might
expect. For example, prompt 3 from fold 1, which was relatively short, achieved an accuracy of 77.8%,
while prompt 7 from the same fold was notably longer and only scored 74.1%. This suggests that factors
other than prompt length, such as clarity or wording, play a more significant role in determining the
effectiveness of the prompt. Therefore, it is important to consider the content and structure of prompts
rather than only their length when evaluating their performance.

Examining the content of the prompts, it can be seen that the best-performing prompts from fold 1
and 2 both focus on the generation of the PNG summary. Since this summary is already given to the
model as data, this should not impact the evaluation and should not even be the task of the model.
However, seeing that they perform well in comparison to prompts that do not specifically focus on the
creation of the summary, it might have an influence after all. This indicates that the PNG summary
may unintentionally influence the model’s performance, highlighting the need for further research on its
impact on the evaluation process.
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Lastly, considering that the scores range from 72.2% to 79.6%, we can conclude that the structure and
content of the prompt have a moderate impact on the accuracy of bankruptcy prediction. This is con-
sistent with the overall findings from the optimizers, where differences in accuracy were not particularly
large either (76% - 79%). Therefore, while fine-tuning prompts with the COPRO optimizer shows some
impact, it does not appear to drastically improve prediction accuracy.

5.2 Boundaries of the model
The results of the temporal analysis indicate that the model’s accuracy declines as the prediction time
frame increases, suggesting that the model becomes less reliable for long-term bankruptcy prediction.
This aligns with expectations, as financial conditions and external factors (e.g., policy changes or mar-
ket conditions) can shift significantly over time. These findings are consistent with prior research on
bankruptcy prediction, which typically focused on one to two years before bankruptcy [12]. However,
Bellovary et al. [12] also highlight that some studies have successfully predicted bankruptcy three to five
years in advance. The inability of this model to match the five-year time frame of some prior studies
may be due to our dataset constraints or model design choices. Specifically, the accuracy dropping
below 50% at five years before bankruptcy indicates that the model is no longer extracting meaningful
predictive patterns and performs worse than random guessing. This suggests that financial statement
data alone may not provide sufficient predictive power for long-term forecasting. Alternative approaches,
such as integrating external economic indicators, industry-specific risk factors, or qualitative auditor as-
sessments, may be necessary to improve long-term predictions. However, despite the observed decline in
accuracy over time, the model remains useful for predictions up to three years before bankruptcy with
an accuracy of 85%, making it a valuable tool for early risk assessments in auditing. Additionally, the
observed decline in performance with the increased time frame also shows that the model is learning
from meaningful patterns in the data, rather than producing random outputs. This strengthens the
confidence in the model’s performance.

It is important to interpret these findings with caution due to the dataset limitations. The sample size
of 20 bankrupt organizations per year may be insufficient to ensure the reliability and robustness of the
model’s long-term predictions. A larger dataset would be necessary to confirm whether the observed
trend holds across a larger population.

5.3 Case study

5.3.1 Difference between model and accountants
Overall, the model’s predictions closely align with those of the accountants. The organizations that the
model struggled to predict accurately were also the ones that were challenging for the accountants. This
suggests that the model considers the right indicators from an auditing perspective, based on the financial
data provided, and selects similar cutoff points for determining bankruptcy as accountants. Notably, there
are instances where the model even outperformed the accountants. For example, organization 15 from
the case study was predicted by all accountants to avoid bankruptcy, while the model correctly predicted
that it would go bankrupt. To further evaluate this distinction, the financial data of the organization
is visualized in Figure 5.1. Additionally, the predictions of both the model and the accountants for this
organization are presented in Table 5.1 and 5.2, respectively.

The reasoning shown in Table 5.1 is the thought-process the model used to get to the outcome of the
prediction, while the explanation is where the model tries to explain the answer it gave. The former
is a part of the Chain of Thought prediction module of the DSPy framework, whereas the latter is an
output field we included to ensure that the model could explain its predictions. The reasoning part of
the model shows that it focused mainly on the negative operating and net result, as well as the solvency
rate and decline in equity. The liquidity ratio is mentioned as well, but according to the model, the
positive number does not weigh up against the other negative figures.

The accountants focus mostly on the fact that there is no (long-term) debts and that the liquidity ratio
is high, suggesting that equity is sufficient enough to cover for short-term debts and specifically the
disappearance of provisions.

When comparing the model’s and accountants’ explanations, it becomes evident that the model pro-
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vides a more comprehensive assessment of the company’s financial health. While accountants focused on
short-term positive factors, such as liquidity and reserves, they underestimated long-term risks, includ-
ing sustained losses, declining equity, and a concerning solvency ratio. In contrast, the model accounted
for these critical negative indicators, accurately predicting the company’s potential bankruptcy. This
suggests that a broader analysis of financial health is crucial for identifying long-term risks. The model’s
ability to capture these risks likely stems from its transformer architecture, which leverages self-attention
to process complex and multi-layered financial data as a whole [29]. By simultaneously analyzing re-
lationships between various financial indicators, the model can detect patterns and dependencies that
might be overlooked in a more fragmented approach. Furthermore, this comparison shows the challenges
humans face in processing larger volumes of unstructured data in the case study. In contrast, LLMs
excel in systematically analyzing such information [9], suggesting their potential value in enhancing the
efficiency and reliability of going concern assessments by focusing on the information processing part of
the assessment.

Figure 5.1: Financial data of organization 15 from the case study.
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Table 5.1: Model’s prediction and explanation for organization 15 (Actual: Yes).

Category Output

Predicted Outcome Yes
Reasoning The company has a negative operating result of -€304,033 and a negative net result of -

€299,904, indicating sustained losses. The liquidity ratio of 112.8 is high, suggesting the
company can meet its short-term obligations. However, the solvency (debt ratio) of 1.028
is concerning, as it indicates that liabilities exceed equity. The decline in equity and the
disappearance of provisions point to a deterioration in financial health. While total liabilities
have decreased, this is mainly due to a reduction in equity and provisions, which is not a
positive sign.

Explanation The company is experiencing sustained losses, with a negative operating result of -€304,033
and a negative net result of -€299,904. The solvency (debt ratio) of 1.028 means that
liabilities exceed equity. The decline in equity and the disappearance of provisions suggest
a worsening financial condition. Despite a high liquidity ratio, these factors indicate an
increased risk of bankruptcy within two years.

Table 5.2: Accountants’ predictions and explanations for organization 15 (Actual: Yes).

Category Output

Predicted outcome No
Explanations control group “I assume the loss in 2021 is incidental, as there are no debts owed to banks

or other financiers. Management can still reduce costs and secure financing to
sustain operations for at least another two years.”
“The financial result is poor, but liquidity is still sufficient. The disappearance
of provisions is not necessarily a sign of a deteriorating financial position.”
“No long-term debt. Short-term liabilities can be covered using liquid assets.
However, operating results are declining.”
“There is an issue with provisions, but there are still significant reserves. No
reason to expect bankruptcy within two years.”
“Equity is so high relative to debt that I do not anticipate bankruptcy. Liquid
assets are sufficient to repay debts in full. I do not see which party would file
for bankruptcy.”

Explanations LLM group “Very strong equity and very limited debt.”
“Negative result, but healthy equity, no long-term debt/financing credits.”
“Very limited debt in relation to liquidity. Equity sufficiently covers negative
results. Very strong/high solvency.”
“Strong equity, almost no debt. Enough capital to absorb possible losses in the
coming years.”
Did not evaluate

This also raises the question of whether accountants may be overly optimistic compared to the model
when assessing an organization’s financial health. The confusion matrices below (Table 5.3 and 5.4)
suggest that this is indeed the case. On average, accountants predicted bankruptcy only 36% of the
time, while the model did so 55% of the time. This indicates that the model classifies organizations as
bankrupt more frequently, whereas accountants may be more reluctant to make such a prediction. One
possible explanation is that, in practice, bankruptcies are relatively rare, whereas bankrupt and non-
bankrupt organizations were evenly distributed in the sample of the case study. As a result, accountants
may be less inclined to predict bankruptcy as frequently based on their previous experiences. In addition,
accountants often lack a structured feedback loop regarding the accuracy of their predictions. Unless
they assess the same organization over multiple years, they may not always learn whether their previous
assessments were correct, which could reinforce a conservative approach in their predictions. The LLM,
on the other hand, is pre-trained on large amounts of general data, allowing it to identify patterns that
might not be as apparent to accountants.
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Table 5.3: Confusion matrix of model.

Prediction

A
ct

u
al No Yes

No 40% 10%
Yes 5% 45%

Table 5.4: Confusion matrix of accountants.

Prediction

A
ct

u
al No Yes

No 46% 4%
Yes 18% 32%

Another interesting case is organization 1, where only one accountant of the LLM group predicted
incorrectly. They mentioned the positive equity of the organization as a contributing factor to non-
bankruptcy. However, the financial data shows that the equity is negative, which is also recognized by
the model. This could suggest an error in reading, leading to a false prediction. While such errors are
inherent to human evaluators, they are unlikely to occur in the model’s analysis, highlighting a potential
advantage of LLM assessments in bankruptcy prediction.

Our findings substantiate the study by Kim et al. [37], who found that chatGPT-4 was able to predict
future earnings more accurately than human analysts, especially in complex scenarios with which analysts
struggled. Although our model was not necessarily able to predict better than the accountants overall,
it still matched the performance of the best and performed better than the others, thus supporting
the findings of Kim et al. [37]. Additionally, Kim et al. [37] emphasized that LLMs can be particularly
valuable in assisting human analysts when they are underperforming due to bias or disagreement, offering
a more objective and consistent perspective. Our findings are in line with this idea as well, as the model’s
predictions provided valuable insights in situations where human analysts appeared hesitant to predict
bankruptcy. This suggests that LLMs could serve as a supportive tool for human judgment and decision-
making, particularly in scenarios where human bias or hesitation might lead to inconsistent assessments.

5.3.2 Difference between control and LLM group
The results of the case study revealed no significant difference in performance between the control group
and the LLM group. Both groups demonstrated equal accuracy and speed in predicting bankruptcy.
This suggests that incorporating the model’s predictions and the summary of the auditor’s report did not
improve the bankruptcy predictions for the LLM group. There are several reasons that could contribute
to this lack of improvement. First of all, the accountants were unfamiliar with the model’s predictions
and had to learn how to integrate them into their evaluations during the case study, impacting the
speed of their assessment. Furthermore, the accountants incorrectly deviated from the model several
times. However, after working with the model for a longer period of time, they might learn to trust
it more, potentially leading to better outcomes in future bankruptcy predictions. This is underlined
by Anica-Popa et al. [5], who found that accountants need certain skills and knowledge to effectively use
generative AI within auditing. However, it is worth noting that the LLM group did not perform worse
than the control group, meaning the model did not negatively impact the accountants’ predictions. If
the assumption holds that the accountants will be more accurate and faster with more knowledge on the
model, the model has the potential to have a positive impact on the accountants’ evaluations.

The results for the edge cases, where accountants disagreed on a prediction, suggest that the LLM
group has a slightly higher prediction accuracy than the control group. This highlights a few notable
observations. One example is organization number 3, where the model correctly predicted bankruptcy but
two accountants of the LLM group deviated from this prediction, as well as four of the five accountants in
the control group. Table 5.5 shows the explanations that the accountants gave for their predictions. They
mostly rely on the positive liquidity ratio for the argumentation, but also mention aspects like personnel
costs, solvency ratio, and impairments. Interestingly, this is mentioned in both the explanations for
bankruptcy as for non-bankruptcy. Moreover, the LLM group demonstrates a more critical approach
to certain metrics, with some accountants explicitly questioning the validity of the liquidity ratio and
pointing out inconsistencies in the financial data. In contrast, the control group appears to place greater
trust in the liquidity ratio as a decisive factor in their predictions, often using it as a justification for
non-bankruptcy despite other warning signs such as negative results and high personnel costs. Another
noticeable trend is that the LLM group more frequently considers long-term sustainability, discussing
the impact of high personnel costs and external hiring on future equity levels. Meanwhile, control group
accountants focus more on immediate liquidity and short-term obligations, sometimes explicitly stating
that their assessment does not extend beyond a one-year horizon. This suggests that the LLM group’s
exposure to the model may have positively influenced them to take a broader view of financial risk,
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whereas the control group remains more aligned with traditional auditing time frames and criteria. As
mentioned in Section 5.3.1, this broader view of financial risk could be a benefiting factor to the accuracy
in bankruptcy predictions. This is also what the model incorporates in its predictions.

However, from this singular example it cannot be concluded that the model positively influenced the
LLM group in their decisions. For instance, for organization 1, one LLM accountant predicted that
the organization would not go bankrupt based on positive equity, despite the model indicating negative
equity. This accountant overlooked this key factor, which suggests that while the model may help
guide decisions, it does not guarantee that accountants will always incorporate its insights correctly.
Nevertheless, these findings highlight a valuable opportunity for accountants to learn how to integrate
the model into their workflows to be able to apply it more effectively.

Table 5.5: Predictions and explanations from accountants for organization 3 (Actual: Yes).

Group Prediction Explanation

LLM No The liquidity ratio is positive, so there is no immediate liquidity problem.
I consider it likely that management can still take measures to reduce
costs.

No No indications of a decline in business revenues or other significant cost
increases. Fixed assets are limited, indicating a labor-dependent orga-
nization. This implies personnel costs. An increase in personnel costs
likely suggests business expansion. There are no signs that revenues will
decline due to market conditions or price reductions.

Yes Low cash reserves, poor results relative to revenues. I also do not un-
derstand the liquidity ratio—why is it 1.56?

Yes It could be possible. Creditors are quite high, and personnel costs are
also high. Therefore, equity will decline rapidly.

Yes In addition to an increase in full-time employees, there are also higher
costs for non-payroll personnel, which are apparently not sufficiently
compensated by revenues. The use of non-payroll personnel also indi-
cates a shortage of internal staff, possibly due to illness replacements.
Given the low cash reserves, the company cannot continue operating like
this for another two years.

Control No The result is negative, and the profitability ratio is low. However, they
have a liquidity ratio of 1.56. If this is the current ratio, then they have
sufficient short-term receivables to pay off their debts. So, they should
still be able to settle their obligations. The solvency ratio is also low,
indicating they are not in a dire financial situation. However, personnel
costs are high, which could lead to problems, but not within the next
two years.

No Based on the liquidity ratio, the company can meet its obligations. As
accountants, we do not assess a two-year horizon, only one year after the
audit opinion. Additionally, there is insufficient information for a proper
assessment.

No The company is operating at a loss, but there are no impairments, which
could have been a warning sign (e.g., impairment due to declining activ-
ities).

No Liquidity ratio is well above 1, indicating that receivables will be col-
lected in the short term. Non-payroll personnel can be let go. Recovery
is possible. Too premature to conclude bankruptcy despite the creditors’
position.

Yes Negative result, and most of the expenses consist of personnel costs. The
creditors’ position is quite high compared to the available cash.

Regarding the ease of the assessment, the LLM group found it slightly easier than the control group. As
previously mentioned, many accountants described the lack of certain financial data as a key reason for the
difficulty in making their assessments. This was particularly noted by accountants in the control group
who found the task somewhat difficult. While the LLM group also acknowledged this issue, they still
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considered the assessment relatively easy. This implies that the additional information provided by the
model’s predictions may have been perceived as helpful, potentially simplifying the evaluation process.
Accountants in the LLM group specifically noted how the model’s ability to highlight key financial
ratios and offer concise summaries of the organization’s financial health was particularly useful. This
extra guidance might have helped them focus on the most critical indicators for predicting bankruptcy,
reducing the cognitive load of the assessments.

5.3.3 Satisfaction with model
This section is based on the questions in the evaluation form regarding the model, which were only
answered by the LLM group.

The fact that most accountants incorporated the model only to a limited extent suggests that while they
found it useful, they still prioritized their own expertise and judgment. The reluctance of one accountant
to rely on it may also indicate concerns about over-reliance on AI or a preference for traditional auditing
methods. This aligns with existing research on AI adoption in auditing, where professionals often have
a skeptical view of the use of AI [49].

The suggestion to remove the auditor’s report and focus only on financial statements indicates that
some model inputs may introduce noise instead of valuable information. This aligns with the findings
mentioned in Section 5.1, that adding more data does not necessarily improve a model, as it performed
better with a selected subset of features rather than the whole set. Additionally, a participant suggested
that structuring risk assessments into clear categories could enhance interpretability, aligning the model
more closely with how auditors typically assess risk. This highlights the importance of presenting AI-
generated insights in a structured and intuitive way, as well as ensuring compatibility with existing
auditing workflows.

Despite limited reliance on the model during the evaluation, all participants indicated that they would
use the model in real-world assessments, emphasizing its role as an early warning tool. This suggests that
LLM-based models can be effectively integrated into auditing workflows, provided they require minimal
effort to use. It does go against the statement that accountants are skeptical towards the adoption of AI
in first paragraph. However, it could be explained by the fact that the case study was on a voluntary
basis, introducing a bias towards accountants that have some sort of familiarity or affinity with AI. This
should be taken into account when interpreting the results, as broader adoption within the auditing field
may require additional training to improve accountants’ confidence in the reliability of the model.

The most appreciated features of the model were the highlighted key financial indicators and provided
textual summaries. The textual summary, in particular, seems to add to the traditional quantitative
analysis by capturing qualitative insights that might otherwise be overlooked. This suggests that the
main advantage of the model lies in enhancing information processing rather than replacing expert
judgment. This was also evident in the comparison between the model and the accountants, where
accountants struggled to integrate all available information, whereas the model provided a broader and
more comprehensive assessment of the organizations’ financial health.

5.4 Hypotheses
The research question and the underlying hypotheses were introduced in Chapter 1. This section goes
into the acceptance or rejection of the hypotheses to be able to answer the research question later in the
conclusion.

H.1 Programmatic prompt-tuned LLMs are more effective than traditional auditing methods in assessing
the going concern.

The results from the case study showed that the LLM performed similarly to the highest-performing
accountants in both the LLM and control groups when predicting bankruptcy. Additionally, the LLM
group demonstrated no significant advantage over the control group. This suggests that traditional
auditing methods are just as effective regarding the prediction of bankruptcy in the healthcare sector.
Consequently, we reject this hypothesis, as the model did not outperform the traditional auditing methods
in going concern assessments.
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H.2 Programmatic prompt-tuned LLMs can shorten the current process of assessing the going concern
while maintaining accuracy.

The case study findings showed that the LLM group required the same amount of time to evaluate
bankruptcy as the control group. Although the LLM demonstrated accuracy in the predictions, it did
not reduce the time spent by accountants during the evaluation. Since the process of the going concern
assessment was not shortened, the second hypothesis is rejected as well.

H.3 Accountants perceive LLMs as a valuable tool to assist in going concern assessments.

Feedback from the case study evaluation revealed a positive perception among accountants regarding
the LLM. Participants expressed willingness to integrate the model into their workflows, acknowledging
its potential as a supportive tool in going concern assessments. However, it is important to note that
these responses might be influenced by a sample bias towards accountants with a higher affinity for AI
tools. Therefore, further validation a larger sample of accountants with different AI affinity levels would
be beneficial to confirm these findings. Nevertheless, within the context of this research, the accountants
perceived the LLM as a valuable tool, which is why we accept this hypothesis.

5.5 DSPy framework
Beyond the broader discussion on the practical use of LLMs, it is valuable to examine the DSPy framework
and its advantages and limitations. Chapter 3 outlines our rationale for selecting DSPy to optimize the
LLM, but there are key considerations when implementing this framework.

One of the primary challenges is its steep learning curve. Setting up DSPy, even for a small prediction
model, requires significant effort. However, its strength lies in the second phase. Once the framework is in
place, modifying components, such as prediction modules or optimizers, becomes more straightforward.
This modularity aligns with the creators’ intent to make it easier to refine and adapt models over time [36].
However, the decision to use DSPy should be based on the scale of the project. For a simple prediction
model, writing custom code may be sufficient, whereas larger and more complex models can benefit from
DSPy’s structured approach.

Additionally, the DSPy framework is continuously updated and refined. This ongoing development is
both an advantage and a hindrance. On the one hand, frequent updates improve the framework over
time, enhancing its capabilities. On the other hand, these updates sometimes introduce modifications
that require existing code to be adjusted to maintain compatibility.

In comparison, another framework for handling LLMs is Langchain. Langchain and DSPy both serve
as frameworks for utilizing LLMs, but they differ in their approach and core functionality. Langchain is
designed as a flexible, general-purpose framework that enables seamless chaining of multiple components,
making it well-suited for the integration of various tools and external models into their applications. Its
strength lies in its adaptability and ability to facilitate complex workflows. In contrast, DSPy takes a
more structured, programmatic approach, focusing on modular and declarative programming techniques
for instructing LLMs. It integrates prompting, fine-tuning, reasoning, and retrieval augmentation within
one framework, offering a more automated and Pythonic method for optimizing model performance.
While Langchain prioritizes flexibility and broad usability, DSPy emphasizes structured optimization
and automation [31].

Additionally, Schnabel and Neville [62] introduced an alternative framework called SAMMO, which
follows a similar direction. SAMMO uses symbolic prompt programs to represent valid prompt structures,
enabling flexible transformations and efficient search for optimized prompts. In their comparison with
DSPy’s COPRO, they found that DSPy underperformed because its prompting often caused the model to
deviate from the expected output format [62]. This suggests that the SAMMO framework is a promising
alternative to the DSPy framework.

Overall, while DSPy presents challenges in the initial setup and requires ongoing maintenance due to
frequent updates, its modular and automated optimization capabilities make it a powerful tool for refining
LLMs. Compared to more flexible frameworks like Langchain, DSPy provides a structured approach that
is well-suited for systematic model optimization, supporting our choice to use it in this study. However,
given SAMMO’s promising approach to symbolic prompt program search, future research should explore
whether it offers even better optimization strategies for improving LLM performance.
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5.6 Limitations
Despite the contributions to the literature on practical use of LLMs within auditing, there are various
threats to the validity of this research that will be discussed in this limitation section.

A key limitation lies in the dataset itself. The financial data of healthcare organizations from 2018 to
2023, during the COVID-19 pandemic, may not accurately reflect long-term trends, as the pandemic
introduced exceptional financial pressures. Additionally, the dataset contains a significant number of
missing values that required pre-processing, which may have influenced the final outcomes. Another
constraint is the limited number of bankrupt organizations within this time frame. Since relatively few
Dutch healthcare organizations have gone bankrupt in recent years, only a small subset of the dataset
could be used, making it difficult to assess the model’s generalizability. Furthermore, most bankrupt
organizations in the dataset had annual revenues below 10 million euros, meaning the findings may not
be fully representative of larger healthcare organizations. Moreover, since healthcare organizations are
typically non-profit [69] and government-supported [72], financial distress may not lead to bankruptcy
as quickly as in profit-driven sectors.

As a result, the findings regarding the performance of the LLM and its optimizers may not be directly
applicable to other industries. However, some aspects of this study remain generalizable. For instance,
the importance of structured and unstructured data integration, the model’s ability to avoid human errors
in data processing, and its comprehensive overview of financial health are relevant across different sectors.
Furthermore, the qualitative insights from accountants, such as their perceptions of LLM-generated
summaries and their willingness to incorporate the LLM into their workflow, are not healthcare-specific.
These broader implications suggest that, while the specific predictive performance of the model may
vary across industries, its ability to enhance financial assessments and decision-making processes holds
potential beyond the healthcare sector.

There also exist some limitations regarding the integrity of the dataset. The financial data used in
this study was originally acquired by BDO from an external provider, limiting our ability to verify its
accuracy. Although much of this information is publicly available, manually cross-checking all data points
was not feasible within the scope of this research. The accountants involved in this study also pointed
out inconsistencies, such as solvency ratios that did not align with reported private equity and total
assets. While these inconsistencies did not necessarily affect the internal validity of the study—since
both the LLM and accountants worked with the same dataset—they do impact the broader conclusions
that could be drawn about the financial health of the organizations.

Beyond data-related challenges, there are methodological considerations that could have influenced the
results. Given the high computational costs of the model’s optimizers, the number of features used in the
model had to be restricted. While this was a necessary step, the selection of features remained somewhat
subjective and could potentially affect the model’s performance.

Additionally, there is a small chance that an accountant recognized one of the organizations in the case
study based on the financial data provided. If this were the case, prior knowledge could have influenced
their judgment. However, since no indication of this was found in the qualitative explanations, we assume
that this was not a significant issue.

The construction of the control and experimental groups presents another limitation. While efforts were
made to ensure a comparable level of expertise, the control group included two accountants who did not
hold an RA (Registered Accountant) title, whereas the LLM-assisted group had only one accountant
without this title. Although all participants had relevant experience, this difference in professional
qualifications could have had a minor impact on the results.

Furthermore, a larger group of accountants was initially invited to be involved in the case study, but only
those who were willing ultimately participated. This willingness could indicate that participants had a
greater interest in or affinity with AI, potentially introducing a bias. Those more open to AI-driven tools
may have evaluated the model more favorably, while more skeptical accountants may have opted out,
affecting the generalizability of the findings.

Finally, while LLMs demonstrate impressive capabilities, they also have several limitations that must
be acknowledged. These include the risk of biased outputs due to potentially biased training data and
a tendency to ‘hallucinate’ or generate incorrect information [32]. Moreover, there are challenges in
interpreting how the model arrives at specific predictions. This black-box nature of LLMs makes them
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difficult to explain [32], which may reduce trust in sensitive contexts such as auditing. This underscores
the importance of human oversight and careful integration into existing auditing processes.

These limitations should be considered when interpreting the results and drawing conclusions about
the applicability of LLMs in going concern assessments. However, this research represents a small-scale
experiment meant to provide initial insights rather than definitive conclusions. The findings serve as a
baseline that future studies can build upon and validate on a larger scale.

5.7 Recommendations
As this research was conducted in collaboration with BDO Netherlands, we provide some recommen-
dations for the use of LLMs within their auditing processes. These suggestions can be categorized into
model design improvements and recommendations for the integration into existing workflows. They in-
clude both adjustments that were outside the scope of this research as well as insights derived from the
case study that could not be implemented within the current time frame.

5.7.1 Model design recommendations
With regards to the design of the model, the first recommendation is to ensure the validity of the data
used in the model to guarantee its accuracy and reliability. In the case study, it was noted several times
that the data did not always align, though this did not affect the comparison between the model and
accountants. However, given the critical role financial data plays in decision-making, it is essential to
ensure that the input data is robust and trustworthy when using the LLM in a real-world scenario.

In terms of the model’s output, instead of requesting a binary ‘Yes’ or ‘No’ bankruptcy status, it would be
more beneficial to ask for a probability or risk category. This would provide auditors with more nuanced
insights and allow them to assess risks with greater flexibility and precision. This approach aligns with
feedback from accountants during the case study, who indicated that more detailed risk assessments
would enhance their decision-making.

Another key improvement is to minimize false negatives in the model’s predictions. The model could be
adjusted to reduce the likelihood of overlooking potential risks, which could have serious consequences.
While maintaining overall accuracy, emphasizing this goal in the prompt would ensure that the model
aligns with the host company’s priorities. The initial prompt used in this study did not specifically
address this concern, but its inclusion could enhance the relevance of the model’s results.

Additionally, incorporating the entire auditor’s report into the model could be valuable. Given that
accountants found the textual summaries beneficial for their assessments, using the full report might
provide a more comprehensive context for the model’s predictions, potentially increasing the model’s
accuracy and usefulness. However, this should be experimented with, as the results indicated that
including all features reduced accuracy. Similarly, integrating the full report may also introduce noise,
potentially decreasing performance rather than improving it.

Another valuable addition would be integrating financial data from multiple years, allowing for a better
understanding of an organization’s financial progression. This was particularly noted in the case study,
where historical trends were missing from the assessment.

Finally, BDO could focus on using the best prompt from COPRO for the model in other optimizers, as
this has shown positive results in generating accurate and insightful responses. By experimenting with
other optimizers, BDO could determine the configuration that leads to the highest performance and fits
the specific needs of their auditing process.

5.7.2 Model integration recommendations
When integrating LLMs into BDO’s auditing processes, there are several considerations that can stream-
line the adoption. First of all, for healthcare organizations, which typically have publicly available finan-
cial data, using a LLM for audits is relatively straightforward. However, for dealing with confidential
data, BDO should consider utilizing their own internal LLM, a customized version of the ChatGPT
model. This would require some modifications to ensure data privacy and compliance, but it would
provide a more secure way to use LLMs without compromising confidentiality.
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In addition, all accountants from the case study were positive about using the LLM as part of their audits
and they particularly valued its potential as an early warning tool. The model could provide an alert
to accountants about potential financial risks early in the assessment process, acting as a baseline for
further review. This would allow auditors to focus on areas that require closer review, streamlining their
workflow and improving decision-making. The accountants also highlighted the need for the LLM to be
easy to use with minimal effort. Therefore, the tool should be designed to enhance the audit process,
rather than complicate it.

To successfully integrate the LLM into BDO’s auditing processes, it is essential to align the adoption
with their existing innovation process. BDO follows a structured approach to innovation, starting with
a small-scale pilot to gather feedback and refine the tool. Depending on the extent of necessary ad-
justments, this is followed by either another pilot or a broader experiment within a specific sector or
audit process. If successful, the tool is tested in practice by accountants, with potential oversight from
regulatory entities like the AFM and internal quality control to ensure reliability and compliance. This
is particularly important with machine learning and LLM-based tools, since they sometimes lack the ex-
plainability accountants depend on. Given this process, our case study can be viewed as the initial pilot.
A logical next step would be to conduct a larger-scale experiment within a selected audit domain, ensur-
ing alignment with BDO’s internal standards and regulatory expectations. This would provide deeper
insights into the tool’s effectiveness and facilitate further refinements before broader implementation.

Lastly, to ensure successful integration, accountants should receive training on using the LLM effectively.
Anica-Popa et al. [5] found that accountants require specific skills and knowledge to effectively utilize
generative AI in auditing. This is also reflected in the case study, where the accountants using the
LLM were just as accurate and fast as the control group, despite having no prior experience with the
model. With proper training and more experience, they could potentially become even more effective and
efficient, leveraging the model’s strengths while maintaining professional skepticism. Providing training
sessions or guidelines will help accountants to critically assess the model’s outputs rather than rely on
them blindly, both ensuring accuracy as well as adhering to the auditing standards.

By incorporating these recommendations, BDO can design a model that not only meets the needs of
accountants but also adds significant value to the auditing process. With the use of validated data,
clearer risk categorization, and the integration of qualitative insights, the LLM-based tool can enhance
decision-making by making audits more proactive and informed.
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Chapter 6

Conclusions

6.1 Summary
The COVID-19 pandemic caused financial instability in the healthcare sector, underscoring the impor-
tance of robust going concern assessments [71]. While traditional machine learning approaches struggle
with analyzing unstructured financial data in such going concern assessments [43], LLMs have shown
potential in addressing these complexities [9]. However, their application in auditing, particularly for
assessing the financial continuity of healthcare organizations, has remained largely unexplored [38] [72].

This study investigated the feasibility of using LLMs to predict bankruptcy in healthcare organizations
by combining structured financial data with unstructured auditor’s reports. Following a design sci-
ence approach and using the DSPy framework, we developed a LLM-based model designed to predict
bankruptcy. Its performance was evaluated in a case study, comparing its predictions with those of
accountants and assessing its impact on assessment accuracy and efficiency when used by accountants.

The findings showed that feature selection proved crucial, with expert-selected features leading to higher
model accuracy than mutual information-based selection, highlighting the value of domain expertise.
While different optimizers showed minimal impact on overall performance, COPRO outperformed others
with a 79% accuracy and low false negatives, suggesting that effective prompt optimization alone can
enhance predictive accuracy. However, the results indicate that an optimal bankruptcy prediction strat-
egy may require a balance between prompt optimization and few-shot learning, as the LabeledFewShot
optimizer also achieved an accuracy of 79%.

When examining the boundaries of the model, it performed well for short-term bankruptcy predictions,
maintaining 85% accuracy up to three years before bankruptcy. However, its reliability declined over
longer time horizons, becoming less accurate beyond three years.

The model’s predictions aligned closely with those of accountants, implying it considered similar financial
indicators and thresholds. However, it exhibited a broader and more comprehensive view of financial
health, incorporating both short-term and long-term risks. This was an area where accountants tended
to be more optimistic, possibly due to the rarity of real-world bankruptcy. Another advantage of the
model was its ability to process complex financial data holistically, avoiding human biases and errors in
data interpretation.

While no significant difference was found between the control group and the LLM group in overall
prediction performance, the LLM group showed slightly higher accuracy in edge cases, demonstrating a
more critical approach to financial metrics and long-term sustainability. Additionally, accountants found
the assessment process slightly easier when using the model’s insights, appreciating its highlighted key
financial indicators and textual summaries. However, they incorporated the model’s predictions only to
a limited extent, prioritizing their own judgment, consistent with existing research on AI adoption in
auditing. Despite initial skepticism, all participants expressed willingness to use the model in real-world
assessments, recognizing its potential as an early warning tool.
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6.2 Answering the research question
As stated in Chapter 1, the following research question guided our study:

“How can LLMs be utilized and optimized effectively to enhance the going concern assessment for health-
care organizations?”

The results showed that the LLM do not currently outperform traditional auditing methods in terms
of accuracy or efficiency in going concern assessments. The model did not reduce the time required for
assessments and did not outperform human judgment with regards to bankruptcy prediction, leading
to the rejection of Hypotheses 1 and 2. However, it still adds value by providing a critical approach to
edge cases and helping to avoid human errors in data interpretation. Specifically, the model’s ability to
provide a more comprehensive view of financial health, by considering both short-term and long-term
indicators, suggests that it can enhance accountants’ judgment by offering additional structured insights
that they might not typically consider. This aligns with Hypothesis 3, which was accepted, showing
that accountants perceive LLMs as a useful tool to support their decision-making in going concern
assessments. While the model did not significantly improve the bankruptcy prediction performance of
the LLM group when compared to the control group, it did provide more comprehensive information,
making the assessment process slightly easier for accountants.

The findings also highlight that LLMs are valuable in cases where long-term bankruptcy predictions are
involved, with the model demonstrating an accuracy of 85% up to three years before bankruptcy. This
supports its role as an early warning tool, which could assist in identifying financial distress early in the
going concern assessment process.

In terms of optimization, our study emphasizes the importance of feature selection, with domain expertise
proving to be a large factor to accuracy in bankruptcy prediction. The effectiveness of both prompt
optimization and few-shot learning indicates that balancing these learning techniques could improve
model performance further, if fine-tuned properly. However, within the scope of this research, the
impact of optimization techniques remained limited, as the accuracy stayed within a range of 76% to
79%.

In conclusion, LLMs can be effectively utilized and optimized as complementary tools in the going
concern assessment for healthcare organizations. While they do not replace human expertise, they can
enhance decision-making by providing additional insights and early-warning capabilities. The integration
of LLMs into real-world workflows could benefit accountants, especially if additional training is provided
to increase confidence in their reliability. Thus, LLMs hold promise for supporting and enhancing the
current process of assessing going concern of healthcare organizations.

6.3 Contributions
This research provides several key contributions to the field of auditing and bankruptcy prediction using
LLMs. Firstly, it provides one of the few practical assessment of using LLMs in auditing, demonstrating
their potential to improve the efficiency and accuracy of financial assessments. Secondly, it adds to
the existing literature on applying LLMs specifically for bankruptcy prediction, showcasing their ability
to predict business continuity risks. Moreover, this research focuses on the healthcare sector, offering
valuable insights into the use of LLMs for assessing the financial stability of healthcare organizations, a
context that has not been extensively explored in previous research.

Additionally, this thesis contributes to the adoption of AI within the auditing field. The findings show
that LLMs can achieve accuracy comparable to that of human accountants, thus enhancing the credibility
of AI in critical environments like auditing. This finding is particularly important for improving trust in
AI tools among accountants who are typically skeptical about adopting AI [49].

Finally, this is one of the few studies to evaluate and compare multiple DSPy optimizers. While previous
research, such as the study by Kim et al. [37], has explored this topic, most studies have focused on
a single optimizer. Our comparative approach allows for a deeper understanding of the strengths and
weaknesses of different optimizers, contributing to the growing literature on the DSPy framework.
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6.4 Future work
Building on the findings and limitations of this research, there are several areas for future work to improve
the applicability and robustness of LLM-based bankruptcy prediction models.

First of all, this thesis was conducted specifically for Dutch healthcare organizations. Given that financial
structures, regulations, and auditing practices vary across industries and countries, future research should
assess the model’s effectiveness using more diverse organizations. Expanding the scope to different sectors
and regions would provide valuable insights into the generalizability of using LLMs for going concern
assessments.

Secondly, the study was conducted with a relatively small dataset and a limited number of accountants
for comparison. To strengthen the reliability of the findings, future research should utilize larger datasets
and a more extensive evaluation with accountants. A larger-scale study would allow for a more robust
assessment of the model’s accuracy and usability.

Furthermore, while DSPy was the primary framework used in this research, a comparison showed that
the SAMMO framework could be a promising alternative. Further investigation into its performance
in bankruptcy prediction could help determine whether it offers advantages in accuracy, efficiency, or
interpretability over the DSPy framework and traditional accounting methods.

Lastly, future work can focus on more practical improvements to enhance the model’s effectiveness,
as outlined in the recommendations section. This includes incorporating risk assessments, optimizing
prompts to reduce false negatives, integrating full auditor reports, and using multi-year financial data
for better trend analysis.
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Appendix A

Feature selection

Features based on expert opinion from accountants (30):
Bedrijfsresultaat, Crediteuren, Debt Service Coverage Ratio (DSCR), Eigen vermogen, Kortlopende
schulden, Langlopende schulden, Liquide middelen, Liquiditeitsratio, NVTZ Omzetklasse, Overige schulden,
Resultaat, Resultaatratio, Schulden aan banken, Schulden aan groepsmaatschappijen, Schulden aan
kredietinstellingen, Schulden aan leveranciers en handelskredieten, Schulden aan participanten en aan
maatschappijen waarin wordt deelgenomen, Schulden ter zake pensioenen, Schulden uit hoofde van fi-
nancieringstekort, Schulden uit hoofde van macrobeheersinstrument, Schulden uit hoofde van subsidies,
Schulden uit hoofde van te verrekenen subsidies, Solvabiliteit (debt ratio), Solvabiliteitsratio (debt ratio),
Solvabiliteitsratio (weerstandsvermogen), Som der bedrijfslasten, Som der bedrijfsopbrengsten, Totaal
activa, Totaal passiva, Year.

Features mutual information scores (30):
Solvabiliteitsratio (weerstandsvermogen), Solvabiliteitsratio (debt ratio), BTW-nummer, Lonen en salaris-
sen, Debt Service Coverage Ratio (DSCR), Totaal vaste activa, Totaal activa, Rechtsvorm, STZ JN,
Kostprijs van de omzet, ZKH: Psychiaters fte PUK en PAAZ (loondienst inhuur vrij beroep), Eigen ver-
mogen, Totaal personeelsleden, Uitstroom totaal fte, waarvan zorgverleners, Totaal passiva, Opbrengsten
zorgprestaties en maatschappelijke ondersteuning, Bedrijfsgebouwen en terreinen, NVTZ Omzetklasse,
Aantal natuurlijke personen dat beroepsmatig zorg verleent, Totaal fte in loondienst, Resultaat na be-
lastingen, Behoorde deze zorgaanbieder in het boekjaar tot een groep?, Uitstroom fte in loondienst,
Bedrijfsresultaat, Sociale lasten, Voedingsmiddelen en hotelmatige kosten, Materiële vaste activa, Kort-
lopende schulden, Verantwoordingsvorm, Year.
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Appendix B

Full table of model results

Table B.1 presents the complete model results. For readability, Chapter 4 displayed these results across
four separate tables (Table 4.1 to 4.4). The full table is included in this appendix for completeness and
to provide a comprehensive overview of all results in one place.
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Appendix C

Case study

C.1 Case study form
Figures C.1, C.2, and C.3 present an example of the case study, where one of the 20 assessed organizations
is displayed. Both groups were asked the same question: “Will this organization go bankrupt within two
years?” (translated from Dutch). They were also asked to explain their answer. However, they received
different data to base their prediction on.

The control group received:

• One page of the auditor’s report

• Financial data

The LLM group received:

• Prediction of the model

• Model-generated summary of the auditor’s report page

• One page of the auditor’s report

• Financial data
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Figure C.1: Example of an organization in the case study for the control group.
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Figure C.2: Example of an organization in the case study for the LLM group (part 1).
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Figure C.3: Example of an organization in the case study for the LLM group (part 2).
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C.2 Evaluation form
General questions for both groups, as visualized in Figure C.4:

• How did you experience assessing the organizations?

• Can you explain your answer above?

• Was there any (financial) information you missed that would have helped you make better predic-
tions?

Model questions for the LLM group, as visualized in Figure C.5:

• To what extent did you take the model’s predictions into account in your own prediction?

• Can you explain your answer above?

• Which aspects of the model did you find most valuable or insightful for your own prediction, and
why? (None is also an answer.)

• Would you use the model’s predictions in real-world assessments?

• Do you have any other feedback on the model?

Tables C.1 to C.4 present the answers to these questions from all participants.

Figure C.4: Evaluation form with general questions for both groups.
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Figure C.5: Evaluation form with model questions for the LLM group.
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Table C.1: Ease of evaluating for control group.

Score Key Theme Explanation

Very Easy — —

Somewhat Easy Data reliability Based on the ratios and given information, it was easy to
determine the current financial performance. Unfortunately,
there were many errors in the data, which made me doubt the
reliability of the information. Evaluating an organization’s
performance purely based on numbers is only one step; how-
ever, the story behind the organization (reasons for existence,
added value, shareholders, etc.) is wrongly left out of the eval-
uation.

Somewhat Easy Financial Ratios Mainly focused on financial ratios. This was easy to follow.

Neutral Ratio explanation and
readability

Sometimes it was unclear how certain ratios were explained,
making it a guess whether something was interpreted posi-
tively or negatively. And having dots between large numbers
is always helpful so you don’t have to think about how big the
number is.

Somewhat Difficult Limited data Financial data was mostly available for only one year, making
it difficult to assess whether there were incidental setbacks or
not. Sometimes this could be inferred from the given equity.

Somewhat Difficult Missing key informa-
tion

A lot of necessary information was missing, which is crucial for
better assessing whether an organization might go bankrupt,
such as: the presence or absence of bank covenants and any
breaches, liquidity forecasts, management’s financial expecta-
tions, future plans, etc.

Very Difficult — —

Table C.2: Ease of evaluating for LLM group.

Score Key Theme Explanation

Very Easy — —

Somewhat Easy Financial data clarity Clear financial data. The text from the model is sometimes
harder to assess for its value. Not everything included is al-
ways relevant.

Somewhat Easy Financial data suffi-
ciency

I still had the feeling that I wanted to see more of the full
financial statements, even though the available information
was basically sufficient.

Somewhat Easy Key figures and no
complex aspects

Key financial figures were displayed with a summary. Cases
were generally quite clear. Complex aspects (liquidity bud-
gets, bank covenants, letter of support from the parent com-
pany) were left out of consideration.

Neutral Lack of overall view Sometimes, a bit of an overall view of the balance sheet and
P/L statement is missing. However, there was a clear dis-
tinction between high and low risk due to negative operating
results and negative equity.

Neutral Limited data for multi-
ple time periods

Information was often limited to two years, meaning that his-
torical data and future predictions were missing. In some
cases, that information can be decisive.

Somewhat Difficult — —

Very Difficult — —
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Table C.3: Information that accountants felt was missing.

Group Key Themes Responses from accountants (translated from Dutch)

Control group Explanation of ratio
calculations

Sometimes, an explanation of how a ratio was calculated would
have been helpful so that you don’t have to think about it
within the 45 minutes available. Ratios can be calculated in
many different ways, and I occasionally had to spend time
figuring this out, which took up more time than I had to com-
plete everything in 45 minutes.

Additional explanatory
notes

The attached explanations.

Comparative figures
from previous years

Comparative figures from previous years.

Continuity section
from the annual report

The continuity section in the financial statements is always
included, so I would add it. This provides insight into how
management views continuity (and I think it also clarifies the
points I mentioned in the previous question).

Revenue The revenue.

LLM group More historical data
for trend analysis

With multiple years or future figures, the model could poten-
tially become more accurate.

Operational cash flow
and incidental financial
events

Operational cash flow for the year and any information from
the income statement that indicates incidental income and
expenses.

More structured re-
sponse

A slightly more structured response.

Management insights
and strategic plans

Yes, forecasts and information from the management of the
healthcare institution, such as possibilities for obtaining fi-
nancing (and the supporting rationale), bank covenants, let-
ters of support, agreements with insurers/clients, reorganiza-
tions, etc. Right now, the model mainly looks at information
solely from the financial statements.

Overall financial posi-
tion

Balance sheet and income statement provide a more complete
picture and indicate possible shifts between items.
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Table C.4: Key aspects of the model part of the evaluation form (LLM group).

Question Key Themes Responses from accountants (translated from
Dutch)

To what extent did you take
the model’s predictions into ac-
count in your own prediction?
Explain your answer.

Initial independent
judgment before check-
ing model output

To a limited extent - Mostly formed my own judgment
first and then looked at the prediction. Additionally,
the outcome based on the ratios was often clear.

Model as supporting
tool

To a limited extent - I did make my own assessment
after reading the model’s output. The model provided
a lot of guidance, which made me rely on it more as I
progressed through the test. However, I deviated from
the model’s outcomes twice.

As first impression and
then deeper analysis

To a limited extent - It does provide an initial trend
and insight, but ultimately, you still look deeper into
the financial data than the model does.

Attempt to minimize
reliance on model

To a limited extent - Tried to leave it somewhat aside.

Strong reliance on
model insights

To a large extent - The model’s prediction mainly pro-
vided a helpful summary in which ratios were also cal-
culated. These were useful and often confirmed the
overall picture.

Which aspects of the model did
you find most valuable or in-
sightful for your own predic-
tion, and why? (None is also
an answer.)

Liquidity assessment
and broader financial
insights

The liquidity ratio, as it indicates whether the com-
pany can meet its short-term payment obligations.
Additionally, it was useful that the model also con-
sidered non-balance sheet commitments (such as lease
obligations) and guarantees, as well as trends in the
P&L, which are not immediately apparent from the
ratios and balance sheet.

Key financial indica-
tors

Equity / result / liquidity.

Text-based summary
and numerical insights

A summary of the considerations in text form and a
listing of relevant amounts/percentages.

Calculated financial ra-
tios

The calculated ratios.

Highlighting weak fi-
nancial ratios

The highlights of the weak financial ratios.

Would you use the model’s pre-
dictions in real-world assess-
ments?

Yes, if integrated into
workflow with minimal
effort

If it requires little to no effort to use, then yes. It
would work well combined with a specific dashboard.

Yes, useful tool Yes, useful.
Yes, for early warning
and initial assessment

Yes, it provides a good early warning, and I would like
to use it as the first evaluation in the file.

Yes, for summarizing
financial data

Yes, mainly for a good summary of the figures.

Yes, as a supplement to
own analysis

Yes, as a supplement to my own analysis.

Do you have any other feed-
back on the model?

Remove unnecessary
information

Perhaps remove the imported page and focus only on
balance sheet and P&L data. The NIBOVs are too
inconsistently filled in.

Irrelevant risk classifi-
cations

It keeps selecting the risk related to macro control in-
struments, even though that is not necessarily rele-
vant.

Structured risk assess-
ment with clear catego-
rization

A few bullet points where we first identify a risk as
low / medium / high, followed by further details.

No further feedback No, I mainly miss the considerations regarding addi-
tional information from the institution, as mentioned
above.
No
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