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Abstract

Music genre classification is a fundamental task in the field of music information retrieval, playing
a critical role in organising, recommending, and discovering music. Traditional approaches often
rely on single-modal data, such as audio features, limiting the scope of information that can be
used to effectively distinguish between genres. This thesis presented a multimodal approach to
music genre classification, incorporating both audio and lyrics to capture a more comprehensive
representation of music. By leveraging the potential complementarity of these two modalities, the
proposed method improved classification performance by utilizing not only the acoustic character-
istics but also the semantic content present in lyrics. To mitigate the scarcity of multimodal music
datasets, this research employed a self-supervised learning framework. Specifically, contrastive
learning and masked data modeling were combined to enable the model to learn both intramodal
information and intermodal relationships from large amounts of unlabeled music data. The joint
usage of two self-supervised learning methods resulted in a remarkable improvement of model
performance. However, in comparison with other baseline models, the performance of our model
remained constrained by the relatively small dataset size.
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Chapter 1

Introduction

The term "genre" in music refers to "a set of musical events whose course is governed by rules (of
any kind) accepted by a community" [Fab+07], as defined by musicologist Franco Fabbri. Music
genre classification [TC02; LOL03; MF06] is a challenging and fundamental problem in the field
of music information retrieval (MIR) [Dow03; SGU+14]. The ability to automatically identify and
categorize music by genre is critical in organizing vast digital music libraries, improving recom-
mendation systems, and enhancing user experiences in streaming platforms [EA20; LOL03]. With
the rapid growth of digital music databases, the development of robust and efficient genre classifi-
cation systems has become increasingly important for both academic research and commercial ap-
plications. Despite its practical significance, the task remains complex due to the inherent overlap
between genres, cultural influences, and the subjective nature of genre boundaries. Given the com-
plexity of music genre classification and the fact that music encompasses various modalities such
as audio, lyrics, and visuals, it is essential to exhaust all available information to learn more effec-
tively. By integrating multiple modalities, we can capture the rich and diverse features present in
music, leading to more accurate and comprehensive genre classification [Ora+18; Nan+16; Ru+23].
Furthermore, due to the scarcity of large-scale multimodal datasets in the field of MIR, it is nec-
essary to leverage self-supervised learning to improve model performance and learn more robust
representations. Self-supervised methods allow the model to generate useful training signals from
the data itself, without the need for manual annotations. This is particularly valuable when deal-
ing with multimodal data, as it enables the model to uncover meaningful relationships between
modalities like audio and lyrics. By utilizing self-supervised learning, the model can learn from
vast amounts of unlabeled data, leading to better generalization and more accurate music genre
classification [Zha+22; Ru+23; Zhu+21; Li+24].

In this thesis on multimodal music genre classification, both audio and lyrics were utilized to
capture a richer and more comprehensive representation of music. Audio provided essential acous-
tic features such as rhythm, timbre, and harmony, which were critical for distinguishing between
genres. However, genres also carried cultural and thematic significance, often conveyed through
lyrics. Lyrics contained semantic and linguistic cues that can reveal the emotional tone, narra-
tive style, or even social context of the music. By combining these two modalities, this approach
captured both the sonic and textual elements of music, offering a more holistic method for genre
classification, where both aspects contributed to a deeper understanding of genre boundaries.

For the self-supervised learning component, a combination of contrastive learning and masked
data modeling was employed. Contrastive learning aligned two heterogeneous modalities, namely
audio and lyrics, in our multimodal approach, so as to learn the intermodal relationship. Masked
data modeling further enhanced the model’s ability to predict missing parts of the data, encourag-
ing a deeper understanding of the underlying structures within both audio and lyrics. Together,
these methods allowed the model to learn robust and informative representations without the need
for labeled data, making them suitable for large, unlabeled music datasets.

The thesis was centered around the following research questions:

• RQ 1 Is it complementary to utilize a multimodal learning method with audio and lyrics in
music genre classification, compared to unimodal method based on audio or lyrics alone?
Moreover, is audio more important than lyrics in music genre classification, or vice versa?

1



CHAPTER 1. INTRODUCTION

• RQ 2 Does self-supervised learning enhance the performance of our model? Does contrastive
learning and masked data modeling perform well when applied respectively, and is it more
helpful to combine them together?

• RQ 3 There are various hyperparameters in the proposed method, such as the input length
of audio and lyrics, size of model and datasets, batch size in contrastive learning as well as
masking ratio in masked data modeling. How do they affect the model performance?

The contributions of our research were as follows:

• We developed a multimodal, self-supervised model framework using audio and lyrics, which
could be utilized in various downstream tasks including but not limited to music genre clas-
sification. We found out that it was complementary to combine two modalities of audio and
lyrics, as well as two self-supervised learning methods – contrastive learning and masked
data modeling in music genre classification. Multimodal self-supervised learning is still a
novel approach in MIR. To the best of our knowledge, we were the first that combined con-
trastive learning and masked data modeling, and the first to apply a masked auto-encoder
(MAE) [He+22] architecture in the music genre classification problem.

• We explored different choices of relevant hyperparameters, and acquired some interesting
findings. For example, we found out that audio and lyrics had discrepant importances for
different genres. We also discovered that the optimal masking ratio for audio and lyrics was
lower than the settings in other research of masked audio/language modeling. Furthermore,
masking ratio also had an impact on the performance of contrastive learning.

• Lastly, we also created a multimodal music audio-lyrics dataset containing 113,589 samples
based on the Million Song dataset [Ber+11] and the Genius Song Lyrics dataset [Nay22].

2
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Chapter 2

Background

This chapter provides preliminaries to the two important topics of this thesis: self-supervised and
multimodal learning, as well as a brief introduction of the basis of our model: transformer.

2.1 Transformers

In our model, all the encoders and decoders were based on the encoder part of the transformer
model [Ash+17]. Therefore, we first introduce the architecture of transformer (encoder) as an im-
portant preliminary.

The main component of the transformer model is the multi-head attention module consisting
of several scaled dot-product attention layers running in parallel. The attention function in essence
is mapping a series of queries and key-value pairs to an output. To compute the queries Q, keys K
and values V, we transform the input X = (x⊺1 , · · · , x⊺n)⊺ ∈ Rn×d with linear transformation:

Q = XWQ ∈ Rn×dk , (2.1)

K = XWK ∈ Rn×dk , (2.2)

V = XWV ∈ Rn×dv , (2.3)

where WQ ∈ Rd×dk , WK ∈ Rd×dk and WV ∈ Rd×dv are weight matrices. The output of the scaled
dot-product attention is a weighted sum of the values V, where the weights are obtained by com-
puting the dot product of the queries Q and keys V, divided by

√
dk and processed by a softmax

function:

Attention(Q, K, V) = softmax
(

QK⊺
√

dk

)
V ∈ Rn×dv . (2.4)

The multi-head attention is simply a concatenation of several scaled dot-product attention layers
with a linear transformation:

Multihead(Q, K, V) = Concat(head1, · · · , headh)WO ∈ Rn×d, (2.5)

where WO ∈ Rhdv×d is the weight matrix, and h is the number of heads.
Each transformer encoder contains a multi-head attention Multihead(·) and a two-layer feed

forward network MLP(·) sequentially. After each module, a layer normalization LayerNorm(·)
with residual connection is applied.

X′ = LayerNorm(Multihead(X) + X), (2.6)

X′′ = LayerNorm(MLP(X′) + X′). (2.7)

Since the transformer model has no convolution or recurrence, we have to manually inject the
positional information into the embeddings. The positional encodings PE(·, ·) are of the same
dimension d of the input embeddings, so as to be summed up together.

PE(pos, 2i) = sin
pos

100002i/d , (2.8)

PE(pos, 2i + 1) = cos
pos

100002i/d . (2.9)

3
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Here pos is the sequential position, and 2i and 2i + 1 refer to the dimension. Using functions of
sin(·) and cos(·), they are the so-called sinusoidal positional encodings. This definition allows the
model to learn to attend by relative positions, because for any offset k, the new encoding PE(pos +
k, ·) can always be expressed as a weighted sum of two other positional encodings.

2.2 Self-supervised Learning

Deep learning is a subset of machine learning that uses neural networks with multiple layers to
model complex data patterns and make predictions [LBH15]. It has powered advancements across
fields such as computer vision, natural language processing, and audio processing. In supervised
learning, one of the most common paradigms in deep learning, models are trained on large datasets
labeled with correct outputs. By learning from these labeled examples, the model builds associa-
tions between input features and target outputs, enabling it to generalize to unseen data. However,
supervised learning’s dependency on labeled data can be a significant limitation, as obtaining high-
quality annotations is often costly and labor-intensive.

To overcome the scarcity of labeled data, several alternative learning paradigms have been
proposed, including active learning, semi-supervised learning, and self-supervised learning. Self-
supervised learning, in particular, allows models to extract meaningful features from unlabeled
data by solving pretext tasks, which are designed to uncover underlying structure in the data.
More specifically, these pretext tasks aim to recover parts of the original input which have been
corrupted, distorted or transformed [Liu+21b]. This paradigm not only reduces the need for la-
beled data but also enables the creation of robust and transferable features for downstream tasks.
Self-supervised learning unveils inherent structure directly from unlabeled data by solving a pre-
defined pretext task. By leveraging extensive unlabeled data, self-supervised learning not only
eases the burden of human annotations, which are arduous and costly, but also produces robust
and generalizable features for downstream tasks even from a single image [ARV20].

In the following subsections, we are going to introduce the categorization of pretext tasks, and
the application of self-supervised learning in MIR.

2.2.1 Pretext tasks
Pretext tasks, also refered to as proxy tasks, are the essence of self-supervised learning. The term
"pretext" indicates that solving the predefined task is not the main goal, but rather a method to pro-
duce a robust pretrained model. After reviewing several survey articles, we categorize the pretext
tasks into four categories: context-based, contrastive, generative and contrastive-generative.

Context-based

Context-based tasks are mostly used in computer vision. They focus on the contextual semantics
of image pixels, such as spatial structures, by predicting the geometric transformation performed
on the image data. Some notable examples include rotation, colorization and jigsaw. The rotation
operation rotates the image randomly by either 0◦, 90◦, 180◦ or 270◦, and a convolutional neural
network (CNN) model is trained to predict the angle as a four-class classification problem [GSK18].
In the colorization task, images are transformed into grayscale, and the lightness of each pixel is
given to the model to predict the color [LMS17]. Lastly, there is jigsaw puzzle, which discretizes the
image into patches and shuffle them, and the task itself is to recognize the original order [NF16].
The complexity of this task can be further increased by combining it with rotation [Li+20].

Contrastive

The aim of contrastive learning is (a) to bring semantically similar samples closer together in the
latent space while (b) maximizing the distance between dissimilar ones. In this regard, a number
of self-supervised contrastive learning methods are developed. The most representative among
them is built upon negative samples, exemplified by MoCo (Momentum Contrast) (v1 [He+20],

4
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Figure 2.1: The performance of self-supervised learning methods on ImageNet top-1 accuracy (i.e, the con-
ventional classification accuracy in which the prediction with the highest accuracy must be the exact ground
truth.) in March 2021 [Liu+21b]. The horizontal axis was the model size, in terms of the number of parameters;
the vertical axis was the accuracy, which reflected the model performance. The ability of many self-supervised
contrastive learning methods (e.g., SimCLR, MoCo v2, BYOL, SwAV) were almost comparable to, or even sur-
passed the supervised learning method (ResNet 50).

v2 [Che+20c]) and SimCLR (v1 [Che+20a], v2 [Che+20b]). These methods even achieved compa-
rable performance to that of supervised learning with only two times of model parameters (Fig-
ure 2.1). As the term "contrastive" suggests, positive samples are brought closer and negative ones
are separated as much as possible, which also forms an instance discrimination task. Although the
specific definition of positive and negative samples varies depending on the scenario (e.g., multi-
modal learning), the principle is that the views derived from the same instance (called the anchor
sample) are treated as positive samples, and those generated from different instances are always
considered as negative.

To create various diverse positive samples, data augmentation strategies are utilized. For exam-
ple, SimCLR generated 10 different views of each image using cropping, resizing, flipping, rotation,
color distortion, cutout, etc. Data augmentation techniques have an remarkable contribution to the
performance of self-supervised contrastive learning. SimCLR and MoCo v2 both found that their
models benefited from stronger data augmentation substantially, which created a more challeng-
ing and diverse learning environment with sufficient negative samples, in order to avoid finding
collapsed representations.

To realize the goals (a) and (b), a contrastive loss is commonly used as objective of minimizing.
Here we also take SimCLR as an example, in which they named their loss function as NT-Xent. For
every positive sample pair (xi, xj), a pairwise loss is defined as

Li,j = − log
exp(sim(xi, xj)/τ)

∑2N
k=1,k ̸=i exp(sim(xi, xk)/τ)

, (2.10)

where sim(·, ·) is cosine similarity, and τ is the hyperparameter of temperature. It controls the
sharpness of the similarity distribution between positive and negative pairs. Lower values of τ lead
to sharper distributions, emphasizing stronger similarities for closer pairs and reducing similarities
for farther pairs, which makes the model more discriminative. Conversely, higher values of τ
produce smoother distributions, making it easier for the model to assign moderate similarity to
a wider range of samples. The numerator in Equation 2.10 contains the similarity of the positive
sample pair, which is going to be maximized (goal (a)), while the denominator entails all negative
sample pairs with respect to the anchor sample xi, which will be minimized (goal (b)). In a batch
{xi}N

i=1 of size 2N, which is augmented from a batch {x2i−1}N
i=1 of size N, every positive sample

5
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pair can be denoted as (x2i−1, x2i) (i = 1, · · · , N). The final loss is summed up as follows (note that
Li,j is not symmetric):

L =
1

2N

N

∑
i=1

(L2i−1,2i + L2i,2i−1). (2.11)

Self-supervised contrastive learning has been highly effective in learning representations that
capture meaningful similarities and differences in data. By focusing on learning invariant features
that are robust to various augmentations, contrastive learning can improve the generalization of the
model to new, unseen data, thus the learnt representations can be transferred to many downstream
tasks with minimal supervision, often achieving state-of-the-art performance.

However, negative-sampling-based contrastive learning is prone to several drawbacks. Firstly,
the effectiveness of contrastive learning relies heavily on selecting appropriate negative samples. If
the negative samples are not sufficiently diverse or are too easy to distinguish, the model may not
learn meaningful representations. Conversely, if negative samples are too similar to the positive
pairs (known as false negatives), they may confuse the model, leading to suboptimal learning.
Secondly, in large datasets, the number of potential negative samples can be very large. Some
contrastive learning methods also rely on large batch sizes to ensure sufficient negative samples
within each batch. Efficiently sampling and comparing against a vast number of negatives can
be computationally expensive. Finally, identifying and leveraging hard negatives (negatives that
are difficult to distinguish from positives) is important for effective training. Nevertheless, mining
these hard negatives can be complex and also computationally intensive.

Therefore, some researchers attempted to discard negative sampling and attained exceptional
outcomes. In other words, goal (b) no longer applies. There are mainly two kinds of methods:
self-distillation-based methods, such as BYOL [Gri+20], SwAV [Car+20] and SimSiam [CH21],
as well as feature decorrelation-based methods including Barlow Twins [Zbo+21] and Variance-
invariance-covariance regularization (VICReg) [BPL21]. Since they are not relevant to our pro-
posed method in this theis, a detailed introduction will not be given.

Generative

In this section, we only discuss masked data modeling (MDM) (or referred to as masked image
modeling in computer vision), as it is the most popular method in generative self-supervised
learning, and most relevant to our study. MDM randomly masks some tokens in the sequence
and attempts to predict the masked tokens from the corrupted input. Therefore, we define the loss
function of MDM as

Lrecon(D(E(M(I))), I), (2.12)

where Lrecon is the reconstruction loss (e.g., mean square error), I is the input, M(·) is the masking
operation, E(·) is the encoder and D(·) is the decoder. Notably, neural language models such as
BERT [Dev+19] and its variants first achieved remarkable success in natural language processing.
BERT adopted a low masking ratio, where 15% of words were randomly masked and predicted
based on their context, which is similar to the cloze task [Tay53]. However, extending the success
of MDM to computer vision was once challenging, mainly because of two reasons. Firstly, image
signal is continuous in its nature, while MDM first needs to transform the input into discrete to-
kens to enable a large-scale pretraining. Secondly, the transformer architecture is widely utilized
in NLP, which is scalable to both dataset and model size, while in CV, CNN was the only dominant
architecture in many years. The situation evolved when vision transformer (ViT) [Dos20] emerged
as the pioneer work to apply the transformer architecture and large-scale pretraining with MDM to
the field of CV. ViT split the image into patches and projected them into a common latent space to
create tokens. However, despite the progress it made, ViT still fell short of supervised pretraining,
motivating further researches. Following the route of ViT, the MAE (Figure 2.2) revealed that a
surprisingly high masking ratio (75%) was critical for images. Images often contain repetitive or
highly correlated information across patches. A low masking ratio allows the model to learn short-
cut patterns or rely on local details rather than developing a deeper understanding of the global
structure. Similarly, SimMIM, a popular framework for masked image modeling, also directly op-
erated on raw pixels and patchify the images into tokens. In contrast, BEiT [Bao+21] introduced an
extra tokenization procedure by first training a discrete variational autoencoder (dVAE) to create a

6
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encoder

....

....

decoder

input target

Figure 2.2: The architecture of MAE. Images are patchified and a large proportion of patches (75%) are masked
then reconstructed [He+22].

pre-defined visual vocabulary. Nevertheless, this approach is more complicated compared to the
end-to-end MAE, because it requires an extra model as the tokenizer.

Contrastive-generative

We have concluded in the previous sub-section that contrastive self-supervised learning is, in many
cases, data-hungry and resource-intensive, whereas MDM could be inferior in its ability of data
scaling. Xie et al. found that, after a certain point, increasing the size of the dataset may not
lead to proportional gains in the performance of MDM, especially under a non-overfitting sce-
nario [Xie+23]. What is more, MDM models mostly low-level semantics because of its point-wise
nature ("point" may refer to pixel in images, word in text, etc.), while many classification tasks tar-
get at high-level global information, which is exactly the focus of contrastive learning [Liu+21b].
Therefore, it may be complementary to combine contrastive and generative (MDM) self-supervised
learning, which motivates the researchers to make several endeavors, including iBOT [Zho+21],
RePre [Wan+22a], CMAE [Hua+23b], CAV-MAE [Gon+23] and SiameseIM [Tao+23]. For instance,
the CMAE (Contrastive Masked Autoencoder) model used two branches – the online branch re-
constructed masked image patches, and the momentum branch operated on the full image and
generated embeddings to guide the online branch through a contrastive learning objective. This
approach enhanced the model’s ability to generalize by jointly optimizing for both local image re-
construction and global semantic consistency. Quite similarly, SiameseIM used a Siamese network
architecture with two identical branches to accept different augmented views of an image. The
online branch encoded the first view which was masked, and predicted the second view based on
the first view. The target branch encoded the second view and compared it with the prediction.
Both two methods witnessed improvements on downstream tasks, compared to baselines with
contrastive learning or masked image modeling alone, such as MoCo, BEiT and MAE.

2.3 Multimodal Learning

In machine learning, modality refers to a distinct source or type of information that represents dif-
ferent ways of perceiving or interpreting data. Multimodal learning is a field of machine learning
that involves integrating and processing information from multiple data modalities, such as text,
images, and audio. By leveraging the potentially complementary strengths of different modal-
ities, multimodal learning models aim to improve performance on tasks where single-modality
approaches may fall short. The challenge lies in effectively fusing and aligning information from
these diverse sources to capture richer and more holistic representations.
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2.3.1 Modality fusion and alignment
In multimodal learning, each modality captures different aspects of the same underlying informa-
tion. Modality fusion refers to the process of integrating data from different modalities to create a
unified representation that can be used by machine learning models. There are mainly two basic ar-
chitectures of modality fusion in the pretraining stage: late fusion with modality-specific encoders
and early fusion with a unified encoder [ZMH23]. Furthermore, there is also a so-called hybird or
intermediate fusion, which combines elements of both early and late fusion.

Late fusion involves processing each modality independently with modality-specific encoders
and then combining the results at the decision level. Formally, we define x = (x1, · · · , xk) as a data
point consisting of k different modalities, ei(·) (i = 1, · · · , k) as corresponding encoders, f (·) as the
modality fusion module and g(·) as the classification head, then a model h(x) with late modality
fusion can be written as

h(x) = g( f (e1(x1), · · · , ek(xk))). (2.13)

Recent late fusion methods often enforce a similarity measure like contrastive loss, or employ a
multimodal transformer as the fusion module to align the modalities. We will discuss this later.

Early fusion methods, in contrast, use a unified encoder to process the inputs of all heteroge-
neous modalities:

h(x) = g( f (x1, · · · , xk)). (2.14)

Many contemporary early fusion methods also leverage a transformer-based fusion module, which
still requires modality-specific tokenization, such as patching embeddings for visual input, and
word embeddings for text input. A unified encoder can implicitly learn intermodal relationships
and intramodal information at the same time, which will be proved at the end of Chapter 4. To
prevent a confusion between the inputs of different modalities, we may use positional encodings
and modality type encodings along with the inputs. Moreover, the design of unified encoder has
higher flexibility, allowing the missing of some modalities.

Apart from modality fusion, another challenge is to map or pair the data from different modali-
ties correctly, so that they correspond to the same underlying concept or instance, which is referred
to as modality alignment. It can be categorized into two kinds, namely coarse-grained alignment
which pairs the data on the level of instances, as well as fine-grained alignment which links com-
ponents of tokens or instances [ZMH23] (Figure 2.3).
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the grass.

[corgi] [running] [grass] A corgi is running on
the grass.

Objects

Words Captions

Images

Captions

Images

(a) Coarse-grained Pairing (b) Fine-grained Pairing (c) Implicit Alignment

A corgi is running on 
the grass.

Captions

(d) Explicit Alignment

Input Pairing Alignment via Training

A corgi is running on 
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the grass.

Objects

Words CaptionsCaptions

(a) Coarse-grained Pairing (b) Fine-grained Pairing (c) Implicit Alignment

A corgi is running on 
the grass.

Captions

(d) Explicit Alignment

Input Pairing Alignment via Training

A corgi is running on 
the grass.

A corgi is running on
the grass.

CaptionsCaptions

(a) Paired (b) Unpaired (c) Implicit

A corgi is running on 
the grass.

Captions

(d) Explicit
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The plane is flying 
through the clouds.

Captions

Figure 2.3: The categorization of modality alignment [ZMH23].

For coarse-grained alignment, contrastive learning is often used as an instance discrimination
(ID), where different modalities from corresponding samples are considered as positive samples
and those from different samples are considered as negative ones. When the temporal dimension is
considered in video data, different frames from the same video can even be considered as negative,
too. However, the pairing of data is noisy in many cases. For example, in image-text dataset, some
objects in an image may not be in the text, and an event described in the text may not be perfectly
visible in the image. Such noisyness negatively impacts the performance of contrastive learning.
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When it comes to fine-grained alignment, one can also further divide it into explicit and implicit
methods. The former is between corresponding components within each modality, such as an
object in the image to a word in the caption text, while the latter learns a soft association across
tokens in different modalities. In this section, we only cover the implicit alignment as the explicit
alignment is irrelevant to the proposed method. Cross-attention (or co-attention), an extention
of self-attention (see Equation 2.4) in multimodal scenario, is the most commonly used approach
in implicit alignment, because its mechanism is consistent with the idea of fine-grained implicit
alignment. To jointly attend two modalities, we only need to exchange their key-value pairs:

Attention(Q1, K2, V2) = softmax
(

Q1K⊺
2√

d

)
V2, (2.15)

Attention(Q2, K1, V1) = softmax
(

Q2K⊺
1√

d

)
V1, (2.16)

in which (Q1, K1, V1) and (Q2, K2, V2) are the query, key and value matrices of modality 1 and 2,
respectively. d refers to their latent dimension. In this way, the model can learn the cross-modal
interactions between each pair of tokens from different modalities by calculating the dot products
Q1K⊺

2 and Q2K⊺
1 . The cross-attention was first proposed in [Ren+16], and has been widely applied

in multimodal learning.

2.3.2 Multimodal self-supervised learning
Self-supervised multimodal learning is essential because it leverages the vast amounts of unlabeled
data across multiple modalities to learn rich and generalized representations without the need
for extensive manual annotation. By exploiting naturally occurring correlations between modal-
ities, self-supervised learning allows models to learn useful features from one modality to pre-
dict or understand another, thus enhancing performance on a wide range of tasks. Deriving from
self-supervised learning under unimodal scenarios, multimodal self-supervised learning adapt the
original objective functions to take different modalities into account. Thus, it can be also classified
as contrastive, generative (i.e., MDM in this thesis) and contrastive-generative [ZMH23].

Contrastive

Multimodal contrastive learning aligns different modalities by bringing the paired modalities from
the same instance closer and pushing the unpaired ones further apart (Figure 2.4). Given a multi-

modal dataset with two modalities:
{(

x(i)1 , x(i)2

)}n

i=1
, where n is the number of samples, then the

contrastive loss of a data point
(

x(i)1 , x(i)2

)
is

Li = − log
exp

(
sim

(
x(i)1 , x(i)2

)
/τ

)
exp

(
sim

(
x(i)1 , x(i)2

)
/τ

)
+ ∑n

k=1,k ̸=i exp
(

sim
(

x(i)1 , x(k)2

)
/τ

) . (2.17)

CLIP [Rad+21] was one of the most classic and successful works in image-language joint pre-
training, exemplifying the great scalability of multimodal contrastive learning. It was pretrained
on a huge dataset with 400M samples, and demonstrated strong zero-shot (predicting samples
with classes never observed during training) performance on transferring to various downstream
task. Other examples include AVTS [KTT18], ASTA [MLN20] (audio-video), Multimodal Versatile
Networks [Ala+20] and Video-Audio-Text transformer (VATT) [Akb+21] (audio-video-text).

Generative

MDM in a multimodal context often predicts the masked information of one modality by con-
ditioning on another modality. In this way, the model is forced to encode the relationship be-
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Figure 2.4: An example of multimodal contrastive learning from the paper of CAV-MAE [Gon+23].

tween different modalities (Figure 2.5). Given a dataset
{(

x(i)1 , x(i)2

)}n

i=1
and its masked version{(

x̃(i)1 , x̃(i)2

)}n

i=1
, a reconstruction loss of modality 1 given modality 2 is formed as

L1 =
1
n

n

∑
i=1

Lrecon

(
D
(

E
(

x̃(i)1 , x̃(i)2

))
, x(i)1

)
. (2.18)

In addition, MDM is more flexible to handle the missing of modalities compared to contrastive
learning, and can be performed under a unimodal setting. Notable examples of multimodal MDM
include VideoBERT [Sun+19], VL-BEiT [Bao+22a], BEiT-3 [Wan+22b] and M3AE [Liu+23].
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Figure 2.5: An illustration of the multimodal MDM, where the model predicts the corrupted input of one
modality based on the information of the other [ZMH23].

Contrastive-generative

The combination of contrastive learning and MDM in multimodal learning is an emerging ap-
proach, but it has also recently attracted the attention of researchers. Generally, it can be viewed as
a multi-task learning problem, in which the objective function is a weighted sum of two separate
objectives:

L = Lc + λLm, (2.19)

where Lc and Lm are the loss function of contrastive learning and MDM, respectively, and λ refers
to the weight. By jointly optimizing both the objectives, we are able to leverage the complementary
power of two different self-supervised learning methods in a multimodal scenario. However, it is
also possible that different objectives may be conflict in the optimization process, where optimizing
one of them is against the other.

Examples have emerged in various fields, such as ALBEF [Li+21], VLMO [Bao+22b] as well as
FLAVA [Sin+22] for image-text pretraining, MERLOT Reserve [Zel+22] for video-text pretraining,
and CAV-MAE, MAViL [Hua+23a] for video-audio pretraining. For instance, ALBEF employed
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contrastive learning before fusing image and text with cross-attention, and predicted the masked
text with complete image tokens. Similalr, FLAVA also optimized the combination of contrastive
and MDM loss, while being able to handle unpaired modality with intramodal MDM. CAV-MAE
masked both image (video) and audio, and computed contrastive loss between two masked modal-
ities. Afterwards, the unmasked tokens of image and audio were concatenated to predict the
masked ones. Moreover, an interesting observation is that most of these models adopted a sim-
ilar architecture with attention-based, modality-specific encoders followed by a unified modality
fusion encoder.
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Chapter 3

Related Work

In this chapter, we present a few research work related to the idea of this thesis. We first discuss
the application of self-supervised learning in the field of MIR, then we introduce some literatures
classifying music genres using either music audio or lyrics, as well as those utilizing a multimodal
approach with both two modalities.

3.1 Self-supervised learning in MIR

The field of MIR has long faced challenges with the scarcity of dataset, primarily due to the
high costs of music audio annotation and the restrictions imposed by country-specific copyright
laws. Self-supervised learning holds great potential for addressing this issue. By leveraging large
amounts of unlabeled music data, self-supervised learning can automatically extract useful fea-
tures without the need for costly manual annotation. However, the application of self-supervised
learning in the field of MIR remains relatively limited.

Previously, there were a few context-based self-supervised learning methods applied to mu-
sic. Wu et al [Wu+21]. proposed a multi-task learning approach to predict multiple hand-crafted
audio features, such as log power spectrum (LPS), Mel-frequency cepstral coefficients (MFCC),
Chroma, and Tempogram. They found that a proper combination of tasks with curated weights
resulted in higher performance of downstream tasks like instrument and genre classification. Carr
et al. [Car+21] designed a jigsaw task in which a spectrogram was split into patches and then shuf-
fled. The model was pretrained by predicting the permutation. The experimental results unveiled
an interesting finding that splitting along the frequency dimension led to the strongest improve-
ment of performance. Recently, researchers discovered new possiblities of context-based methods
in MIR tasks, such as learning equivariance of music features – which means an transformation on
the input is equivalently reflected on the model output. By enforcing an equivariance, the model
can be sensitive to the changes of desired features. Two examples were [Qui22] for tempo esti-
mation, [Kon+24] for tonality estimation and [Rio+23] for pitch estimation. They both adopted a
Siamese network architecture and carefully designed loss functions to capture the equivariance.
Surprisingly, the latter achieved comparable results to supervised baselines with a light-weight
model with only 1/1000 parameters. Zero-Note Samba [DLH23] also used a Siamese network and
an external source separation model to predict the similarity of beat tracking between the percus-
sive and non-percussive parts of musical pieces. If two parts were synchronized, then the similarity
should be high, or vice versa.

Contrastive learning was another dominant self-supervised learning method in MIR. Many ear-
lier works were SimCLR-like, based on negative sampling. Various data augmentation techniques
were employed to create different views for the model. For instance, CLMR proposed by Spijkervet
et al. [SB21] extended SimCLR to music domain, performing a series of data augmentations such
as polarity inversion, Gaussian addition, frequency filter on raw audio waveforms. The results
were significant: the performance of the tag prediction task was comparable or even surpassed the
supervised baselines. Focusing on singing voices, Yakula et al. [YWG22] also utilized data augmen-
tation (time stretching and pitch shifting) but in a reverse way: the network was trained to push
the transformed version away. In this way, the model became attentive to vocal timbre and singing
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expression, which is useful in the singer identification task. Garoufis et al. [GZM23] modified the
contrastive audio representation learning framework COLA to utilize an external source separa-
tion model and consider sources extracted from the same piece as positive samples. It turned out
that their model outperformed the original COLA which produced different views piece-wise in
the downstream music tagging task. Recently, Torres et al. [TLR23] took a pioneering step by ex-
ploring novel contrastive learning frameworks that were not based on negative sampling, such as
BYOL and VICReg, in the singer identification task. Results showed that BYOL behaved especially
well in some out-of-domain datasets while operating at 44.1 kHz. Lastly, some researchers innova-
tively proposed a method where contrastive learning could also be used to evaluate the coherence
of tracks in music accompaniment generation by calculating the output similarity score [Cir+24].

MDM has rarely been used in MIR so far [Zhu+21; Li+24]. However, a model called MERT [Li+24]
claimed that it attained state-of-the-art in the average score of 14 various downstream tasks, espe-
cially those focused on local information such as pitch, rhythm and timbre (singer identification).
MERT utilized two teacher models, namely one acoustic and one musical. The acoustic model was
derived from HuBERT [Hsu+21], in which the authors compared two settings: one was offline clus-
tering of the log-Mel spectrum and Chroma features to get the pseudo-labels. The pseudo-labels
were then predicted given the masked input. The other used residual Vector Quantized-Variational
AutoEncoder (VQ-VAE). The musical model aimed to reconstruct the Constant-Q Transform (CQT)
spectrogram, in order to capture the pitch information.

3.2 Classifying music genres with audio and text

3.2.1 Music genre classification with audio
From the first day when the music genre classification problem was raised, audio has always been
the most important and widely-used modality. Hand-crafted audio-based features can be roughly
divided into three categories, namely timbre, pitch and rhythm.

A large group of timbre features are based on the statistics of results of short time Fourier
transform (STFT) performed on the audio signal, such as Zero Crossing Rate (ZCR) [TC02; LOL03;
Ber+06], Spectral Centroid (SC) [TC02; LOL03; Ber+06], Spectral Rolloff (SR) [TC02; LOL03; Ber+06],
Spectral Flux (SF) [TC02; LOL03], and Spectral Bandwidth (SB) [TC02; Ber+06]. To better sim-
ulate human’s perception of audio signal, which has finer resolution in lower frequency range,
the spectrogram is usually decomposed into subbands and scaled logarithmically. Such a strategy
has achieved success in music-related tasks including music genre classificaiton, with typical ex-
amples like Mel-frequency Cepstrum Coefficient (MFCC) [TC02; PN17; LC11; LOL03], Amplitude
Spectrum Envelop (ASE) [Lee+09], Octave-based Spectral Contrast (OSC) [Lee+09] and Daubechies
Wavelet Coef Histogram (DWCH) [Wan+09; LOL03].

Pitch is another important auditory feature. It is mainly determined by the fundamental fre-
quency of a note but can be affected by multiple factors like loudness, timbre and its harmonic
series, as pointed out in [Fu+10]. Therefore, pitch detection, especially multi-pitch detection is a
challenging task. To mitigate this problem, pitch histogram has been applied to estimate the statis-
tical information of pitches on the level of a song [TC02; TEC03]. Besides, pitch class profile, or the
chroma feature which describes the relative position of a note within an octave, is also used along
with other timbre features such as MFCC in music classification tasks [Ell07; SLT19; SS15].

Rhythm describes a repeated pattern of movement and silence in music. Commonly used
rhythm features entail two properties, namely beat and tempo (beat per minute) [Fu+10]. Sim-
ilarly to the pitch features, beat histogram detects the tempo and calculates relevant statistics to
model a periodicity distribution representation. Some examples of its application in music genre
classificaiton include [TC02; BGL15; LL20]. Nevertheless, this approach has a main drawback that
rhythm is prone to be affected by different sound properties, such as amplitude, spectral and tonal
changes [LL20]. Therefore, [LL20] tackled this shortcoming by extracting novelty functions from
these properties to take their influence into account.

Before the era of deep learning, these hand-crafted features were no doubt the mainstream of
MIR, along with traditional machine learning models. The list included but was not limited to
linear regression [AKR15; Bah18], linear discriminant analysis [LOL03], gaussian mixture model
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[LOL03; TC02], naïve Bayes [SR15; KRR18; ZMM17; AKR15], k-nearest-neighbour [TC02; TEC03;
WM21; AKR15], as well as some more advanced algorithms, such as support vector machine
[KRR18; SR15; AKR15; Elb+18; Ful+18; CJ13; Nan+16], ensemble learning (random forest) [AKR15;
KRR18; SR15; Elb+18] and boosting algorithms [KRR18] (XGBoost) [CJ13; Nan+16] (AdaBoost).

However, hand-crafted features require an expertise in the field of music and sound, which
hinders the participation of researchers from various backgrounds. Meanwhile, recent years have
witnessed the rise of deep learning which proposes an end-to-end framework without the need of
hand-selecting features and classifier, and achieves tremendous success in computer vision, natural
language processing and other fields. This results in a shift of focus from feature engineering
to model design and data collection. Under this circumstance, spectrograms come in useful for
the direct application of deep learning methods, especially computer vision models, due to their
similarities to images. STFT and Mel spectrograms have become mainstream of recent works with
a deep learning framework [SD14; Zha+16; Cho+17a; Cho+17b; COS17; Meh+21].

Just as in the field of computer vision, convolutional neural networks (CNNs) are largely ap-
plied to spectrogram data. For instance, [Meh+21] made a comparison between some classic CNN
architectures: ResNet, VGG and AlexNet, and found that the best-performing ResNet34 surpassed
the support vector machine on GTZAN dataset. Recently, some novel network architectures were
also utilized for the music genre classificaiton task. [Liu+21a] designed an architecture called
broadcast module, featuring skip connections between inception blocks consisting of convolutions
with different kernel sizes, in order to take the long contextual information into consideration.
This proposed network outperformed several CNNs with more traditional architectures on three
datasets: GTZAN, Ballroom and Extended Ballroom. Apart from CNN, recurrent neural network
(RNN), including long short-term memory (LSTM) and convolutional recurrent neural network
(CRNN), was another popular model of the music genre classificaiton task [WM21; Cho+17a;
Elb+18; Ful+18; Yan+20]. Moreover, since transformer-based models have achieved remarkable
success in many fields, some researchers also attempted to incorporate attention mechanism into
their models [Yu+20; Gan21; Zha21; ZCZ20]. For example, [Yu+20] proposed a serial attention
model based on bidirectional recurrent neural network (BRNN) and a parallelized attention model
based on CNN, and found the latter was superior to the former on STFT spectrograms.

3.2.2 Music genre classification with lyrics
Lyrics, containing rich semantic information, are also useful in distinguishing songs of similar
music styles [MR10], and there are a number of works focusing on lyrics-based music genre classi-
ficaiton. Similar to audio-based features, bag of words (BoW) and n-gram were the most common
features to acquire statistical information from lyrics before the success of deep learning models,
exemplified by [ÇÖ16; MNR08b]. Besides, linguistic features, such as rhyme features and Part-
Of-Speech (POS) were also used in early works [MNR08b; FS14]. However, these techniques only
work at the lexical level and have limited capacity in capturing the semantics. The development of
deep learning models and neural word embeddings facilitates the learning of high-level semantic
structures in textual data [KRR18; Tsa17; Ara+20]. [Tsa17] adapted a Hierarchical Attention Net-
work (HAN) operating on the GloVe [PSM14] embeddings to discover the hierarchical structures
in lyrics on different levels of words and sentences. The experimental results showed that the
proposed model outperformed both neural and non-neural models, such as linear regression and
LSTM. As an example of non-English lyrics classification, [Ara+20] classified Brazilian song lyrics
using pretrained Portugese word embeddings [Har+17] based on Word2Vec [Mik+13]. The paper
utilized a Bidirectional Long Short-Term Memory (LSTM) which captured both past and future
information in the context, and found it significantly outperformed two machine learning models,
SVM and random forest.

3.2.3 Multimodal music genre classification with audio and lyrics
To the best of our knowledge, [MNR08a] was the first to combine audio and lyrics in music genre
classification. The authors experimented on a variety of choices on possible features of both modal-
ities, such as Statistical Spectrum Descriptors (SSD) and rhythm features for audio, and those in
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[MNR08b] for lyrics. The results showed that a multimodal combination of SSD and text statis-
tics features significantly improve the classification accuracy compared to the SSD-alone baseline.
Later, the authors also enhanced the fusion method by applying a late fusion with a Cartesian
Ensemble System [MR11]. Similarly, [VM22] conducted an in-depth exploration of the individ-
ual impact of six different feature groups (including audio and lyrics) on different categories, and
applied a multi-objective feature selection strategy using evolutionary algorithms.

However, the complexity of multimodal learning and the diversity of modalities make the use
of more advanced models highly necessary. For instance, [Pan+21] proposed a model with a resid-
ual CNN as the audio network and a HAN as the lyrics network, following by a feature concatena-
tion as the late fusion of modalities. [Li+23] also used CNN for audio spectrogram but used a more
sophisticated BERT for lyrics. Nevertheless, the modality fusion mechanisms of these works were
rather naive – either a direct concatenation, or a weighted sum of the representations, which were
prone to some problems like modality imbalance and lack of interaction modeling. [WM21] im-
proved this deficiency by utilizing multiple dense co-attention layers as the modality fusion, and
outperformed a weighted sum fusion by more than 5% in accuracy. Recently, [Ru+23] made a re-
markable progress in the multimodal music genre classificaiton task. They innovatively introduced
self-supervised contrastive learning to align the heterogeneous modalities of audio and lyrics, and
leveraged a cross-modal attention for modality fusion, and found both of them beneficial to the
model performance.
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Chapter 4

Methods

In this chapter, we are going to introduce our model in detail. Inspired by CAV-MAE [Gon+23], we
proposed a network architecture that enables the multimodal learning of music audio and lyrics, as
well as a combination of two self-supervised learning methods: contrastive learning and masked
data modeling.

4.1 Tokenizing audio and lyrics

To enable the use of transformer-based encoders on audio and lyrics data, we had to convert the
data into sequences of tokens. For music audio, we followed the tokenization method in au-
dio spectrogram transformer (AST) [GCG21]. For an audio spectrogram, we split it into n non-
overlapping square patches of size s × s as the input of the model: ā = [ā1, · · · , ān] (Figure 4.1).
The lyrics were tokenized into words using a tokenizer (e.g., BERT tokenizer), then padded or trun-
cated to a uniform length m. To facilitate a joint encoder, the audio patch sequence ā was projected
into a latent space of dimension d:

a = Proja(ā) ∈ Rd×n, i = 1, · · · , n, (4.1)

which was of the same dimension of the lyrics embeddings: t = [t1, · · · , tm] ∈ Rd×m.

4.2 Self-supervised pretraining

As a two-stage model, the self-supervised learning methods were utilized in the pretraining stage.
The whole model for pretraining mainly comprised two modal-specific encoders: Ea and Et, a joint
encoder Ej and a joint decoder Dj. For an illustration of the model in the pretraining stage, please
check Figure 4.2.

4.2.1 Audio-lyrics MAE
We applied masked data modeling in the fashion of multimodal MAEs. The preprocessed audio
and lyrics tokens a and t were added with a modality type embedding EM and a 2D sinusoidal
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Figure 4.1: The tokenization of audio spectrograms by spliting them into non-overlapping square patches.
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Figure 4.2: The model framework in the pretraining stage. The input sequences of audio and lyrics were
masked and pass through the modal-specific encoders, and took a multi-stream data pass to the joint encoder
to compute the contrastive loss and predict the masked tokens through a joint decoder.

position encoding EP (one dimension for row, the other for column). Then, the tokens were ran-
domly and uniformly masked with modal-specific masks Ma and Mt, which had masking ratios of
ma and mt.

aunmask = Ma

(
a + EM

a + EP
a

)
∈ Rd×(n−n′), (4.2)

tunmask = Mt

(
t + EM

t + EP
t

)
∈ Rd×(m−m′), (4.3)

where n′ and m′ were the number of masked tokens for audio and lyrics, respectively.
The unmasked tokens were fed to the modal-specific encoders Ea and Et, respectively, which

consisted of multiple layers of transformer encoders.

ã = Ea(aunmask), (4.4)

t̃ = Et(tunmask). (4.5)

To combine contrastive learning and masked data modeling, a multi-stream pass of data was
designed between the modal-specific encoders and the joint encoder. The joint encoder Ej took the
output of two modal-specific encoders ã and t̃, as well as their concatenation [ã, t̃], while sharing all
the parameters for all three passes, except those of the layer normalization LN. Our reconstruction
task used the concatenation.

x = Ej([ã, t̃] ; LNat) ∈ Rd×(n−n′+m−m′). (4.6)

The joint representation x was projected into a latent space of dimension d′, padded with train-
able masked tokens m ∈ Rd′×(m′+n′) in the original masked positions, and added with modality-
type embeddings ÊM and 2D sinusoidal position encodings ÊP, before it was fed into the joint
decoder Dj to recover the masked tokens. The joint decoder had two linear projection heads for
the two modalities: MLPa : Rd′ → Rd and MLPt : Rd′ → RV (V was the vocabulary size (number
of classes) of the lyrics tokenizer).[

x′a, x′t
]
= Pad(Projd(x), m) ∈ Rd′×(n+m), (4.7)

â = Dj

(
x′a + ÊM

â + ÊP
â ; MLPa

)
∈ Rd×n, (4.8)

t̂ = Dj

(
x′t + ÊM

t̂ + ÊP
t̂ ; MLPt

)
∈ RV×m. (4.9)
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Finally, the reconstruction loss was built upon the predictions of the masked tokens âmask
k and

t̂mask
k (k = 1, · · · , N, where N was the size of the mini-batch). For audio spectrograms, we used

the mean square error (MSE) loss between the prediction âmask
k ∈ Rd×n′

and ground truth amask
k =

ak \ aunmask
k ∈ Rd×n′

. The audio reconstruction loss Lr−a was defined as follows:

Lr−a =
1
N

N

∑
k=1

∥âmask
k − amask

k ∥2
F, (4.10)

where ∥ · ∥F denoted the Frobenius norm.
The lyrics reconstruction was treated as a multi-class classification task, predicting the masked

words. Naturally, we chose the cross-entropy loss function. Denote

t̂mask
k =

[
t̂(1)k , · · · , t̂(m

′)
k

]
∈ RV×m′

, k = 1, · · · , N (4.11)

as the predicted probabilities for the k-th sequence of masked tokens in a batch of size N. Similarly,
denote

tmask
k = tk \ tunmask

k =
[
t(1)k , · · · , t(m

′)
k

]
∈ RV×m′

, k = 1, · · · , N (4.12)

as the one-hot expression of the ground truth. Then the lyrics reconstruction loss of a mini-batch
could be written as

Lr−t = − 1
N

N

∑
k=1

[
1

m′

m′

∑
i=1

t(i)⊺k log softmax
(

t̂(i)k

)]
, (4.13)

where the softmax(·) function was defined as

softmax([x1, · · · , xn]) =

[
exp(x1)

∑n
i=1 exp(xi)

, · · · ,
exp(xn)

∑n
i=1 exp(xi)

]
. (4.14)

The total reconstruction loss Lr was a weighted sum of Lr−a and Lr−t:

Lr = Lr−a + λt · Lr−t. (4.15)

4.2.2 Contrastive audio-lyrics learning
Our contrastive learning method took the other two passes to the joint encoder. The outputs of the
modal-specific encoders, ã and t̃ were passed into the joint encoder Ej, and mean-pooled along the
sequence to become vectors.

ca = MeanPool
(
Ej(ã; LNa)

)
∈ Rd, (4.16)

ct = MeanPool
(
Ej(t̃; LNt)

)
∈ Rd (4.17)

The contrastive loss was computed under the assumption that a pair of tokens {ai, tj} were only
considered positive if i = j, namely two modalities of the same sample, otherwise they were nega-
tive.

Lc = − 1
N

N

∑
k=1

log

[
exp sim(cak , ctk )/τ

∑j ̸=k exp(sim(cak , ctj)/τ) + exp(sim(cak , ctk )/τ)

]
. (4.18)

Here sim(·, ·) was the cosine similarity, and τ was the temperature.
The total loss of the self-supervised pretraining stage was a weighted sum of the contrastive

and the reconstruction losses.

L = Lc + λr · Lr. (4.19)

18



4.3. FINE-TUNING AND CLASSIFICATION CHAPTER 4. METHODS

Figure 4.3: The model framework in the fine-tuning stage. No masking operation was performed, and the
decoder was replaced by a linear classifier.

4.3 Fine-tuning and classification

In the fine-tuning stage, the joint decoder was discarded and only the encoders were kept (Fig-
ure 4.3). No masking operation was performed. The audio embeddings a and the lyrics embed-
dings t were added with a modality type embedding EM and a 2D sinusoidal position encoding
EP, then fed into modal-specific encoders Ea and Et, respectively.

ã = Ea

(
a + EM

a + EP
a

)
∈ Rd×m, (4.20)

t̃ = Et

(
t + EM

t + EP
t

)
∈ Rd×n. (4.21)

A joint representation x was acquired by passing the concatenation [ã, t̃] into the joint encoder
and mean-pooling the output.

x = MeanPool
(
Ej([ã, t̃]; LNat)

)
∈ Rd. (4.22)

A multi-layer perceptron classifier MLP(·) : Rd → RC was attached to the joint encoder, where C
was the number of classes in the music genre classification problem. In order to enable a multi-label
classification, Sigmoid activation functions were utilized.

ŷ = MLP(x) ∈ RC. (4.23)

Each digit of the output ŷ(c) ∈ (0, 1) represented the predicted probability of a class c (c =
1, · · · , C). The loss function we used was the binary cross-entropy (BCE) loss:

L = − 1
N

N

∑
i=1

[
y⊺

i 1⊺ − y⊺
i
] [ log ŷi

log(1 − ŷi)

]
, (4.24)

where y ∈ RC was a one-hot expression of the ground truth, and N refered to the batch size.

4.4 Motivation behind the methods

4.4.1 Why audio and lyrics
As we have introduced in Chapter 2, there are a variety of research works leveraging multimodal
approaches to solve the music genre classification problem by combining audio and other modal-
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ities, such as visual (album image and video), text (lyrics, user reviews and track metadata) and
symbolic representations (MIDI, MusicXML and KERN). Among all these modalities, There were
mainly two reasons of choosing lyrics in our multi-modal learning. Firstly, music audio and lyrics
have significantly lower risk of mismatching compared to other modalities, since a part of lyrics
are always audible in any segment of an audio. In contrast, taking an audio-visual dataset as an
example, since not all the sound sources are visible and not all the visual objects make sound, it
might contain a lot of mismatching or weakly matching modality pairs. This results in more false
positive samples and lower quality of representations learnt in contrastive learning. Secondly, as
argued in [Ala+20], audio modality is usually much more fine-grained than language (a few de-
scriptive words or sentences), making them unsuitable to be projected into the same latent space.
However, lyrics have a temporal correspondence with music audio thus they share a similar gran-
ularity.

4.4.2 Combining two self-supervised learning methods
[BAM18] proposed to divide multimodal learning into two categories: joint and cooordinated rep-
resentations. The former project unimodal signals into a common latent space, while the latter
process them separately, but enforce certain similarity constraints on them. On one hand, many
multimodal contrastive learning frameworks learn the coordinated representations by bringing
paired modalities closer and separate mismatched ones further away in the latent space. On the
other hand, we can extend the MAE, which leverages the masked data modeling, to multimodal
scenarios, by mapping different modalities into the same latent space using a joint encoder, so as
to learn the joint representations.

Although the two self-supervised learning methods are usually applied individually, they have
pros and cons that may be complementary to each other. First, contrastive learning focuses on
how to correctly pair the different modalities, thus reduces the misalignment when fusing them
together, while losing some critical intra-modal information that is unique to each model. Masked
data modeling forces the model to encode the unique information of each modality by recovering
corrupt inputs, but inevitably lacks knowledge of intermodal correspondence and suffers from
modality misalignment [Gon+23]. Second, contrastive learning is data hungry, requiring large
dataset and large batch size to fully unlock its power, while masked data modeling works better
under a low-data regime. Therefore, combining these two methods might be beneficial in our
audio-text multi-modal approach to learn both coordinated and joint, intermodal and intramodal
information.

4.4.3 Modality fusion
In this subsection, we are going to show that, not only did the joint encoder Ej serve as a self-
attention module to learn the intra-modal information, but it could also be seen as a cross-modal
attention which encoded the inter-modal relationship and dynamically assigned stronger weights
to modalities with greater importance.

For the sake of simplicity, we only need to figure out what happened in the basic component
– the scaled dot-product attention. Denote the concatenation of the outputs of two modal-specific
encoders as

X =

[
ã
t̃

]
∈ R(n+m)×d. (4.25)

The query, key and value matrices were formed as

QX = XWQ =

[
ã
t̃

]
WQ =

[
ãWQ
t̃WQ

]
=

[
Qa
Qt

]
∈ R(n+m)×dk , (4.26)

KX = XWK =

[
ã
t̃

]
WK =

[
ãWK
t̃WK

]
=

[
Ka
Kt

]
∈ R(n+m)×dk , (4.27)

VX = XWV =

[
ã
t̃

]
WV =

[
ãWV
t̃WV

]
=

[
Va
Vt

]
∈ R(n+m)×dv . (4.28)
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When Ej took X as its input, the scaled dot-product attention was computed as

Attention(QX , KX , VX) = softmax
(

QXK⊺
X√

dk

)
VX . (4.29)

With a little bit of approximation, we would be able to show that this formula contained both
self-attention and cross-modal attention.

Attention(QX , KX , VX) = softmax
(

QXK⊺
X√

dk

)
VX (4.30)

= softmax
(

1√
dk

[
Qa
Qt

] [
K⊺

a K⊺
t
]) [

Va
Vt

]
(4.31)

= softmax

 1√
dk

QaK⊺
a

1√
dk

QaK⊺
t

1√
dk

QtK
⊺
a

1√
dk

QtK
⊺
t

[
Va
Vt

]
(4.32)

≃

softmax
(

1√
dk

QaK⊺
a

)
softmax

(
1√
dk

QaK⊺
t

)
softmax

(
1√
dk

QtK
⊺
a

)
softmax

(
1√
dk

QtK
⊺
t

)
 [

Va
Vt

]
(4.33)

=

softmax
(

1√
dk

QaK⊺
a

)
Va + softmax

(
1√
dk

QaK⊺
t

)
Vt

softmax
(

1√
dk

QtK
⊺
a

)
Va + softmax

(
1√
dk

QtK
⊺
t

)
Vt

 (4.34)

=

[
Attention(Qa, Ka, Va) + Attention(Qa, Kt, Vt)
Attention(Qt, Ka, Va) + Attention(Qt, Kt, Vt)

]
. (4.35)

It was apparent that the scaled dot-product attention Attention(QX , KX , VX) contained self-
attention of both modalities: Attention(Qa, Ka, Va) and Attention(Qt, Kt, Vt), as well as the cross-
modal attention from audio to lyrics: Attention(Qa, Kt, Vt) and that from lyrics to audio: Attention(Qt, Ka, Va).
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Chapter 5

Experiments

This chapter starts from discussing our choice of datasets and the default settings of hyperparam-
eters in our proposed method. To properly evaluate the model performance, we also selected and
proposed some(multi-label) metrics. Last but not least, to address the research questions in the first
chapter, we designed a series of experiments.

5.1 Datasets

So far, it is not that easy to find a dataset of music genre classification with both audio and lyrics.
The most suitable dataset for our problem settings was Music4All [San+20]. It was a music database
consisting of 109,269 30-sec audio clips, along with metadata, tags, genre information, and lyrics.
Music4All was a multi-label dataset in terms of genres. There were 853 genres in total, with 2.348
genres per sample on average. The genre labels of Music4All had an extremely long-tailed distri-
bution and correlations between genres. In order to deal with the difficult nature of the problem, it
was critical to do some statistical analysis of the dataset. For example, Figure 5.1 showed the dis-
tribution of 120 out of 853 genres which had the highest frequency. Such an extreme distribution
resulted in a tricky few-shot learning situation. To ease the difficulty of learning, some filtering
of labels was necessary. A small number of genres with high frequencies was obviously an easier
option for our experiment. Therefore, we selected 50 most frequent genres, and removed all the
samples with genre labels out of this scope.

The second step was based on the lyrics. Because the transformer model has a quadratic com-
plexity w.r.t. the input sequence length, we had to control the length of lyrics by removing the
duplicate lines and paragraphs (Figure 5.2). Finally, only those lyrics in English were kept, result-
ing in a dataset with 84,103 samples (denoted as m4a).

Figure 5.1: The distribution of 120 genre labels of the highest frequency.
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Figure 5.2: The distribution of the lyrics length before and after preprocessing. Both mean and variance
decreased.

To explore the scalability of self-supervised pretraining, we created another dataset of music
audio and lyrics, by simply computing an intersection of two existing datasets containing audio
and lyrics, respectively. The music audio dataset was a proprietary dataset (provided by Dr. Igor
Vatolkin) of 784,203 songs from the Million Song dataset [Ber+11], and the lyrics dataset was Ge-
nius Song Lyrics [Nay22], comprising 5,283,576 songs with lyrics. We computed their intersection
based on an exact match of song title and artist name(s), restricted the language of lyrics to English
only and preprocessed the lyrics, resulting in a dataset of size 113,589 (denoted as msd).

5.2 Experimental settings

5.2.1 Hyperparameters
In the pretraining stage, we used the whole m4a dataset. We trained the model for 50 epochs. The
optimizer was Adam (weight decay 5e − 7, (β1, β2) = (0.95, 0.999)). The backbone learning rate
was 5e − 5, which started to decay from the 10th epoch, with a rate of 0.5 every 10 epochs. The
default batch size was 48. Generally speaking, 30 seconds of audio is redundant for most MIR
tasks, including music genre classification. Thus, we started our experiments with short segments
of 5 seconds’ length, where we randomly cropped the audio to the given length and paired it
with complete lyrics during training. In this way, we also augmented the data without much
sacrifice of diversity. The audio was then converted to 128-dimensional log Mel filterbank (fbank)
features, computed with a 25ms Hanning window and a 10ms hop size (we adopted this setting
from CAV-MAE). Every segment of 5 seconds was sampled and padded to a length of 512 samples
along the temporal dimension. For lyrics, we truncated or padded them to 256 tokens. The lyrics
reconstruction loss had a weight of λt = 1000 because we found that the cross-entropy loss was
much smaller than the MSE loss utilized by the audio reconstruction. The weights of the whole
MDM loss is λr = 1. The temperature τ in the contrastive loss (Equation 4.18) was as small as 0.05,
in order to ensure a sharp discrimination between the positives and the negatives. In fine-tuning,
we performed a 5-fold cross-validation on the m4a dataset and trained the model for 10 epochs.
The optimizer was the same Adam as in the pretraining, as was the batch size. We adopted a
smaller learning rate of 1e − 5, which started to decay from the second epoch, with a rate of 0.5
every 4 epochs.

Regarding the details of our model, all encoders were 768-dimensional and had 12 attention
heads, and the joint decoder was 512-dimensional and had 16 attention heads. Two modal-specific
encoders, Ea and Et, had 5 layers, and the joint encoder Ej was one-layer. The joint decoder Dj
had 4 layers. Such a model had 130 million trainable parameters in total. The tokenizer we used
was that of the BERT-base-uncased [Dev+19], with a vocabulary size of 30522. To compensate for
the lack of large scale pretraining datasets, we used the pretrained weights of CAV-MAE [Gon+23]
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for most parts of the model, except the lyrics encoder Et, where we used the weights of the first 5
layers of BERT-base-uncased.

It took about 15 hours on average to run the pretraining, and another 15 hours to fine-tune (5
folds) on a single NVIDIA H100 Tensor Core GPU 80GB.

5.2.2 Metrics
The genres in our dataset m4a had a multi-label nature, thus we had to employ metrics designed
for multi-label classification. Given a data point xi, the set of its labels Yi and the corresponding
prediction of the model Ŷi, metrics for single-label multi-class classification only measures the exact
match between the prediction and the ground truth, i.e., Yi = Ŷi. However, an exact match of
two label sets is too rigorous for multi-label classification, where partial correctness, namely the
intersection of the ground truth and the prediction Yi ∩ Ŷi, also matters. Therefore, we extended
some common metrics (accuracy, precision, recall and F-measure) in single-label classification to
the multi-label classification scenario.

Formally, we denoted D = {(Xi, Yi)|i = 1, 2, · · · , N, Yi = {0, 1}L} as the dataset, where Yi was
the ground-truth label, Ŷi was the model prediction, and L = {l1, · · · , lC} was the set of all labels,
then

Accuracy Acc =
1
N

N

∑
i=1

|Yi ∩ Ŷi|
|Yi ∪ Ŷi|

(5.1)

Precision P =
1
N

N

∑
i=1

|Yi ∩ Ŷi|
Ŷi|

(5.2)

Recall R =
1
N

N

∑
i=1

|Yi ∩ Ŷi|
|Yi|

(5.3)

F1 =
1
N

N

∑
i=1

2|Yi ∩ Ŷi|
|Yi|+ |Ŷi|

. (5.4)

To generate the predicted label Ŷi = {0, 1}L from the model output Zi ∈ RL, we set the thresh-
old to θ = Sigmoid(−1.5), i.e., Ŷi = I(Zi > Sigmoid(−1.5)).

Another metric we utilized was the mean average precision (mAP). Note that the definition
of mAP differs slightly in different research and implementations. Here, we defined mAP as the
mean value of the average precisions (APs) over all label classes.

mAP =
1
C

C

∑
c=1

APc. (5.5)

Denote the model output of the dataset D as Z = [z1, · · · , zC] ∈ RN×C, then the predicted values
of label lc was zc = [zc

1, · · · , zc
N ]

⊺, which could be sorted as zc
(1) ≥ · · · ≥ zc

(N)
. The n-th threshold

was set to θn = zc
(n), and the n-th precision Pc

n and recall Rc
n were computed on the n-th prediction

of label lc:
ŷc = I(zc > θn). (5.6)

The average precision (AP) was a weighted average of precisions along the precision-recall curve:

APc =
N

∑
n=1

(Rc
n − Rc

n−1)Pc
n, Rc

0 = 0. (5.7)

In addition, to measure the importance of modalities (audio and lyrics) on each genre class, we
also defined a new metric which was similar to the permutation feature importance [FRD19] in
mechanism. Specifically, the importance of modality was the difference between the multimodal
AP and the unimodal AP where that modality was missing, which could also be seen as the loss in
AP. The larger the difference (loss), the more important the modality. Because the average precision
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sometimes varied greatly between different genres, we also divided it by the original multimodal
AP to calculate a percentage.

IA
c =

APMM
c − APL

c

APMM
c

, (5.8)

IL
c =

APMM
c − APA

c

APMM
c

, (5.9)

where IA
c , IL

c were the importance metrics of audio and lyrics, and APMM
c , APA

c , APL
c referred

to the average precision of the multimodal, audio-only and lyrics-only approaches, respectively.
Moreover, for the sake of readability, we aggregated the 50 genre classes into 13 coarse genres (hip
hop, experimental, blues, soundtrack, folk, metal, rock, punk, pop, r&b & soul, country, electronic
and jaz) based on the categorization of music genres and subgenres in Wikipedia [con24], and
averaged their importance metrics inside each coarse genre.

5.3 Experimental design

• The ablation study of modalities. To find out whether combining audio and lyrics was
complementary in music genre classification, we pretrained and fine-tuned the model with
a single modality, and saw how it impacted the model performance. Additionally, we con-
ducted one-sided, pairwise Wilcoxon signed-rank tests to test whether the improvement of
multimodal approach on each of the three metrics, accuracy, F1 and mAP, is statistically sig-
nificant. The reason we used a non-parametric Wilcoxon test instead of a more efficient but
parametric T test was the extremely small number of samples (5-fold), which made it hard to
validate the normality of data. The null and alternative hypotheses were as follows:

– H0: Combining audio and lyrics in music genre classification did not improve the model
performance compared to the unimodal approach using audio/lyrics.

– H1: Combining audio and lyrics in music genre classification did improve the model
performance compared to the unimodal approach using audio/lyrics.

• The ablation study of self-supervised learning methods. Similar to the previous study, we
ran the experiment with a partial loss function: contrastive only and MDM only, as well as a
naive approach of no self-supervised pretraining at all. We also conducted Wilcoxon signed-
rank tests with the following hypotheses:

– H0: Using contrastive learning and MDM altogether in the multimodal audio-lyrics
music genre classification did not increase the model performance compared to using
either/neither of them.

– H1: Using contrastive learning and MDM altogether in the multimodal audio-lyrics
music genre classification did increase the model performance compared to using ei-
ther/neither of them.

• Comparing different lengths of audio and lyrics. As we have discussed, 30 seconds is su-
perfluous for music genre classification, but we would also like to know whether we could
use a even shorter length (5 or 2.5 seconds) to make the model focus on local patterns with
more details and improve the computational efficiency. However, audio segments that were
too short mgith lead to weak matching between audio and lyrics (since the audio contain too
few words) and undermine the quality of contrastive learning. For lyrics, 256 tokens was still
a large number for the model input. Due to the limited computational resources, a shorter
input sequence (e.g., 64 or 128 tokens) without losing critical information was also desired.

• More pretraining data. To explore the scalability of self-supervised pretraining, we com-
pared the model pretrained on only m4a and on both m4a and msd.
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• Comparing different model sizes Our proposed model was a large one. Therefore, it was es-
sential to explore whether down-scaling the model parameter size could be an acceptable
trade-off between model performance and training costs. Moreover, the m4a dataset we
used for pretraining was not a large one (around 80K), compared to other audio pretrain-
ing datasets, such as Audioset-2M. To prevent overfitting, it might be beneficial to choose a
model with less parameters.

• Comparing different batch sizes in contrastive learning. As discussed in Section 2, negative-
sampling-based contrastive learning depends on large batch size to ensure sufficient negative
samples, in order to create a more challenging learning environment. Therefore, we exper-
imented with both smaller (16) and larger (144) batch sizes to uncover the impact of con-
trastive batch size.

• Comparing different masking ratios. MDM first achieved success in natural language pro-
cessing with a rather low masking ratio, e.g., 15% for BERT. However, due to the signal and
informational sparsity, computer vision models have to utilize a much higher masking ratio
for images, e.g., 75% for MAE. Audio spectrogram is similar to images, thus a high mask-
ing ratio is also applied, such as Audio-MAE (75%), CAV-MAE (65% to 75%). Furthermore,
under a multimodal setting which combines textual data with other modalities, researchers
found that text must also be masked with a high masking ratio. For example, M3AE found
that a 75% masking ratio was optimal for multimodal visual-language learning. Since there
are not many works on audio-language learning, it is of great interest to find out whether
we should also adopt a high masking ratio for both of the two modalities, or more specifi-
cally, for music audio and lyrics. Furthermore, we gave some examples of audio spectrogram
inpainting under different masking ratios to see their impacts on the inpainting ability.

• Comparing our model with other baselines. After considering the existing research on
(multimodal) music genre classification, we implemented two unimodal and one multimodal
baselines. For audio spectrograms, we used Inception-v4 [Sze+17] with ImageNet [Den+09]
pretrained weights, a CNN with ResNet-like residual connections. For lyrics, we simply
chose BERT-base-uncased. Our multimodal baseline was a combination of the two aforemen-
tioned models, using them as modal-specific encoders and a single-layer, 768-dimensional
transformer encoder with 12 attention heads to fuse the outputs of the modal-specific en-
coders. We called this model ALNet. It was trained with a loss function which was a
weighted sum of contrastive and classification loss.

L = Lclassification + 0.05 · Lcontrastive. (5.10)
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Chapter 6

Results

In this chapter, we are going to display the results of experiments proposed in the last chapter,
including the ablation study of modalities and self-supervised learning methods, as well as tuning
various hyperparameters. We also provide detailed interpretation and analysis of these results,
which leads to the answer of the research questions.

6.1 Ablation of modalities

Metrics Ours Modality Ablation
A-L A L

Acc 33.48±0.19 30.36(∗)±0.23 23.11(∗)±0.21

F1 43.21±0.23 39.33(∗)±0.26 30.48(∗)±0.34

mAP 30.94±0.27 24.55(∗)±0.21 15.90(∗)±0.17

Table 6.1: Results of the modality ablation study. "A" referred to audio and "L" referred to lyrics. All the results
were averaged on 5-fold cross validation, presented with mean and standard deviation values. The p-values
of the statistical tests were marked by the number of asterisks: (∗)-p < 0.05, (∗∗)-p < 0.01, (∗ ∗ ∗)-p < 0.001.

Figure 6.1: The modality importances of audio and lyrics each (coarse) genre. We also calculated the ratio of
audio importance to lyrics importance.

From Table 6.1, we could see that our multimodal approach largely outperformed the unimodal
ones with audio or lyrics alone in all three metrics with statistical significance (0.01 < p < 0.05).
Two modalities compensated for the missing information of each other, and together enhanced the
representation with the distinct features they captured respectively, thus resulted in the comple-
mentarity of the multimodal approach. More specifically, the audio-only model was much better
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than the lyrics-only model. A possible reason was the complexity of lyrics. In many masked lan-
guage modeling pretraining scenarios, the texts are usually short and descriptive, in a simple form
and in only a few sentences (e.g., captions of an image or a segment of audio). However, lyrics
are longer, freer in its form and more unpredictable, containing incomplete sentences, colloquial
expressions such as abbreviations and slangs. In this sense, learning the noisy lyrics effectively
remains a challenge, while learning audio for music classification is much more simple and robust,
where we can acquire satisfying results with a CNN on spectograms.

Figure 6.1 told us that audio and lyrics were of different importances to different genres. Most
genres (11 out of 13) relied on audio to a very similar extent, while hip hop and jazz were the
outliers on two extremes (low and high respectively). When it came to lyrics, they were far more
important to blues and country music than other genres. Moreover, it was noteworthy that audio
was in general more important than lyrics for almost all the genres (ratio greater than 1). For
some genres, such as jazz, r&b & soul, electronic, rock and punk, audio was much more helpful
than lyrics in classifying the genre, probably because of their distinctive sound effects (rhythm,
timbre, instruments, etc.). On the other hand, for those genres that were very characteristic in both
sound effect and the writing style of lyrics – hip hop, blues and country, audio and lyrics were of
almost equal importance. It was also noteworthy that higher importance of one modality did not
necessarily imply a lower importance of the other, since we measured the importance through the
loss of AP. In the experiment, the multimodal prediction of each sample were hardly a union of
the two unimodal predictions, thus it was difficult to find any valid relationships between their
APs. Sometimes, we observed that the audio-only and lyrics-only models produced very similar
predictions, thus they were almost equally good; in some other cases, the model benefited from the
multimodal setting and generated correct answers unseen in any of the two unimodal predictions.
The mechanism behind these results remained rather unexplainable.

6.2 Ablation of self-supervised learning methods

Metrics Ours Contrastive MDM No SSL

Acc 33.48±0.19 31.81(∗)±0.21 32.86(∗)±0.32 29.76(∗)±0.21

F1 43.21±0.23 41.81(∗)±0.22 43.08(−)
±0.12 39.27(∗)±0.12

mAP 30.94±0.27 28.91(∗)±0.20 30.88(−)
±0.42 25.41(∗)±0.34

Table 6.2: Results of the self-supervised learning ablation study. The p-values of the statistical tests were
marked by the number of asterisks: (∗)-p < 0.05, (∗∗)-p < 0.01, (∗ ∗ ∗)-p < 0.001. (−) meaned that there was
no statistical significance.

See Table 6.2. It turned out that combining two self-supervised learning methods resulted in a
significant (0.01 < p < 0.05) increase of performance, compared to applying only one of them,
though the improvement was minor. However, the increase of performance resulting from apply-
ing two methods respectively was still remarkable compared to the naive method with no self-
supervised pretraining. It was also noteworthy that MDM-only method was 1% to 2% higher than
the contrastive-only one in all three metrics. The differences in F1 and mAP between the MDM-
only and multimodal approach had no statistical significance (p > 0.05). Moreover, considering
the low contrastice accuracies in Table 6.3 and 6.4, it should not be overlooked that the effect of
contrastive learning is below our expectation. We believed that there were mainly two reasons
contrastive learning is inferior to MDM in our experiments. Firstly, as we just discussed in the last
question, lyrics are noiser, more informative and more complicated than many other texts, and the
corresponding relationship of music audio and lyrics is on a fine-grained level of words and sylla-
bles along the temporal dimension. Although audio and lyrics do have lower risk of mismatching
in contrastive learning, as discussed in Section 4.4, such an intricate relationship requires much
extra effort to learn, compared to descriptive texts which contains mostly high-level semantics like
an object or an event. Moreover, as we concluded in Chapter 2.2, contrastive learning mostly fo-
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cuses on global information, while the point-wise nature determines that MDM models mostly
low-level, word-to-word semantics. Thus, no wonder the latter performed better in our experi-
ments. Secondly, contrastive learning is more data-hungry than MDM, while MDM works better
under a low-data regime. Classic contrastive learning frameworks based on negative-sampling are
trained on very large datasets (SimCLR: 1M, MoCo: 1M and 1B). In audio representation learn-
ing, one of the most common pretraining datasets is the AudioSet-2M [Gem+17]. However, our
datasets for pretraining were only of size 80K and 190K, around 1/10 of the aforementioned ones.
Therefore, a lack of large-scale pretraining dataset might also be a reason that contrastive learning
behaves not as well as MDM.

6.3 Hyperparameter tuning

Metrics 10 seconds 5 seconds 2.5 seconds

Acc 32.05±0.31 33.48±0.19 31.43±0.30
F1 42.16±0.23 43.21±0.23 40.86±0.35

mAP 29.13±0.38 30.94±0.27 27.35±0.43
CL Acc 13.40 16.67 14.52

Table 6.3: Results of comparing different audio lengths. We also recorded the highest contrastive accuracy
in the pretraining stage, which was the ratio of cases in which a sample was more similar to its positive
counterpart than any other negative ones.

• Comparing different length of audio. See Table 6.3. 5 seconds of audio was better for the
model performance compared to 10 and 2.5 seconds. Note that 5-second audio also has the
highest contrastive accuracy. Nevertheless, all the contrastive accuracies were rather low
(< 20%). If the input length of audio was too long, it would be very resource-intensive and
too noisy for the model to learn properly. Conversely, if the input was too short, it might
lead to weak matching between audio and lyrics, since the audio contained too few words.
Therefore, we could see that the intermediate 5-second was the best choice for the sake of
contrastive learning and overall model performance.

Metrics 256 128 64

Acc 33.48±0.19 30.10±0.34 29.67±0.20
F1 43.21±0.23 39.23±0.66 38.71±0.19

mAP 30.94±0.27 25.58±0.20 24.97±0.12
CL Acc 16.67 13.23 10.37

Table 6.4: Result of comparing different lyrics length in number of tokens. CL Acc was the highest contrastive
accuracy recorded in the pretraining stage.

• Comparing different length of lyrics. See Table 6.4. As of the input length of lyrics, we also
wanted it to be as short as possible to increase the efficiency, while the results showed that
a longer input sequence of lyrics with 256 word tokens was better than 128 and 64. Note
that the 256-token model also had the highest contrastive accuracy. It was probably because
truncating lyrics increased the risk of mismatching – the already very short audio segments
completely missed that part of lyrics, which we could also tell from the contrastive accuracies.
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Metrics m4a m4a + msd

Acc 33.48±0.19 33.38(−)
±0.17

F1 43.21±0.23 43.61(∗)±0.17

mAP 30.94±0.27 31.60(∗)±0.31

Table 6.5: Results of using different pretraining datasets: pretraining on our original dataset m4a, and on m4a
+ msd together. The p-values of the statistical tests were marked by the number of asterisks: (∗)-p < 0.05,
(∗∗)-p < 0.01, (∗ ∗ ∗)-p < 0.001. (−) meaned that there was no statistical significance (p > 0.05).

• More pretraining data. See Table 6.5. Using a larger pretraining dataset was a way to reduce
overfitting. Thus, combining two pretraining datasets, m4a and msd, indeed resulted in an
increase in two metrics: F1 and mAP, which was marginal but with statistical significance. A
possible reason could be the relatively limited size of our enlarged dataset, which was of size
190K compared to 80K of the original m4a dataset. It would be of great interest to explore the
scalability of our model, when real large-scale data of over 1M is available.

Metrics (11,8) (5,4) (2,2)

Acc 32.89±0.30 33.48±0.19 32.90±0.26
F1 42.30±0.33 43.21±0.23 42.48±0.26

mAP 29.85±0.24 30.94±0.27 30.05±0.14

Table 6.6: Results of comparing different model sizes (numbers of hidden layers in each modality-specific
encoder and the joint decoder).

• Comparing different model sizes. See Table 6.6. Since our dataset was rather small, it was
sensible to also down-scale the size of our model, in order to prevent overfitting. The results
demonstrated that a medium size of model with modality-specific encoders with 5 layers
and a decoder with 4 layers was the best choice. However, a light-weight model with only
2 layers of modality-specific encoders and 2 layers of the decoder could yield comparable
results to our optimal choice, and even better than the large-size model, which made a good
trade-off between model performance and computational costs.

Metrics 144 48 16

Acc 33.54±0.24 33.48±0.19 32.32±0.16
F1 43.18±0.17 43.21±0.23 41.92±0.16

mAP 30.85±0.26 30.94±0.27 29.19±0.34

Table 6.7: Results of comparing different batch sizes in contrastive learning.

• Comparing different batch sizes in contrastive learning. See Table 6.7. We could see that
increasing the batch size from 16 to 48 resulted in an increase in all three metrics, while a
further increase from 48 to 144 did not make much difference. As we previously discussed in
Section 2.2, negative-sampling based contrastive learning requires large batch size to create
a challenging and diverse learning environment, while there is also an important trade-off
between the effect of contrastive learning, and the computational costs. Indeed, small batch
size like 16 was significantly inferior to larger ones, but the gain of performance by further
tripling the batch size from 48 to 144 was merely marginal. However, it was noteworthy that
144 was still far from the settings adopted by some successful CL frameworks, e.g., 4096 for
SimCLR, thus there could be a remarkable improvement if we manage to increase the batch
size drastically, along with a much larger dataset. Meanwhile, that has to be run on a number
of state-of-the-art GPUs, which is hard to realize in a university laboratory.
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Metrics (0.3, 0.3) (0.5, 0.5) (0.65, 0.65) (0.75, 0.75) (0.85, 0.85)

Acc 32.92±0.20 33.57±0.13 33.33±0.09 33.48±0.19 32.31±0.11
F1 43.09±0.16 43.86±0.09 43.61±0.11 43.21±0.23 42.43±0.10

mAP 30.78±0.28 32.07±0.24 31.37±0.42 30.94±0.27 29.78±0.34
CL Acc 26.74 33.22 23.08 16.67 11.63

Table 6.8: Results of comparing different masking ratios of (audio, lyrics). CL Acc was the highest contrastive
accuracy recorded in the pretraining stage.

• Comparing different masking ratios. See Table 6.8. We tested a series of choices from 0.3 to
0.85, and found the model performance first increased, then decreased as the masking ratio
went up. The optimal ratio was 50% for both audio and lyrics. The differences caused by
varying masking ratios were not significantly, especially for ratios between 50% and 75%.
Usually, a higher masking ratio leads to a challenging learning task, forcing the model to
learn more about the inherent structure in data. What was interesting in the results was that
the optimal masking ratio of audio and lyrics was a little lower than the findings of some
similar research, such as the audio-visual CAV-MAE (65% to 75%) and the visual-language
M3AE (75%). We believed that it was due to the difficulty of learning lyrics. Moreover, the
masking ratio also had an impact on contrastive learning. Lower masking ratios mitigated
the difficulty of matching the partially masked audio and lyrics, thus resulted in higher con-
trastive accuracies.

Metrics Ours Inception v4 BERT ALNet
A-L A L A-L

Acc 33.48±0.19 34.33±0.48 27.94±0.14 35.58±0.32
F1 43.21±0.23 44.08±0.52 35.67±0.16 45.27±0.42

mAP 30.94±0.27 31.03±0.37 20.34±0.08 32.82±0.71

Table 6.9: Results of comparing our model to three other baselines: the unimodal Inception v4 (audio) and
BERT (lyrics), as well as the multimodal ALNet.

• Comparing our model with other baselines. See Table 6.9. Unfortunately, our model was
outperformed by a better unimodal CNN working on audio spectograms, though the results
were close. On the other hand, CNN had higher metrics compared to the other unimodal
baseline BERT which operated on lyrics. Moreover, the ALNet also benefited from a multi-
modal approach combining Inception v4 and BERT. The reason why a CNN could outper-
form our model was that the unimodal backbones of our model were inferior to the baselines
in Table 6.9. Our lyrics encoder was of similar architecture to BERT-base-uncased but had
only 6 layers, while the latter had 12. In fact, we had also experimented with a 12-layer set-
ting, and the results were very close to those of BERT, implying that it was probably just un-
derfitting in the unimodal scenario. Therefore, the key problem lied in the difference between
the transformer-based MAE architecture of the audio encoders and the traditional convolu-
tional neural network in the baselines. Many research papers have already confirmed that
ViTs perform worse than CNNs when trained on small datasets [Dos20; Rag+21; Tou+21].
CNNs are based on strong assumptions called inductive biases, like spatial locality and trans-
lation invariance. These assumptions help CNNs excel at many tasks, especially on smaller
datasets where there is less data to learn from. In contrast, the transformer model does have
such biases. On one hand, transformers need a lot of data to learn meaningful patterns from
scratch, without the help of biases. On the other hand, transformers are more flexible be-
cause they rely on self-attention mechanisms that can model both local and global depen-
dencies in the data, without being constrained by the spatial biases inherent in CNNs. This
flexibility allows them to capture richer, more complex relationships in the data. This is why
transformers tend to outperform CNNs in large-scale tasks when enough data are available.
Moreover, there is no better choice than applying MDM on audio spectrogram data with a
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transformer-based model such as MAE, since we need to learn the contextual relationship
between spectrogram tokens. Therefore, despite falling short of some metrics, we sticked
to the more complicated transformers as our model backbones, since they implied far more
possibilities and higher potential in the future.

Original spectrograms Masked spectrograms Reconstructed spectograms

Table 6.10: Results of audio spectrogram inpainting under different masking ratios: 0.5, 0.75 and 0.85.

• Audio spectrogram inpainting. See Tabel 6.10. The lower the masking ratio, the better the
effect of inpainting, with lower MSE loss values. Even when 85% of patches were masked,
the model was still able to reconstruct the data to a great extent and learn the overall structure
correctly. For lower masking ratio like 0.5, many fine-grained details were successfully recov-
ered by the model. Additionally, we do not include the results of lyrics inpainting (masked
token prediction) because the model could only fill in some common stop words like “I”,
“you”, “the” and punctuations in most cases, even if the masking ratio was as low as 15%.
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Chapter 7

Discussion

We conclude our findings by answering the research questions raised in Chapter 1. Moreover, we
also discuss the limitations of our work and possible directions of future research.

7.1 Conclusion

RQ 1 Is it complementary to utilize a multimodal learning method with audio and lyrics in mu-
sic genre classification, compared to unimodal method based on audio or lyrics alone? More-
over, is audio more important than lyrics in music genre classification, or vice versa?

Our experiments showed that a multimodal audio-lyrics model was significantly better than its
unimodal counterparts. The comparison with baselines also verified this conclusion: the ALNet
model combining Inception v4 and BERT outperformed either of them. This was mainly because of
two reasons. Firstly, different modalities capture different features of the same object. For example,
in music, audio captures melody, rhythm, and timbre, while lyrics provide semantic and emotional
context. Combining both allows the model to form a more complete and nuanced representation
of music. Secondly, certain information may be missing or less prominent in one modality but
available in another. For instance, in noisy or low-quality audio data, the lyrics might still convey
useful information for genre classification. We also observed in the ablation study that an audio-
only method performed better than its lyrics-only counterpart. We believed that it was because the
lyrics were noiser, more complex and more unpredictable to learn than audio. More specifically,
audio and lyrics showed different importances to different genres, while we found that in almost
all the genres, audio was more important than lyrics.

RQ 2 Does self-supervised learning enhance the performance of our model? Does con-
trastive learning and masked data modeling perform well when applied respectively, and is
it more helpful to combine them together?

Contrastive learning and MDM each contributed to the performance boost, with MDM showing
a slight edge over contrastive learning. When combined, they offered even more complementary
advantages. However, contrastive learning did not perform as expected, with accuracy below 20%
in audio-lyrics matching. This underperformance likely stemed from the fact that the lyrics are
noisier and more complex than typical text, and audio-lyrics relationships were very intricate and
fine-grained, requiring word-level precision that MDM could better capture. Additionally, con-
trastive learning generally required large datasets for effective training, unlike MDM, which per-
formed better with limited data. Our smaller pretraining dataset likely further limited contrastive
learning’s impact, highlighting MDM’s advantages under these conditions.

RQ 3 There are various hyperparameters in the proposed method, such as the input length
of audio and lyrics, size of model and datasets, batch size in contrastive learning as well as
masking ratio in masked data modeling. How do they affect the model performance?

As for the input length of audio and lyrics, we believed that it was important to make a good
trade-off between the computational efficiency and the quality of contrastive learning. Thus, we
found that an intermediate choice of 5 seconds was optimal for audio, while the longest 256 tokens
were the best for lyrics. To reduce overfitting, we explored a downscaling of the model and an
upscaling of the dataset. Even when there were only 2 layers in each modality-specific encoder and
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2 layers in the decoder, the results were still comparable to the best one but with less computational
costs. Meanwhile, increasing the pretraining data from 80K to 190K resulted in an (incremental)
improvement of model performance. When it came to contrastive learning, a large batch size was
vital to ensure enough negative samples and thus a good representation for downstream tasks.
Nonetheless, a batch size of 48 was good enough compared to 16, while increasing it to 144 did not
bring further benefits to the model. Lastly, we found that masking 50% of tokens for both audio
and lyrics was optimal, which was lower than the settings in similar research (around 65% to 75%).

7.2 Limitations

Although this thesis accomplished success in finding the complementarity of a multimodal ap-
proach in music genre classification and combining different self-supervised learning methods, we
admit there are some limitations. Firstly, our model was outperformed by a more simple, unimodal
CNN, which implied that our proposed method might not be the most efficient under limited data.
Furthermore, there might be other underlying reasons, and we did not manage to exhaust all pos-
sible solutions, e.g., trying other model architectures other than MAE. Secondly, in Section 4.4, we
reckoned that audio and lyrics were a suitable combination for multimodal music genre classifi-
cation, but the theory failed to explained our experimental results. It turned out that lyrics were
more complex to learn than we thought, and sometimes the model might not be able to extract
high-level semantics from the noisy lyrics.

7.3 Future research

A regret of our research was that our model did not meet our expectation under current condi-
tions of hardware and dataset. However, this does not mean that there are no room for further
improvement. Firstly, a common lack of large-scale dataset in MIR restrains the usage of large
and advanced models recently available. More specifically, a large-scale music-lyrics dataset can
be mined and created in the future, not only for the good of music genre classification, but also
for other tasks like music emotion recognition. Secondly, we have already found it complemen-
tary to combine contrastive learning and MDM. Thus, it is meaningful to try different paradigms
other than negative-sampling and MAE-like models. For example, BYOL may be more efficient
for contrastive learning, and we may try a BEiT-like model which uses vector quantization for to-
kenization. Lastly, in order to learn the lyrics more effectively and better align them with audio, a
bold idea is to incorporate a lyrics transcription model and the corresponding pretrained weights.
In these ways, we may be able to overcome some of the existing problems and figure out a more
efficient solution.
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