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Abstract

Differential Evolution (DE) algorithms are flexible algorithms, able to provide
good results on a wide variety of optimization problems. One of the challenges with
DE is using that flexibility to choose the right configuration for a problem, especially
when there is no prior knowledge of the underlying function. Adaptive Operator
Selection (AOS) mechanisms allow an algorithm to automatically adapt its own
parameters on the fly, vital for good performance on these black-box problems. One
such AOS mechanism is the Multi-Armed Bandit (MAB) which uses a portfolio, a
pre-defined selection of configurations which it can switch between.

This thesis investigates how the size of a portfolio impacts the performance of
MAB-based AOS, using a suite of 24 different problems and portfolios consisting of
up to 16 different mutation operators. After determining the best performing (hy-
per)parameters of all mutation operators and the MAB we found that using differ-
ent portfolio sizes has limited effect on DE performance on 5-dimensional problems,
but has a noticeable impact on 20-dimensional problems. We show that in the latter
case, performance peaks at a portfolio consisting of 4 different configurations and
continuously degrades as larger and larger portfolios are considered. This suggests
little need to consider large portfolios for high-dimensional problems.
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1 Introduction

Optimisation is a field of study that aims to find and improve methods that efficiently solve
problems. The nature of these problems can range from engineering [21] to biological [406]
to financial [23], as long as the problem can be expressed as a function. In practice,
optimisation often means finding a set of inputs that generates an output that is either
as high or as low as possible.

A difficult type of problem encountered in optimisation is the black-box problem [18].
These are problems described by a function whose analytical formula is unknown, but
the problem can be sampled to obtain the evaluation of a given valid input. The number
of times this function can be sampled is limited either by arbitrary constraints, such as
the introduction of a maximum budget, or real-world constraints like physical resources
or time [36].

Differential Evolution (DE) is a powerful and easily configurable stochastic optimisation
algorithm in the field of evolutionary algorithms. It is able to optimise real-valued problems
by iteratively generating candidate solutions. The mutation operator is the driving force
behind DE. It creates new values for candidate solutions, enabling movement throughout
the search space. Changing this operator changes DE’s optimisation characteristics. This
was already noted by Storn and Price, who suggested multiple different mutation operators
both when they introduced DE and soon after [44] [42]. Choosing the right configuration of
operator and parameters for a specific problem can dramatically impact the convergence
speed of the DE algorithm and/or the final obtained solution [30].

Adaptive Operator Selection (AOS) methods provide the ability to automate the selection
of optimal configurations during runtime. This allows an optimisation algorithm such
as DE to not only select optimal configurations for different problems but also change
the configuration during a single problem. For example, changing from an exploration
phase to an exploitation phase. These capabilities are very useful for problems that would
otherwise benefit from a lot of human oversight during runtime for optimal results, such as
the aforementioned black-box problems. For AOS methods that consider a finite number
of configurations, the problem of which configurations and how many configurations to
include can be seen as a portfolio optimisation problem [5], where the goal is to build a
portfolio of complementary configurations.

This thesis explores how the number of configurations in a portfolio, the portfolio size,
affects the performance of DE on 5- and 20-dimensional problems by implementing an
AOS strategy based on the Multi-Armed Bandit [28] [38]. With a series of experiments
and IOHanalyzer’s [47] BBOB test suite [19] we first find optimal parameters for mutation
operators when used on their own. Next, we find optimal hyperparameters for the MAB
adaptive operator selector. Finally, we use the results of the previous experiments to test
portfolio’s ranging from 1 up to 16 different mutation operators.

2 Black-box optimisation

In optimisation the goal is to find an optimal solution to a problem. We define this
problem as a N-dimensional continuous objective function f : Xy — R which outputs a
real number. Input Xy is a solution vector of length N with its values constrained by the
upper-bounds u,, and lower-bounds I,, defined by box-constraints {Vz, € Xy | I, < z, <
Upy by < Uy, 0 <n < N}. Without loss of generality, this solution vector should minimise



the output of f and needs to be found while being limited by a maximum number of
function evaluations or a maximum allowed runtime. The objective function can take
many shapes. Knowing what kind of characteristics a problem has allows one to tailor an
optimisation algorithm to it, as [37] shows for different cases in machine learning.

The challenge of black-box optimisation is to solve a given objective function as efficiently
as possible without using any prior information. This includes the exact definition of f or
its derivative. The optimisation algorithm can attempt to make its own inferences through
information obtained by evaluating an input (querying) at the cost of budget, as long as
it reliably converges to the global minimum.

2.1 IOHprofiler

We use IOHprofiler to access and analyse a suite of black-box problems. IOHprofiler [14] is
a multipart tool that assists with running benchmarks for optimisation algorithms through
IOHexperimenter [13] and analysing the generated data through IOHanalyzer [47]. Its
components can be seen in figure 1. IOHexperimenter is able to connect to and log the
performance of optimisation algorithms on both continuous real-valued single-objective
problems from COCO’s [18] suite of Black-Box Optimization Benchmark (BBOB) [19]
problems and discrete problem suites. [OHanalyzer allows for an interactive analysis and
visualisation of logs obtained with IOHexperimenter through a web-based interface.

Benchmark Problems Data Repositories
‘ Problem Generators ‘ Nevergrad
| Hand-Picked Problems | BBOB/COCO
|0Hproblems |0Hdata
[}
i
| |IOHexperimenter IOHanalyzer
1 . S .
I Easy-to-use benchmarking of Interactive visualization of -
: user-defined algorithms and algorithm behavior
. problems, with customizable Robust statistical analysis of
‘ Algorithms tracking of performance performance measures
‘ Home-Made Heuristics
| Algorithm Frameworks Focus of IOHprofiler
I0Halgorithms
: r'y | Other Tools for Benchmarking
1
i : ‘ Statistical Analyses
: ! | Feature Extraction
1
L___I____ ‘ Automated Algorithm Selection ————————————

Automated Algorithm Configuration

l:| 10Hprofiler Modules

Figure 1: An overview of the steps in Algorithm benchmarking that are targeted by
IOHprofiler [47].

3 Differential Evolution

Differential Evolution (DE) is a type of Evolutionary Algorithm (EA). Through repeated
mutation, crossover, and selection of a population of candidate solutions, it attempts to
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find an optimal solution to a problem defined by an objective function f. Different DE
strategies are classified using the notation DFE/a/b/c [44]. In this notation a denotes the
mutation strategy used, b denotes the number of difference vectors included in the mu-
tation strategy, and ¢ denotes the crossover scheme. The strategy that uses a random
vector as base vector during mutation, adds one difference vector to it, and then applies
binomial crossover would be described as DE /rand/1/bin, of which Pseudocode 1 shows
an example.

Algorithm 1: Pseudocode for DE/rand/1/bin
NP < population size, N < vector size;

P« {x....,onp } with z;0 n &2 mnge[ngﬁN, N // Create
population

while Stop condition not reached do

foreach z; € P do

Tp1, Ty, Tr3 - P\{z;} without repetition ; // Mutation
U — Tp1 + F - (T2 — 243);

k< U[(1,N+1]]; // Crossover
P« {0}

foreach j € [1,2,...,N] do
if U4[0,1] < Cr or j ==k then
| Tl v
else
L x;J — T
P e Plug,
foreach z; € P do
if f(z;) < f(x}) then
| @

DE was first introduced by Storn and Price as a more performant alternative to Adaptive
Simulated Annealing [20] and Annealed Nelder & Mead [32] [44]. It attempts to adhere
to three main requirements. The algorithm should be able to find the global minimum
regardless of how the population is initialised, the algorithm should be able to converge
with reasonable speed and the algorithm should contain a minimal number of easy-to-
use control parameters. So far, numerous applications of DE algorithms have been tested
and used successfully in different fields of study. Including but not limited to chemo-
metric experiment optimisation [41], wind speed distribution parameter estimation in
wind engineering [21], Multi-Threshold image thresholding [12] and neural network-based
Multi-Agent Reinforcement Learning [8].

As can be seen in Figure 2 and Pseudocode 1. The DE algorithm starts with the initialisa-
tion of a fixed-size population of candidate solutions throughout the viable solution-space.
Each candidate solution is represented by a vector of size N.

The first step of the main loop is mutation. Here, a donor vector v; (mutant) is generated
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for each individual z; in the population. In DE these donor vectors are created by modi-
fying an existing vector from the current population, this vector is called the base vector.
Depending on the chosen mutation strategy, one or more difference vectors are created
by subtracting two vectors from each other, also pulled from the current population.
These difference vectors are scaled by mutation rate F' and added to the base vector.
Often, F' is a value between 0.0 and 1.0. Bigger values of F' allow for faster movement
through the search-space due to the larger difference vectors added to the base vector.
This comes at the cost of difficult convergence to a single point close to the base vector,
which is easier with small difference vectors.

Since the generated donor vector might contain values that fall outside the defined search
space it should be checked and, if needed, repaired according to the specified boundary
constraint handling method before continuing to the next step.

The second step is crossover. Trial vector z; is created by copying the existing candidate
solution z; and substituting elements in the vector with elements from donor vector v;.
The amount of elements substituted is dependent on Cr. A Cr of 1.0 means all elements
are copied from v;. As Cr gets closer to 0.0, less and less elements get copied, with a
minimum of one copied element.

The third and last step is selection. The DE algorithm evaluates the existing candidate
solutions and the generated trial vectors and uses either the obtained fitness values or
some other scoring metric to create the next generation. These steps are repeated until a
stop condition is reached.

Initialisation

T
\
|
|

Y

Mutation Crossover

Stop condition

reached? ~—  Selection

Termination

Figure 2: Flowchart of a typical DE algorithm.

Many different initialisation, mutation, boundary constraint, crossover, and selection op-



erators [6]. Sections 3.1, 3.2, 3.3, 3.4 and 3.5 respectively provide information on the
operators implemented in this project.

3.1 Initialisation

Since we are dealing with a black-box problem, we are unable to use characteristics of
the objective function for value initialisation. What is known are the limits of the search
space of f. Each objective function in the BBOB suite has a box-constraint of [—5, 5"
which can shifted and rotated in space through IOHprofiler instances. Initialisation of the
population is done using values complying to the box-constrains.

There are multiple suggested methods of initialising the population such as random, Latin
Hypercube [26], center-based [35], opposition based [34], and grid initialisation.
Important fixed control parameters that should be decided upon during the initialisation
phase are the population size M and the number of allowed function queries, also known
as budget, B. Both M and B are generally scaled with dimensionality [31] [22].

3.2 Mutation operators

Mutation operators dictate how the donor vector is generated. This is considered to be
the most important step due to it being the driving force behind the exploration of the
search space [6]. In the mutation step, a donor vector v; (mutant) is generated for each
individual z;. This is done by scaling difference vectors and adding them to a base vector.
When vectors are chosen randomly in the mutation step, it is done uniformly at random
from the current population without replacement. The magnitude of scaling is governed
by the mutation rate F' with F' > 0. Many of the following mutation operators have
a variant using one difference vector and a variant using two difference vectors. In the
equations, these variants are differentiated through the blue coloured difference vector.

Rand/1 & Rand/2

Three different vectors, base vector x,; and vectors z,o,x,3 are uniformly at random
selected from the population. A difference vector is taken of x,9, x5 which gets scaled by
F and is added to x,; [42]. An additional difference vector, calculated using .4 and z,5
is added for Rand/2.

Vi = Tpy + F o (Tg — 2p3) [FF - (Tps — 745)] (1)

Best/1 & best/2

Equal to Rand/1 apart from the fact that the base vector is not chosen randomly. Instead,
it is the fittest solution zpes in the current population [42].

Vi < Tpest + F- (Irl - xT‘Q)[—'—F ’ ($r3 - :L'T4)} (2)

Target-to-pbest /1

The base vector is taken from the target individual x; for which this operator is generating
a donor vector. Besides the usual scaled difference vector of randomly selected vectors
T,1, Tr2, a second scaled difference vector is calculated between z; and a7, ,. Vector af . is
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selected uniformly at random from the best p-100% individuals in the current population
with viable values p € (0, 1]. The authors recommend using a new value for p each time
this operator is called with p = [2,0.2] [45].

v —x; + F - (xgest - Qfl) + F- (xrl - er) (3)

Rand-to-best/1 & Rand-to-best/2

A random vector z,; that is not the current fittest solution x;.s is selected as base vector
in the rand-to-best operator. The first difference vector is generated by subtracting .,
from wpess [42].

V; 4= Xy + F (xbest - 177’1) +F- (:)ng - xr3)[+F ’ (mr4 - ITS)} (4)

Target-to-best /1 & Target-to-best/2

Target-to-best [17] is a more basic version of Target-to-pbest. Instead of choosing a vector
from the p - 100% best individuals it always chooses the best one.

Vi = X+ F - (Xpest — i) + F - (201 — Tp2) + [F - (T3 — 21a)] (5)

Target-to-rand /1 & Target-to-rand/2

The target-to-rand operator is similar to Target-to-best but without the scaled difference
vector between x,. and x;.

v xi+ F (2 —x) + F - (g — Tps) [+ F - (Ta — Typ)] (6)

2-Opt/1 & 2-Opt/2

This mutation operator is largely similar to Rand/1. However, before calculating v; 2-
opt makes a comparison between the fitness of x,; and z,9 [10]. The fittest of these two
is chosen as base vector while the other is used with z,3 in the creation of the scaled
difference vector.

v {xrl + F - (2rg — 2p3) [+ F - (004 — 205)] (1) < fl202)

Tro + F-. (xrl - er)H—F ’ (1'7«4 - xh’))] f(xﬂ) < f(l'rl) (7)

DESMU

The “Differential evolution algorithm using stochastic mutation” mutation operator (DESMU)
is a target-to-rand/1 variant that uses values generated based levy-flight random walks
lined out in equation 8 to generate a new value for F each time it is called [11].

u
step(s) = o[/

= N(0,02),v = N(0,02)
[ T(1 +a)sin(ra/2) e B
o (aF[(l + a)/z]zw ) o) =1
U(0,1) - step
Vi = 15+ (Fy) - (201 — 242) (8)
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Bacterial Evolutionary Algorithm

Each mutation step, Nyone > 2 clones are made where at most 1 clone is edited by the
BEA scheme while others are modified by the DE scheme DE/target-to-rand /1 mentioned
above.

For each individual, it and its clones are each divided into a number of segments N, with
length D /N,. The mutation operator will go through each segment k € N, clone-by-clone.
For the first clone only it will for each segment randomly, with probability Pgga, apply
formula 9 on the indexes within that segment in order to do a local search. In other cases
DE/target-to-rand/1 is used. Once all clones have their kth segment mutated the operator
evaluates the clones. The best performing clone has their segment k& copied into the other

clones. This continues until all Ny segments have been mutated [3].

UiJ A ximj + [Rmrn ‘l’ Tand((), 1) : (Rmaac - len)] (9)

Directional Mutation

The directional mutation operator extends an existing mutation scheme by adding a
vector pool [48]. In our case this operator is DE/rand/1. The base state of this operator
is to use this existing mutation scheme. The vector pool is updated only when a new
global best fitness is reached. This update saves the difference vectors between the all
previous positions and new best position to the vector pool. In the iteration after a fitness
improvement mutation will not happen through the regular mutation scheme. Instead,
the donor vector will be created by adding a random scaled difference vector from the
vector pool to a random z,1 <—— P\{z;} from the population. After this the vector pool
gets wiped clean, and the operator goes back to using the existing mutation scheme while
again checking for a global fitness improvement, updating and using the vector pool again
once this occurs.

Random vector

This mutation operator generates a random vector as donor vector within the box-
constraints. With other parts of the DE algorithm still in place, using the random vector
operator with a crossover rate of F' = 1.0 would have the same effectiveness as random
search.

3.3 Boundary constraints

After application of the mutation operator it is possible for values in v; to be out of range
for viable input values for f as defined by the box constraints. The boundary constraint
operator decides how out-of-bounds values are altered to valid ranges.

Projection

If a value within v; is infeasible, it gets projected back on the boundary. In other words,
the infeasible value is set to the nearest feasible value [9].



Reflection

If a value within v; is outside the feasible range by a certain distance dist,,; from the
closest boundary cb, the value gets set to dist,,; on the other side of the boundary cb.
Should the value then fall on the other side of the box constraint, the operator repeats
until the value is in within the box constraint [39].

Reinitialisation

When reinitialisation is applied as boundary constraint operator, any infeasible values in
v; are discarded. Instead, these values are set to a random value within the box constraints

Resampling

Resampling is a method where, if v; is an infeasible solution, the mutation operator is
reapplied until either a valid solution is generated or a maximum limit of resamples is
reached [4]. In the latter case, it will fall back onto another method of boundary constraint
handling. In our case, this is the Projection method.

3.4 Crossover operators

The crossover operator dictates the way trial vector z is generated from individual z;
and its donor vector v;. The following crossover operators have been implemented:

Binomial Crossover

This type of crossover uses a crossover rate Cr € [0, 1] and a random index j,qnq. For each
index, a uniform random value (0, 1) is generated. If ¢(0,1) < Cr the element will be
taken from v;, if 4(0,1) > Cr it will be taken from x;. The exception is when the current
index equals j.qnq. In this latter case it will always take from v;.

x (10)

v z;; all other cases

Lo {Uz‘,j U< Cr or j = jrand
From this one can see that with higher the values of Cr, on average more the more
elements will be swapped [42].

Exponential Crossover

Just as binomial crossover, this operator also uses a crossover rate Cr € [0,1] and a
random index jyqng. It starts at index j,q,q and takes from v; for . From here on it then
advances to the next index and generates a random number r. If » < C'r it takes from
v; and continues to the next index and repeats with a newly generated r, looping to the
start if the end was reached. If it generates a r > C'r, the operator stops walking through
the indexes. All remaining values are taken from x;. On average longer sections will be
taken from v; with larger values of Cr [44]. Pseudocode can be found below in Alg 2.
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Algorithm 2: Pseudocode for Exponential Crossover
jrand — uint[oa N} l’; = Ty

T Grana = Visrana

j = jrand +1

while U4(0,1) < Cr and not j = j,qna do
L Ifi,j = Vij j = (] + 1) mod N

3.5 Selection operators

The selection operator decides which individuals from the existing candidate solutions
and the newly generated trial vectors continue to the next generation. Few different selec-
tion operators exist [6]. This work implements only elitist selection. In this scheme each
candidate solution x; € P is only compared against its corresponding trial vector x'i. x;
in the next generation will be the fittest of these two vectors.

ot <
*{x; Fla) > £(e) (1)

4 Adaptive Operator Selection

The basic mechanisms of DE algorithm are easy to understand with only three control
parameters: F', Cr, and N P. Despite this, their optimal values are highly problem de-
pendent. Changing these control parameters can have a large impact on the performance
of the DE [16] [27]. Manually tuning the control parameter values and/or changing be-
tween active operators (in future parts of this thesis referred to as approach) for each new
problem can be a time-consuming process, and the optimal approach can also change over
time. An Adaptive Operator Selection (AOS) strategy automates this process by allowing
the algorithm to change (parts of) its approach during runtime. The ways an AOS can
determine to switch approach can be divided into three main categories, according to [15].
The following subsections first describe these three categories with examples.

4.1 Deterministic

A deterministic strategy adapts its approach based on a predefined rule. It is possible
to cycle through a number of approaches on a fixed budget or time interval. Another
deterministic option is switching from an explorative approach like DE /rand/1/bin to a
more exploitative approach, such as DE /best/1/bin, when a certain amount of the budget
is used. Or lowering F' over time. Such annealed versions of DE were already theorised
during its introduction [43].

4.2 Adaptive

Deterministic strategies give a good idea of what we want an AOS to be capable of, but
they are very limited in how and when they can apply a change in approach. Adaptive
parameter control strategies are able to change approaches based on direct feedback from
the algorithm, such as credit values assigned to different approaches. Many well-known
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strategies in DE fall in this category. This subsection describes Multi-Armed Bandits,
EPSDE, and jDE.

The Multi-Armed Bandit [38] (MAB) starts with a portfolio, a selection of predefined
approaches that can be switched between. For each approach, we keep track of a value
we call Q). The starting value of ) should be equal for all approaches and can be set to
0, or an optimistic value. The exact value of the latter case should be dependent on what
values the credit assignment operator can return. At the end of each learning period of Ip
iterations, each approach used is given a score R by a credit assignment operator based
on its performance over this learning period. These scores are then used to update the
@) values according to equation 12. In this formula, o (0 < o < 1) determines how much
emphasis is placed on recent scores compared to older scores. Recent scores are weighed
more heavily at lower values of a. Through this, the MAB is able to track which approach
is considered optimal during different stages of the search process.

Qn+1 = Qn + Oé[Rn - Qn] = (1 - Oé)an + Z &(1 - a)n_iRi (12)
i=1

After all QQ’s are calculated, we start a new learning period by selecting new approaches
for all individuals. The approaches are chosen either optimally based on the current values
Q@ or, with a small chance, chosen at random from the portfolio.

Another adaptive AOS is EPSDE [25], which splits approaches into three different pools.

The first pool contains operators that can be used. These being DE /rand/1/bin, DE/best/2/bin,
and DE/current-to-rand/1/bin. The second pool contains values for F' in the range of
[0.4,0.9] in steps of 0.1. The final pool contains values for Cr in the range of [0.1,0.9],
again in steps of 0.1. Each individual z; uses a random value from each pool. Should the
resulting trial vector z improve upon z;, then the values are kept. If not, a new random
combination is drawn from the pools.

The final adaptive strategy we cover, jDE [9], uses the DE /rand /1 /bin scheme throughout,
but each individual is assigned a F' and C'r which it keeps track of. Before the mutation
operator is applied to an individual, its F' and Cr values independently have a small chance
(suggested 10%) to be reinitialised. This is done in the range of [0.1,1.0] and [0.0, 1.0]
respectively. Through the selection operator better values are propagated. Although it is
similar to the next category, “self-adaptive”, it does not apply the mutation or crossover
operators to parameters F' and Cr. As such, it cannot truly be classified as a true “self-
adaptive” strategy according to the definitions from [15].

4.3 Self-adaptive

In self-adaptive strategies, details of the approach are encoded within the individuals.
They are appended to and part of the same mutation, recombination, and selection pro-
cess as the solution vector used to solve f. The Self-adaptive Pareto Differential Evo-
lution (SPDE) [1] is an evolutionary multi-objective optimisation algorithm that builds
upon Pareto-frontier Differential Evolution (PDE) [2]. They use the concept of pareto
dominance to decide if an individual is allowed to generate offspring (see [29] for further
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reading). SPDE, as its name implies, adds to PDE by randomly initialising F' and Cr
and having both rates be inheritable from the parents. After crossover, each variable is
“perturbed by adding to it a ratio, F' € Gaussian(0, 1), of the difference between the two
values of this variable in the two supporting parents”.

4.4 Credit Assignment

Some AOS mechanisms use a credit assignment operator to score approaches at the end
of each learning period. As this thesis later implements one of these, the Multi-Armed
Bandit, thought must be given to what credit assignment operator we use. Four variants
were considered. The first operator, Fitness, assigns a credit score R equal to the fitness

improvement made.
0 flai) < f(z)
R“{@—@ fa) > f(a) -

The second operator, Binary, returns a score of 1 when 2, improves upon z; and zero

otherwise.
0 flzi) < f(z)
R%{lﬂm>ﬂm )

The third operator, TanH, can be considered to sit in-between Binary and Fitness. It
attempts to reduce the influence of large fitness improvements that often occur at the start
of the search by taking the hyperbolic tangent of the fitness improvement. This results in
credit roughly linear to fitness improvement in cases where the fitness improvement f(x;)—
f(2h) < 1, but a maximum R of 1 is asymptotically approached at larger improvements.
/

tanh(z; — 7)  f(x:) > f(af)

The last operator we name Binary+. It is the same as Binary, but as an extra case, returns
a score of 10 if 2 improves upon the global best achieved fitness [40].

0 flz:) < fla7)
R 1 f(w)> f(a) (16)
10 f(@pest) > f(x7)

5 Experiments

This section is divided into three parts. First, we test the 16 mutation operators described
in Section 3.2. This allows us to set the best performing settings for ' and Cr as default
parameters, and gives us baselines to compare against. Next, we implement AOS based
on the MAB as described in Section 4.2 and find optimal hyperparameter values for the
MAB. Lastly, we test portfolios of different sizes to see if and how portfolio size impacts
the performance of our Multi-Armed Bandit.
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Figure 3: Heatmaps generated through applying median ranking to the individual 5- and
20-dimensional results of DE/rand/1. These show how different parameter combinations
of F and C'r compare. A lower rank is better, a green square highlights the best performing
combination.

5.1 Mutation Operator Baselines

The first experiment consists of a number of relatively low-budget runs done with the
fixed adaptation scheme for every mutation operator. We want to verify two different
things in this experiment. Firstly, we want to verify if different mutation operators have
different performance on different problems. Secondly, we want to verify how different
combinations of control parameters F' and Cr impact performance.

Setup

For each single mutation operator, a grid search of F' and C'r was conducted over F' =
{0.05, 0.1, 0.2, 0.5, 0.8, 0.9, 1.0, 1.1, 1.2} and Cr = {0.05, 0.1, 0.2, 0.5, 0.8, 0.9, 1.0}.
The population is initialised uniformly at random over the search space. Other important
settings and settings changed from their default values have been listed below.

e Budget {2000V}

e Dimensions {5, 20}

e Functions {1, ..., 24}

e Instances per function {15}

e Crossover Operator {Binomial}

e Boundary Operator {Resample with Projection as fallback}
e Resample limit {10 + In(N)?}

Results

Using Median ranking, we created heatmaps like the ones in Figure 3 for all mutation
operators. These heatmaps show how different combinations of F' and C'r compare. The
remaining median ranking heatmaps can be found in the appendix 9.

The parameter combination with the best median result is highlighted with a green square.
Please note that it is possible that another combination exists with the same median
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Figure 4: Heatmaps generated through applying median ranking to the averaged 5- and
20-dimensional results of the first experiment. These show how different parameter com-
binations of F' and Cr compare. A lower rank is better, a green square highlights the best
performing combination.
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rank that is not highlighted. The default F' and Cr values were selected using the best
performing combination of the combined d = 5 and d = 20 median ranking, resulting in
the following values:

2w S I e - T - - U L e
— N + - - -
Tl |3l 18l |82 |2 |5 |8 %)% |E|=«|2
= = 2 8 8 |2 2 |2 |2 s & & | & g |=m | &=
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F 05102 (05102 05102 |05(/05]05]105]05]105102 ]0.110.51]0.05
Cr (Bin) 0.81005{05|005[{05]005]09105109]01]02/08(005]05]101]0.5

Some patterns are visible in this experiment. Mutation operators using more than 1
difference vector often prefer very low or high Cr values (0.05 or 0.9). It can also be seen
that no single operator prefers a F' > 0.8. The different behaviours of different mutation
operators are also visible in Figure 3. Here, DE /target-to-best/2/bin seems to be strongly
dependent on F. Favouring an F' of 0.5. DE/rand/2/bin, on the other hand, seems to
perform similarly on most combinations of low F' and C'r.

Simultaneously, a test was run for the mutation operator that generates a random vector.
Since there are no mutation rate parameters, only the effect of crossover on random search
can be measured. There is a direct correlation between lower C'r and better rank for the
random search mutation operator. This is not unexpected, since a low crossover rate allows
for more regulated improvement. This is very desirable when trial vectors are generated
that can be anywhere in the solution space with equal chance.

5.2 AOS parameters

we mentioned multiple AOS strategies in Section 4. For this work, the Multi-Armed
Bandit strategy was implemented. There are five hyperparameters that can be tuned.
The learning period length Ip, the credit assignment operator, the measure of recency
bias «, the strategy to selected operators, and the chance to instead select an operator
uniformly at random e. Of these five, we believe that there are three that are able to
impact performance and behaviour more than the other two. The first of these three
hyperparameters is the learning period [p. This determines how often the MAB should
update the @ values and select new approaches. The second hyperparameter is the credit
assignment operator, which is called at the end of every learning period to determine the
new () values. Last, we have the MAB selection strategy. The selection strategy, using the
new () values, decides what mutation operator is set on the individuals.

Setup

For the learning period, we are unsure how it affects performance and thus want to test a
wide range of values. This leads us to the following range Ip = {1, 5, 10, 20, 50, 100, 200}.
We have detailed four simple, yet distinct, ways to assign credit to approaches in Section
4.4. All four of these will be tested. For the MAB selection strategy, we compare e-greedy
which with a chance of 1 — € selects the approach with the highest () value, against a
proportional strategy. With this proportional strategy P, = Qu./Qiotai, Wwhere P, is the
chance for approach a being chosen, @), is the current () value of a, and Qi is the
sum of the ) values of all approaches. In order to reduce computation and because we
believe testing different values for these hyperparameters is less needed, we decided upon
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the following fixed values for € and «. An € value that is too large would interfere with
the selection strategy. A value that is too small would give the MAB very few chances to
test not-chosen approaches, leading to slow convergence to the optimal current approach.
A value of € = 0.1 should guarantee that a few individuals have randomly set approaches
each learning period, but that the MAB selection strategy still selects approaches for the
majority of the population. Then we have «, the measure of recency bias. This value
exponentially decays () values. A value close to 0 puts too much emphasis on the most
recent learning period. A value close to 1 puts too much emphasis on old results, making
it difficult to switch approaches. We therefore decided on o = 0.5.

Settings not pertaining to the MAB or mutation operator are the same as the mutation
operator baselines experiment, the budget was however increased to 10000/N. The results
have been sorted based on the Area-Under-Curve of the Empirical Attainment Function
(EAF) [24] implemented in IOHanalyzer. The EAF shows how the results of a stochastic
algorithm are distributed. In other words, how likely it is for a given stochastic algorithm
to obtain a given result within a given budget. Once ordered, each result was given a
corresponding rank. Table 1 groups and shows the average rank of all results using the
setting specified in the Setting column.

Results

There are 2-4-7 = 56 possible MAB parameter combinations that were compared against
the best performing versions of the 16 tested operators, the Random Vector operator,
a Random Search (i.e. random operator with Cr = 1.0), and Random Operator which
randomly selects from the viable approaches (i.e. MAB with e = 1.0) for a total of 75
results. We see that Random Search performs the worst (ranking starts at 0) with the
Random Vector operator marginally better, as expected from the previous experiment.
We can see that Random Operator ranks right in the middle, but looking at Tables 4
and 5 (in appendix) it is outperformed by a few single mutation operators from the
baseline experiments in both 5- and 20-dimensional problems. These being DE/best/2,
DE/rand-to-best/2, and DE/20pt/2 for the 5-dimensional case and DE/target-to-pbest/1
and DE/DESMU for the 20-dimensional case.

Comparing different MAB settings against each other, we can see that e-greedy selection
is very ineffective at low-dimensional problems compared to proportional selection. In
the high-dimensional problems, its average rank was much closer to that of Proportional
selection, but it was still outperformed. We suspect this to be caused by a combination
of the low time to solve 5-dimensional problems, the € value of 0.1, and the population
size. e-greedy likely could not obtain enough information about all operators quick enough
to rapidly converge on a well performing operator for many of these problems. An issue
that is less impactful on problems that take more time to solve, such as high dimensional
problems where the population size is also larger.

The credit section mostly shows that raw fitness improvement is a poor way to assign
credit. Other credit assignment methods have mixed results. The Binary approach per-
formed best on low-dimensions, while Binary+ performed best on high-dimensions. Tanh
is somewhere in the middle, but not good enough to be selected. Since Binary+ has a
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Setting Count | avg Dim=5 | avg Dim=20 | avg Dim=5,20

comparisons | All 75 37.00 37.00 37.00
MAB 56 31.55 28.93 30.24

Fixed Operator 16 51.50 60.62 56.06

Random Search 1 74.00 74.00 74.00

Random Vector 1 72.00 73.00 72.50

Random Operators 1 38.00 38.00 38.00

selection | e-greedy 28 40.93 29.71 35.32
Proportional 28 22.18 28.14 25.16

credit | Fitness 14 42.43 40.64 41.54

TanH 14 28.64 25.64 27.14

Binary 14 25.07 27.86 26.46

Binary+ 14 30.07 21.57 25.82

learning period | Ip=1 8 27.88 29.88 28.88
Ip=5 8 26.94 23.44 25.19

Ip=10 8 31.94 25.62 28.78

1p=20 8 41.69 33.00 37.34

Ip=50 8 36.25 32.12 34.19

Ip=100 8 41.75 36.00 38.88

1p=200 8 52.50 46.12 49.31

Table 1: Raw results from Appendix Tables 4 and 5 were ranked [0, 1, ..

., 74] on dimen-

sions 5 and 20 (lower is better). The top part of this table groups and averages all MAB
runs, all 16 fixed operator runs and also shows the ranks of Random Vector, Random
Search, and Random operators. The lower part of this table similarly groups the MAB
results in three different ways in order to discern the best performing settings for each
category, listed in bold. An additional visualisation can be found in Figure 10.

better average total on both dimensionalities, it was chosen as the credit assignment func-
tion for the last experiment. The learning period section shows that the MAB favours low
learning periods. Despite this, a learning period of 1 is too low. A learning period of 5
performed best in both tested dimensionalities and was therefore chosen to continue with.

Looking more into the selection method and learning period, we see an interesting relation
between selection method and learning period. It can be seen in Figure 5. The difference
in performance on N = 5 comes mostly from runs with learning periods 5, 10, 20, and
50. The other runs are closer to the centre line, meaning that selection method mattered
little for these learning periods. Looking at the data in tables 4 and 5, this seems to
be caused by the performance of proportional selection moving towards that of e-greedy
rather than e-greedy performing better for these learning periods. This pattern is much
less pronounced on N = 20, as was expected from the results in Table 1. This suggest
that selection strategy only matters if other hyperparameters are well-configured.

From this experiment we obtained the following MAB settings for the final experiment:
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Figure 5: The effect of different learning periods on the two selection methods is analysed.
The raw results have been divided based on selection method and were then grouped
based on learning periods. These values show the average of the 4 runs in each group.

e Selection = Proportional
e Credit = Binary+

e Learning Period = 5

5.3 Portfolio Generation

Thanks to the previous two experiments, we were able to decide (hyper)parameters for the
mutation operators and the MAB adaptive operator selector. From the previous experi-
ments, we saw that with 15 instances, the stochastic nature of DE still made it possible
for variations to occur that could cause the average of an individual configuration to rank
much higher or lower than expected. Because of this, the 15 instances per function were
increased to 50 instances per configuration for increased precision in the final part of
this thesis. The generation of a portfolio comes with a large problem. Sixteen different
mutation operators gives us 65535 different possible portfolios, too many to test within
a reasonable timeframe. This is why two different strategies of portfolio generation have
been used.

Setup

The first strategy is done top-down. Which means we start with a set of all operators. The
next step is to have a set of ¢ configurations, where each configuration has one different
mutation operator o switched off (we call this 1-out). This switched-off operator cannot
be chosen by the MAB. The best performing configuration in this series can be seen as
the configuration where the switched-off operator o, contributed the least. The next set
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consist of configurations that turn off o, and one of the other viable operators, ¢ — 1
configurations in total. From this we obtain a new worst performing operator o, which
we now also always turn off for subsequent configurations sets. This was repeated until
only one operator was left.

The second strategy is done the other way around, bottom-up. We start with a set of just
one operator turned on at a time. The best performing operator oy is chosen, and the
next set is each combination of 0,9 plus an additional operator. This is again done until
we are at the configuration with all operators enabled.

Using these two methods of building a portfolio reduces our number of operator combi-
nations tested to a maximum of (16 + 15+ --- + 2 4 1) = 136 per strategy.

00]_ 010 ]_OO portfolio size 1
011 ]_10 portfolio size 2
111 portfolio size 3

Figure 6: An illustration of what the bottom-up approach could look with 3 possible
mutation operators. The combination of available operators is shown through a binary
indicator (1 = can be used, 0 = cannot be used). The solid lined box indicates the best
performing configuration for a given portfolio size. The best new operator is taken note
of and set to be always turned on in subsequent rounds of the experiment.

Measuring performance

Just like the previous experiment, we use the EAF tool implemented in IOHanalyzer to
score the performance of configurations. Unlike the previous experiment, ranking was not
a clear indicator of the best performing portfolio for each size. The frequent occurrence
of multi-way ties necessitated a different approach. A simple rating by averaging the
AUC over both dimensionalities is also not possible. The best and worst AUC values
on 5 dimensions are generally further apart than those on 20 dimensions. Measuring
performance in this way would cause an unfair advantage for configurations that perform
better on lower numbers of dimensions. In the end, it was decided to scale the obtained
AUC-values for each number of dimensions and portfolio size step from 0.0 to 1.0. Taking
the average of the scaled AUC-values gave both dimensionalities equal importance, while
also taking into account how much configuration outperformed each other within a certain
number of dimensions.

Results

From the tables 2 and 3 it can be seen that smaller portfolio sizes perform best for 20-
dimensional problems. For the 5-dimensional problems, the values do not seem to show
a clear trend. This is illustrated more clearly in Figure 7. We can also see that both
approaches resulted in the same operator combinations for the portfolio’s of size 1-4.
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14 0.807 / 0.575
13 0.814 / 0.574
12 0.817 / 0.578
11 0.813 / 0.582
10 0.810 / 0.586
9 0.813 / 0.590
8 0.813 / 0.593
7 0.813 / 0.593
6 0.812 / 0.602
5 0.813 / 0.602
4 0.812 / 0.598
3 0.806 / 0.613
2 0.809 / 0.589
1 0.798 / 0.578

Table 2: Top-down approach.

Coloured cells show the best performing selection of operators for that portfolio size.
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1 0.798 / 0.578
2 0.809 / 0.589
3 0.806 / 0.601
4 0.805 / 0.613
b} 0.813 / 0.598
6 0.821 / 0.600
7 0.816 / 0.591
8 0.818 / 0.588
9 0.819 / 0.584
10 0.812 / 0.583
11 0.816 / 0.583
12 0.811 / 0.583
13 0.809 / 0.581
14 0.803 / 0.574
15 0.801 / 0.571
16 0.802 / 0.555

Table 3: Bottom-up approach.

Coloured cells show the best performing selection of operators for that portfolio size.
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Area-Under-Curve of best performing portfolio of each size
for N=5,20 using top-down and bottom-up approaches

—— N=5 bottom-up
0.84 A —_ N=5 tgp.down F0.64
—— N=20 top-down
N=20 bottom-up
0.82 F0.62
i &
1| |
Z 0.80 - L 0.60 2
3 5
2 2
0.78 4/ - 0.58
0.76 F0.56
T T T T T T T
2 4 6 8 10 12 14 16

Portfolio Size

Figure 7: The obtained EAF AUC values found in tables 2 and 3 have been plotted to
illustrate how performance changes with portfolio size. A dot has been placed to show the
best performing portfolio found for each dimensionality with each strategy.

In the line plot shown in Figure 7, the lines for the 20-dimensional experiments show that
the use of a small portfolio with multiple mutation operators is clearly better than using
a single mutation operator. Once more operators are added, the positive effect dimin-
ishes and the performance can even go below the performance of a single operator. The
5-dimensional experiments show a small improvement when more than one operator can
be selected. In contrast to N=20 however, there does not seem to be much of a drop in
effectiveness of larger portfolio sizes until nearly all possible operators have been added
to the portfolio.

In order to verify the effect of the MAB a few bar charts were made. In Figure 8 it
can be seen that, using the found optimal 2-operator portfolio, the two operators were
used in different amounts on different functions. This is especially notable for the functions
belonging to the category “Functions with high conditioning and unimodal”, f10-f14. From
the 16-operator portfolio, we can see some difference in MAB behaviour between the two
dimensions. The operators rand/2 and rand-to-best/1 had mediocre Q-values in N =5
but had above average Q-values in N = 20, meaning in the latter case they regularly
led to improvement. Next, in N = 5 operators target-to-best/2 and rand-to-best/2 are
selected very frequently for problems f10-f14. In N = 20 they still have an above average
chance of being chosen, but the gap between other operators is a lot less. A final thing
that stood out was the operator 20pt/1. It performed average in N = 20, but in N =5
it frequently has above average chances of being chosen. Despite this, it was discarded
halfway during the top-down approach and added as 11’th operator during the bottom-up
approach. This likely means it has a very similar performance profile to respectively one
of the remaining or one of the earlier added operators. Not what we are looking for when
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Figure 8: These bar charts show relative QQ-values. These indicate for each function how
likely it was for each operator to be picked, averaged over all instances and points in time.
From top to bottom, the bar plots show the likelihoods for the best portfolio’s of sizes 2,

4, and 16. The binary string in the title of each figure can be mapped to the operators as
ordered in earlier tables, such as Tables 2 and 3
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constructing a portfolio with complementary operators.

6 Conclusion

This thesis investigated the impact of Adaptive Operator Selection and portfolio size in
the context of Differential Evolution. It did so using a modular C+4 implementation that
utilizes a Multi-Armed Bandit which tracks the performance of mutation operators and
accordingly adjusts which of the up to 16 mutation operators are used at which points in
the search.

Sixteen mutation operators have been run with a wide range of parameter settings. Many
combinations of mutation rates (F') and crossover rates (Cr) were tested, showing how
different mutation operators prefer certain values to other values when no adaptation is
applied. From these results, we saw that values of F> 0.8 were not competitive. We also
saw that some mutation operators, such as rand/2, have a wide range of parameter com-
binations that perform about equally well. Others, like target-to-best/2, have only a few
combinations or sometimes even just one with which they achieve their best performance
compared to other combinations.

A Multi-Armed Bandit was implemented to serve as adaptive operator selection strat-
egy. There are five hyperparameters that can be changed, three of which have been
tested. Proportional operator selection was found to clearly outperform e-greedy selec-
tion in 5-dimensional problems, while the performance of both was a lot closer on 20-
dimensional problems. A learning period of 5 was the optimal found value for both 5- and
20-dimensional problems. Further investigation can be done into learning periods within
the range [1, 10]. The true optimal value may not be necessarily 5 itself, but it is very likely
to be in the aforementioned range. We also expect some sort of correlation between the
optimal learning period and the in this thesis untested hyperparameter o and the popula-
tion size. The latter of which was within suggested ranges for high-dimensional problems
but in retrospect on the smaller side for 5-dimensional problems since no minimum pop-
ulation size was implemented. This smaller population allowing for less data points when
calculating the MAB’s Q-values. In contrast to the learning period and operator selec-
tion method, the credit assignment had no clear best option. The Binary credit assigner
performed best on 5-dimensional problems and worst on 20-dimensional problems with
Binary+ having opposite results. Due to a better average, Binary+ was eventually chosen.
More intricate credit metrics exist, some of which have been implemented in [7]. These
take into account more aspects than just the fitness improvement and might outperform
the tested credit metrics in this thesis. Testing these different configurations showed that
decently configured Multi-Armed Bandits performed better than any single mutation op-
erator or randomly switching between mutation operators.

With the Multi-Armed Bandit, it was possible to easily to test different portfolios by
changing a single passed hyperparameter. With this, two methods of portfolio generation
were used to test the effect of portfolio size on performance. One approach that starts at
the largest possible portfolio size and continuously removes the mutation operator that
contributes the least. The other starts from the single best performing mutation operator
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and adds the operator that contributes the most to the portfolio of one size larger. Results
show that for the low-dimensional case, performance drops slightly for very high and very
small portfolio sizes. The best performance occured in the rather large portfolio size range
of 6 to 13, with slight variations depending on the portfolio construction method used.
The high-dimensional case shows a much stronger effect. Both approaches resulted in the
same optimal portfolio with a size of 4. The addition or removal of mutation operator
here resulted in steadily declining performance. These four operators are target-to-best/2,
target-to-pbest/1, rand-to-best/2, and DESMU. It is not unexpected that the way a portfo-
lio is constructed has a larger effect when the problems are overall harder to solve. Having
more operators means more options to weigh against each other, which seems to impact
performance much more in these higher-dimensional cases. This means that if one wishes
to generate a portfolio for similar a case or even higher dimensional cases, considerable
time can be saved by excluding small and large portfolio sizes. We suggest only testing
portfolio’s with 4 to 6 mutation operators.

Inspecting the order in which the mutation operators were chosen or eliminated in the two
approaches shows that the well known and first-suggested operators best/I and rand/1
had lower than average contribution to portfolio performance. The contribution of more
mechanically complex operators ranged from very good to very bad. It may therefore be
worthwhile to test how other novel mutation operators impact portfolio performance. It
is also not always predictable if an operator performs better with one or two difference
vectors. It likely depends a lot on the rest of the portfolio. Since adding or removing a
difference vector is often trivial, implementing versions with different amount of difference
vectors can be worth investigating when creating or implementing any mutation operator.
Finally, there is an avenue this thesis could not delve into but is still interesting to explore.
At which point in the search process are certain operators chosen? The wildly differing
lengths of runs made this tricky to explore, but it could give more insight into why certain
mutation operators were eliminated, if and how certain roles can be assigned to different
operators and give opportunities to decide F' and Cr values more effectively.

7 Code

The code used to run the experiments can be found in the following GitHub repository:
https://github.com/PerH3R/basicDE.
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Figure 9: Heatmaps for all mutation operators for N = 5, 20. Values of each configuration
based on average of median ranked results on 5- and 20-dimensional problems.
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Figure 10: Boxplots of the results in Table 1. Top-left: general comparisons, top-right:
selection method, bottom-left: credit assignment method, bottom-right: Learning Period
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