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Abstract

Background: Generative AI (GenAI) is quickly being adopted in a broad range of software development
tasks, including code review. SYMBALS is a technique for accelerating systematic literature reviews by
applying AI for active learning, allowing the reviewers to more quickly select relevant papers.
Aim: We aim to conduct a systematic literature review of research on GenAI for code review, following
the SYMBALS method. This allows us to uncover current research trends in applying GenAI to code
reviews and to evaluate the SYMBALS method.
Method: To apply SYMBALS, we develop a protocol for our AI-assisted systematic literature review,
including an provisional search query and criteria for including or excluding specific papers in the sys-
tematic literature review. This resulted in the final search query which we used in multiple databases to
search for papers. We apply the ASReview tool to accelerate the selection process with active learning.
Firstly we train the tool on which papers to include or exclude and then use the tool ourselves to include
or exclude papers until the constraint has been reached. We then do the backward snowballing step
manually to include the papers which had not been reached by the initial search query but are of impor-
tance. Finally, we analyse the identified literature by answering a small sets of research sub-questions
for each article.
Results: We initially identified 541 papers and active learning allowed us to reduce this to a number of
47 relevant papers. To make this selection, we only needed to apply our selection criteria to 143 papers
in the screening phase, due to active learning. At the end of the data extraction and synthesis step we
eventually ended up with 22 papers. When evaluating the papers, we found that ChatGPT was the most
often used GenAI technique for code review. The task where AI in code review was most often used
was in the generation of comments for the code review. A small number of papers report some form
of validation by the user or provide other information on whether the technique presented is ready for
deployment. The SYMBALS method has proven to be effective for initial selection, but snowballing still
needs a lot of effort.
Conclusion: SYMBALS is useful as a methodology, because of the amount of time which can be saved
without presumably compromising on the quality of the paper. Research on GenAI for code review is
still in its initial stages and is mostly theoretical and with few exemptions not applied in businesses or
institutions.
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Chapter 1

Introduction

Code review in the traditional form is a process between a reviewer and the developer, which can take
up a lot of time. The question is could such a process already be made more efficient with generative
AI. And if not, how far along in research is the field in this case. Since the introduction of OpenAI’s
ChatGPT model for the public in 2022, the amount and the variety of tasks where generative AI models
are used have increased considerably. Generative AI is commonly praised for its usefulness in decreasing
the amount of time needing to be spent on specific tasks. ChatGPT has already been used in a code
review context, for instance by Yu et al. [55]. The question is what kind of research has been done on
this subject and what are the current trends in the field of Gen AI application in code review.

To answer this question we use a systematic literature review, one of the most in depth ways to do
research in a scientific field.

Since we expect the literature on GenAI-assisted code review to develop rapidly, it is important to speed
up the literature review process. For this reason, we use the SYMBALS method [45] for systematic
literature reviews that makes use of an active learning AI technique to reduce the effort needed from
reviewers to evaluate literature for inclusion.

1.1 Research goals
For this research we have 2 goals. These goals in order of importance are:

• To find out the current trends within the application of Generative AI within code review.

• To find out if the SYMBALS methodology is a good option for a systematic literature review.

Below we explain which research question we formulated to help us reach these goals and we give a brief
overview of our research approach.

1.2 Research question
The research question which this systematic literature review aims to answer is as follows:

RQ1 What are the current research trends in applying GenAI to code reviews?

1.3 Research approach
The approach of our research consists of using a systematic review to find out what the current trends are
on the application of GenAI in code review. There are a lot of different ways of doing an systematic review,
but we chose the SYMBALS methodology [45]. This methodology is a novel methodology published in
2021. We have chosen this methodology because a traditional systematic review was thought to be time
consuming. SYMBALS has been shown to decrease the number of papers that need to be studied by
humans from a full search to only a fraction even though presumably not decreasing the quality of the
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papers in the review itself. The way SYMBALS decreases the number of papers that need to be studied
by humans is that it makes use of AI in one part of its review, in particular its screening step.

1.4 Overview of the thesis
In Chapter 2, we discuss the concepts which are needed to understand the research question. In this
chapter we discuss related papers as well. In Chapter 3 we discuss the methodology behind our research.
In Chapter 4 we showcase the results which were found. In Chapter 5 we discuss the results, look at what
kind of future research can be done on this subject and answer the sub-research questions. In Chapter 6,
we wrap up the thesis with answering the main research question, mentioning the wider implications and
the future work section.
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Chapter 2

Background and related work

In this chapter, we discuss necessary background for our work as well as some related approaches.

2.1 Background

2.1.1 Systematic literature review
The purpose of a systematic literature review according to Schröer et al. [35], is to answer a research
question based on distinguishing the relevant papers, assess those same papers and finally understand
what those papers mean. Another paper gives a more direct definition, which is that the evidence out
of those earlier mentioned relevant papers found by a specific “well-defined methodology” (Kitchenham
et al. [20]) and unbiased way, will result in a systematic literature review, otherwise named, a secondary
study to answer a specific research question [20].

2.1.2 SYMBALS
SYMBALS is a new methodology constructed by Van Haastrecht et al. [45]. It is a new systematic
literature review methodology, that makes use of AI. Compared to the non-AI “state of the art”, called
FAST2 (Yu and Menzies [56]), SYMBALS outperformed it in speed and accuracy (Van Haastrecht et
al. [45]). Despite their successful findings, this systematic literature review methodology has not been
used often in the search database (Google Scholar, IEEE explore and ACM digital library) we consulted.

2.1.3 Code review
According to Thongtanua et al. Thongtanunam et al. [39], there is given a definition for software code
review which is: “an inspection of a code change by an independent third-party developer in order
to identify and fix defects before an integration”. However the possibility of (semi-)automation of code
review is not shown within this definition. These new techniques are for example “the Autotransform tool"
which aids developers by automating "code transformations for code reviews" which reduces the amount
of effort humans have to do for editing source code in a code review (Thongtanunam et al. [40]). Another
example is GitHub’s generative AI copilot for Pull Requests (PR) mentioned by Xiao et al. [54]. This
same paper has seen an increased usage of the same generative AI method across different repositories.

2.2 Related work
One of the first papers where the SYMBALS methodology was applied is “a systematic review of socio-
Technical cybersecurity metrics” Van Haastrecht et al. [46] by the same author that developed the
methodology in the first place. This research was done, because of the lack of head-on generic systematic
reviews on the topic of “socio-technical cybersecurity metrics” Van Haastrecht et al. [46] for the small and
medium enterprises (“SMEs” Van Haastrecht et al. [46]). In the context of our research this systematic
review was useful because it has a focus on computer science as well and this systematic review was done
on a fairly large number of papers.
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The second paper where the SYMBALS methodology was applied is a systematic review of “shared inci-
dent information”[44] to help improve cybersecurity by the same authors that developed the methodology
in the first place Van Haastrecht et al. [44]. This paper is very similar in the sense of methodology, topic
and authorship compared to the first one, but it has differences. Firstly this has a much more detailed
focus than the more general one [46]. Secondly it has been shown to be smaller in scale. The first paper
had 25773 papers during database search step of the Systematic literature review compared to 546 papers
this iteration has. In the context of our research it is useful to showcase what the results would look like
with a relatively similar number of papers. It has to be mentioned that the amount of information on
how this systematic review was conducted is relatively low. It is for example, not mentioned what the
exclusion criteria were or what the exact search query looked like. These two things are very important
for conducting our research.

The third paper where the SYMBALS methodology was applied is a systematic review on “federated
learning in mental health” Khalil et al. [19]. The third paper has used some useful metrics to showcase
what the trends are in federated learning in mental health. Examples of these are the publishing years
of each paper to showcase the trend of this research subject. Another example is to showcase from which
publisher the paper is. In our opinion these metrics may by itself not be useful for directly answering a
specific question but were useful to find out if the Systematic literature review was novel and how varied
it is. This is important for our research because these metrics help with validating the results of the
systematic literature review we end up with.

The final paper where the SYMBALS methodology was applied, is “a systematic review of Risk Strati-
fication tools” [43] for ruling “out Acute Coronary Syndrome” [43]. when having the symptoms of chest
pain at primary care van den Bulk et al. [43]. This paper is very interesting because it gives a view of
how the use of the SYMBALS methodology, goes for a subject which is not computer science related. It
is also a result dense paper, because every result is mentioned completely. Compared to the second paper
[44] the full search query is mentioned and which database were used. Compared to the earlier mentioned
paper, we find the lack of explanation of why certain choices were made not helpful. The paper gives no
explanation on why only two databases were used. The paper also doesn’t give any explanation on why
certain search terms were used in the query. Compared to our research, this execution of the SYMBALS
methodology lies the farthest away from our research. This is the case for the research field where the
SYMBALS methodology is used on (medical versus computer science) and in how certain choices in the
SYMBALS methodology are explained (almost none versus all of it). This paper is as well the hardest to
understand for us, because it is written for people who have a background in the medical field, which for
persons with a computer science background is hard to understand. Because this paper is result-dense we
find it in our opinion a useful paper to see how the results of using SYMBALS in a systematic literature
review can be written down.

While other papers use the SYMBALS methodology in full, some do not use the methodology in full,
but only individual steps or other parts of the methodology. For instance, Eneche et al. [9] use only the
backward snowballing step of SYMBALS in a literature review of “ground level temperatures in built up
areas”. In this paper a mix is used of the PRISMA protocol [30] with the SYMBALS approach. They
found out that in that specific setup for the backward snowballing step, similar rates of recall occurred
compared to systematic review completely using the SYMBALS methodology. This is interesting for our
research, because it gives us an example of how to do the backward snowballing step.

In one of the papers the ASReview tool is explained by Quan et al. [32] in the form of a guide. The
ASReview tool is used for the screening step in the SYMBALS methodology. The screening step in a
literature review is used to find out what papers are relevant for answering the research question. It is
the sole AI part of the methodology. This paper is very useful for our research, because it gives a tutorial
in the form of an academic source for this relatively new model. Also, it provides an explanation that is
easy to understand for someone who would have earlier never worked with such AI models.

Another paper which talks about ASReview but in a more critical light is Sijtsma et al. [37]. In this
paper a practical application of the ASReview tool is discussed. This paper talks about the potential
risks of using ASReview in a systematic review and how to mitigate them. This paper is very useful
for our research because this allows us to mitigate the number of mistakes that could be made by using
ASReview. For example, the results of the database search which ASReview will use, needs to be checked
by a human for missing information. It could occur that no abstract or title comes with the export of
the database search, two things which are essential for the screening process.
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Chapter 3

Method

The methodology used to showcase the trends in the research field of application of generative AI to
code reviews will be the SYMBALS method [45]. Each step of this SYMBALS methodology is explained
here.

1. Develop and evaluate protocol
We will use SYMBALS as a systematic literature review methodology. The first step in that method
is setting up, and evaluating the protocol. The first step within that step is having a background,
rationale and objective of the systematic review. Then a specific strategy is formulated for searching
for all the papers with a query. From those papers we have to select which are relevant and which
are irrelevant to train the AI tool [45].

2. Database search
We find out what the consensus is on which databases are relevant for this discipline and are
suitable for systematic literature review [45].

3. Screening using active learning
We choose an AI tool with the ability to do screening with the given query and the possibility to
change the stopping criteria [45].

4. Backward snowballing
We make use of the references in all the papers selected by the active learning screening method.
We then select the references within the paper that are useful for the systematic literature review
with a stopping criterium (Van Haastrecht et al. [45]).

5. Quality Assessment
We find out the quality/usefulness of each source and rank them based on a specific scoring metric.

6. Data Extraction and Synthesis
We manually analyse the found literature and extract the meaningful data from those papers.

7. Validation
For validation we find out the handling of bias in the data extraction and synthesis.

Throughout the project, we will deliver the following items: A systematic literature review protocol,
database search query, an initial list, intermediate list, final list of papers included in the review, a
spreadsheet with the results of the literature analysis and finally the thesis with the conclusions from
the analysis and the answers to the research questions.

3.1 Protocol
In this section, we take the first step of the SYMBALS method, which is to define our research protocol.
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3.1.1 Background rationale
The background is explained earlier in Chapter 2. To summarise, we are using SYMBALS as a systematic
literature review method because it is novel and in a specific case been found to outperform another “state
of the art model” [56]. We use this methodology for GenAI in code review because that has been an
relatively low studied field.

The objective of this research is to find out if the SYMBALS method is useful in this case of systematic
literature review. And to find out what the relatively novel field of GenAI means for the code review
process.

3.1.2 Research questions
In Section 1.2, we formulated a main research question for our systematic literature review:

RQ1 What are the current research trends in applying GenAI to code reviews?

Although answering the main research question is the main goal of this systematic literature review,
to give a more detailed view of what is important in this research question, we have made some more
specific sub-research questions. These sub-research questions are as follows:

RQ1.1 For which code review tasks is AI assistance applied?

RQ1.2 Which AI techniques are used to support code review tasks?

RQ1.3 To what extent are AI-assisted code review support tools validated with users and ready for
deployment?

The first sub-research question helps us with finding out exactly for which code review tasks GenAI
techniques are used. The second sub-research question helps us with finding out what kind of AI models
are used for code review related tasks. The third sub-research question helps us with finding out how
ready for use, AI support tools are for code reviews. And how much these support tools are confirmed
by the userbase.

3.1.3 Provisional query
This following section is not part of the SYMBALS method but was found to be useful. Before we set up
the final query, we set up a provisional query to find out what kind of terms we had to use in the final
query. This following provisional query was done in the ACM digital library and IEEE explore database:

document type (English) AND not retracted AND (code review)
AND (GenAI OR Generative OR "LLM")

We looked through a few papers full-text to determine the final terms for the provisional query. This
was useful as well to deepen our knowledge in this field. We have used “LLM” in the provisional query
because the most well-known AI model, ChatGPT, is an LLM model and we presumed that that would
have big importance in this field as well.

3.1.4 Search strategy
The search strategy which we have used consists of using ACM digital library and IEEE explore. We
have used these 2 databases because they were found to be the most relevant databases and the most
compatible with the ASReview software. ACM digital library is a database focused on computing
literature and IEEE xplore is a database partly focussed on information technology, two literature themes
which have overlap with the subject of code review. A more general database we have tested and would
have originally used was Google Scholar. The problems we encountered with this database are discussed
in chapter 5.2.

3.1.5 Selection criteria
The selection criteria are written as a list of requirements where each criterium either includes or excludes
a specific paper during the screening and backward snowballing phase.
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Inclusion criteria

• I1: The research concerns research trends in applying GenAI in code reviews.

Exclusion criteria

Some of our exclusion criteria were inspired by the exclusion criteria of other systematic reviews using
SYMBALS [45]:

• E1: The research does not concern anything related to code reviews.

• E2: The paper has been retracted.

• E3: another paper is more relevant to the specific research in the paper(if the author made a more
updated version).

• E4: The research was automatically excluded due to its assessed irrelevance by the ASReview tool.

• E5: The research does not satisfy the database query criteria on English language.

• E6: The paper is of insufficient quality.

• E7: The paper does not contain at least one code review task where AI assistance is applied.

• E8: Research does not mention either an AI technique specifically to support code review tasks.

• E9: No duplicates.

Criterion E5 and E4 are directly taken from [45].

3.1.6 Selection procedure
The selection of papers was done during these 3 steps:

1. Active learning Screening

2. Backward Snowballing

3. Manually exclude during data extraction

During all these 3 steps the selection criteria were taken into account.

3.1.7 Data extraction, management, and synthesis strategy
After making the selection of papers, we perform data extraction. During data extraction, quality
assessment is applied to further exclude papers based on inclusion and exclusion criteria.

For data extraction, we performed a full text review of all the selected papers. While reviewing we
attempted to answer each of the 3 sub research questions for each selected paper. We wrote down the
answers in a spreadsheet.

After a full review of all papers, we turned to the resulting spreadsheet to synthesize results. To get a
clearer picture, we first normalised some of the answers in the spreadsheet. This was for example the
case for the first research question, because of the multitude of different notations of tasks which are
closely related. So we had to normalise these tasks description.

3.2 Database search
In our database search with the use of this search query in IEEE explore and ACM digital library, we
came up with a total of 541 papers. We thought this was quite a lot of papers because, our rough
expectation was that only around 100 papers would come up because the topic is very specific and novel.

The final query we had used in these 2 databases was:

(((" Document Title":Code review OR
"Abstract ":Code review OR "Document Title":Code inspection OR
"Abstract ":Code inspection OR "Document Title":Code refactor* OR
"Abstract ":Code refactor *)
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AND (" Document Title": genai OR "Abstract ":genai OR
"Document Title ": generative ai OR "Abstract ": generative ai OR
"Document Title ": copilot OR "Abstract ": copilot OR
"Document Title ":LLM OR"Abstract ":LLM OR
"Document Title ":large language model OR "Abstract ":large language model OR
"Document Title ": artificial intelligence OR"Abstract ": artificial intelligence )))

We developed this query on the basis of our provisional query. This query is different from the provisional
query as it is a working query on its own instead of the more sketched provisional query. With the full
text review of some of the papers in the provisional query we have added technical terms such as copilot,
code inspection and code refactor to broaden our database search. We have written out LLM as Large
language model to include papers which might mention a large language model once in their paper and
never had to use the abbreviation, this was the case for AI as well.

3.3 Tool used for active learning
ASReview1 is a novel tool which makes it possible to do the screening step in a systematic review quicker.
Examples of use cases are in journalism to counter bias for specific subjects among sources or in the
medical field to know if a specific medicine or treatment are working. It promises an up to 95% timesaving
compared to screening every paper manually. It does this by making use of active learning. For every
paper that a human points as relevant or irrelevant, the ASReview tool learns more about which paper
it should show for review to the user. It does this in the ideal scenario until every paper that should
have been found as relevant in a manual systematic review has been found relevant with the ASReview
tool as well and with less manual labour.

3.3.1 Papers selected for training
Before running the ASReview tool, the tool has to take 10 papers to train on. Five of those papers had
to be found relevant for our research and another five were not to be found relevant for our research.
The five relevant papers were:

• Fine-tuning Large Language Models to Improve Accuracy and Comprehensibility of Automated
Code Review [55]

• On the Use of ChatGPT for Code Review: Do Developers Like Reviews By ChatGPT? [51]

• How to refactor this code? An exploratory study on developer-ChatGPT refactoring conversa-
tions [3]

• LLaMA-Reviewer: Advancing Code Review Automation with Large Language Models through
Parameter-Efficient Fine-Tuning [26]

• Automating Patch Set Generation from Code Reviews Using Large Language Models [33]

The five irrelevant papers:

• Refactoring Programs Using Large Language Models with Few-Shot Examples [36]

• Code Compliance Assessment as a Learning Problem [34]

• Evolutionary Computation in the Era of Large Language Model: Survey and Roadmap [53]

• CoRA: decomposing and describing tangled code changes for reviewer [48]

• Combining LLM-Generated and Test-Based Feedback in a MOOC for Programming [13]

1https://asreview.readthedocs.io/en/stable/lab/about.html
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Chapter 4

Results

In this chapter, we present the results of our systematic literature review. We first provide information
on the number of papers selected through active learning, snowballing, and quality assessment. Then we
dive into the findings of our analysis of the selected papers.

Figure 4.1, shows the number of papers we found at each step of our paper selection process. The final
list of selected papers can be found in Table 4.1.

4.1 Active learning Screening
We took a conservative approach to labeling papers as ‘irrelevant’ in the active learning phase. Because
in the ASReview tool itself, we can only see the abstract and the title it is hard to find out what the
exact substance is in the paper. For example it may mention generative AI in a code review context
briefly in the abstract. Does that mean a whole chapter talks about it, only a paragraph or is it just a
suggestion for future research? To be sure in all three cases we have added the papers to the ‘relevant’
pile. The reason is that the expected number of papers to come out of the active learning phase is quite
low. It is thus possible to manually weed out the papers that are not relevant in the data extraction
phase.

We started the screening with active learning on a total of 541 papers that were found through our
database search. The active learning phase was initiated by supplying a selection of 5 relevant and 5
irrelevant papers, as explained in Section 3. Throughout the active learning phase, we labeled another
143 papers as relevant or irrelevant. This brought down our initial list of 541 papers to a final list of 47
relevant papers. We found that nine of these were duplicates. There were thus 38 unique papers found
to be relevant at the end of the active learning phase.

4.2 Backward Snowballing
During the backward snowballing phase, we looked at the reference list of each paper included at the
end of the screening phase. Because ASReview ranks the papers on ‘importance’ it was recommended

Figure 4.1: Number of paper through the systematic review
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Table 4.1: Selected papers.

Source Title Year Citations

[55] Fine-tuning Large Language Models to Improve Accuracy and Compre-
hensibility of Automated Code Review

2024 18

[51] On the Use of ChatGPT for Code Review: Do Developers Like Reviews
By ChatGPT?

10

[3] How to refactor this code? An exploratory study on developer-ChatGPT
refactoring conversations

2024 31

[26] LLaMA-Reviewer: Advancing Code Review Automation with Large Lan-
guage Models through Parameter-Efficient Fine-Tuning

2023 116

[2] Cultivating Software Quality Improvement in the Classroom: An Expe-
rience with ChatGPT

2024 1

[4] Improving the Learning of Code Review Successive Tasks with Cross-Task
Knowledge Distillation

2024 15

[22] AUGER: automatically generating review comments with pre-training
models

2022 64

[41] Using Pre-Trained Models to Boost Code Review Automation 2022 188
[11] Resolving Code Review Comments with Machine Learning 2024 24
[28] An Empirical Study on Code Review Activity Prediction and Its Impact

in Practice
2024 4

[42] Code Review Automation: Strengths and Weaknesses of the State of the
Art

2024 34

[24] Towards Automated Code Reviews: Does Learning Code Structure Help? 2023 12
[57] CoditT5: Pretraining for Source Code and Natural Language Editing 2022 107
[18] Software Vulnerability and Functionality Assessment using LLMs 2024 19
[8] Generative Pre-Trained Transformer (GPT) Models as a Code Review

Feedback Tool in Computer Science Programs
2023 9

[54] Generative AI for Pull Request Descriptions: Adoption, Impact, and De-
veloper Interventions

2024 8

[25] Automatic generation of pull request descriptions 2019 130
[49] Divide-and-Conquer: Automating Code Revisions via Localization-and-

Revision
20251 0

[27] Multi-Role Consensus Through LLMs Discussions for Vulnerability De-
tection

2024 12

[47] AI-Assisted Assessment of Coding Practices in Modern Code Review 2024 12
[16] Exploring the potential of ChatGPT in automated code refinement: An

empirical study
2024 117

[38] An analysis of the automatic bug fixing performance of ChatGPT 2023 442
[12] VulRepair: A T5-Based Automated Software Vulnerability Repair 2022 236
1 This paper appeared online in 2024, but was officially publised in 2025.
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Figure 4.2: Number of papers in which each normalised task is discussed.

to do the backwards snowballing phase in the order of the list given at the end of the screening phase.
We stopped after 10 consecutive papers where not a single reference was added to the review pile.

Because Generative AI in code review is a relatively new concept, papers with publication dates before
2014 were not included in this phase. We consider 2014 as a safe cut-off date, since the breakthrough to
the general public of LLMs for coding tasks only happened in 2021, with the publication of Chen et al.
[5] on the Codex model and the launch of the Github Copilot programming assistant [14].

In the backward snowballing step we looked at the reference list of all the 38 papers found to be useful
during the active learning phase. Just as in the screening phase we only looked at the title and abstract.
The total number of references in the 38 papers was 1531. In this phase we only found 13 additional
papers to be useful and adhering to the requirements we have set up earlier, bringing us to a total of 51
papers after snowballing.

4.3 Data extraction
During the data extraction, 29 papers were found to be not useful enough. The reason that these papers
were not discarded earlier is that during the active learning screening, we could only see the abstract and
title and we could not see what the whole paper was about. While doing the data extraction we found
out that some papers were not papers at all and were just a small part in a book, or a only a proposal.
Thus these papers were of insufficient quality for the systematic review. For some paper the full text
version was not able to be found at all. With the removal of these papers from the review pile, we ended
up with 22 papers in total at the end of the data extraction.

4.4 General findings
In this section, we provide answers to our research questions on the basis of our analysis results.

In addition, we report about the distribution of the papers over publication years, number of authors,
type of paper and number of citations.

4.4.1 RQ1: For which code review tasks is AI assistance applied?
Figure 4.2 shows the number of papers in which each task is mentioned.

The code review tasks were described within the papers by a diversity of terms. To produce a compre-
hensive chart, we normalises the terms given for the code review tasks. For instance, the terms ‘comment
predictor’ and ‘code predictor’ were normalised to ‘comment or code predictor’.
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Figure 4.3: Number of papers in which each AI technique is mentioned.

Note that the number of times all the different code review tasks are used exceeds the number of papers
taken into account in this research. The reason is that in some papers multiple code review tasks have
been mentioned within one paper.

The task which is most mentioned in the selected papers with eight occurrences is ‘review comment
generation’. The second most mentioned tasks with seven occurrences are ‘code generation’ and ‘code
refinement’. The ‘code issue detection’ task was mentioned in three papers. The following tasks are each
mentioned in two papers: ‘pull request generator’, ‘comment or code predictor’ and ‘documentation’.

4.4.2 RQ2: Which AI techniques are used to support code review tasks?
Figure 4.3 shows the number of papers in which each AI technique is mentioned.

ChatGPT The most mentioned AI technique, with ten unique occurrences in total, is ChatGPT, the
LLM made by OpenAI. Not all papers provide clarity on which specific version of ChatGPT is used. Three
papers explicitly refer to version 4.0, while version 3.5 is mentioned in four papers. In six papers there was
no version of ChatGPT mentioned. According to OpenAI themselves the following is said: “ChatGPT
is designed to understand and respond to user questions and instructions by learning patterns from
large amounts of information, including text, images, audio, and video.”[29] This means that although
ChatGPT is the most often used AI technique for code review in the selection, the model itself was not
even designed for this purpose and more as a general purpose model.

CodeT5 The second most frequently mentioned AI technique is CodeT5, with six occurrences. CodeT5
is an AI technique which has been produced on the basis of the T5 structure (Text-to-Text Transfer
Transformer). CodeT5 was developed by Salesforce Research.1 CodeT5 has not been trained specifically
for the purpose of code review but it has been designed purely for code related tasks [50].

Codereviewer Codereviewer is mentioned in six papers. as said by the proposers of this technique,
“CodeReviewer, a pre-trained model that utilizes four pre-training tasks tailored specifically for the code
review senario” Li et al. [23]. Thus this AI technique is designed for code review related tasks.

LLama The AI technique Llama only occurred in three papers. LLama is an LLM model made by
the MetaAI company in 2023.2 This is a paid service3 by that same company. Two out of the three
papers that make use of this model, make use of LLama-reviewer which is trained for code review tasks
as mentioned by Lu et al. [26]: “LLamA-Reviewer is specifically designed to automate three core tasks
integral to the code review process, namely review necessity prediction, code review comment generation,
and code refinement”. The Llama technique used in one paper which was not Llama-reviewer is a general
purpose model.

1https://github.com/salesforce/CodeT5?tab=readme-ov-file
2https://www.cnbc.com/2023/02/24/mark-zuckerberg-announces-meta-llama-large-language-model.html
3https://www.llama.com/llama-downloads/?utm_source=llama-home-hero&utm_medium=llama-referral&utm_

campaign=llama-utm&utm_offering=llama-downloads&utm_product=llama
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Apart from these frequently mentioned techniques, the following techniques are also mentioned.

CodeBert In our selection CodeBert is mentioned three times. This is a model focused on code related
tasks [10].

Auger Auger is mentioned in two papers. Auger is based on the T5 architecture. As its name says
(AUtomatically GEnerating Review comments) [22], it is a technique designed for code review
related tasks.

Commentfinder Commentfinder is mentioned in two papers. It is said by Hong et al. [17]"CommentFinder
is a retrieval-based approach to recommend code review comment". Thus it is the case that this is
a technique focused on code review related tasks.

T5 Three papers make use of T5. T5 is quite an old technique originating out of 2019. It is a general
purpose technique [31]. In our research it is the case that this architecture is used to make 2 code
review related tasks techniques in two different papers.

CoditT5 Two papers make use of the CoditT5. As said by Zhang et al. [57]. "CoditT5, a large language
model for software-related editing tasks that is pretrained on large amounts of source code and
natural language comments.” We can presumably conclude from this that it is a technique made
on the basis of handling code related tasks.

The least occurring AI techniques, with each a single occurrence in the selection of papers are: Bloom-
560m, Dolly, Falcon, Bart, GitHub’s Copilot, CAR-LLM, Magicoder, textdavinci, an sequence to se-
quence model, code reviser, AutoCommenter, Vulrepair, Vrepair, Discoref, CCT5 and natgen.

Bloom-560m Bloom-560m is an AI technique based on the more general Bloom LLM. It is a general
purpose model.4

Dolly Dolly’s AI model is according to the makers “the first LLM trained on an open-source,human
generated instruction dataset” Conover et al. [7]. It says that it exhibits “ChatGPT-like human
interactivity”. This technique has been designed with a general purpose target in mind.

Falcon Falcon is an AI model that only occurred in one paper. This LLM has been trained on the AWS
cloud (parent company Amazon). This model is a more general purpose technique. The makers
of this model say themselves its “one of the three best language models in the world along with
GPT-4 and PaLM-2-Large” Almazrouei et al. [1].

Github’s copilot Github’s copilot is an AI technique which has been designed for the purpose of helping
with code related tasks.5

CAR-LLM CAR-LLM is according to the makers of this technology: “a novel fine-tuned LLM that
has the ability to improve not only the accuracy but, more importantly, the comprehensibility of
automated code review” Yu et al. [55] and thus a technique for code reviews.

Magicoder Magicoder is a code focused AI technique. This is shown on its own Github page: “enlight-
ening LLMs with open-source code snippets for generating low-bias and high-quality instruction
data for code” Wei et al. [52]. It is thus a technique focused on code related tasks.

Text-Davinci Text-Davinci is a general purpose technique. The technique used in the paper in our
selection was “Text-davinci-003” which on the moment of writing been deprecated by OpenAI.

Sequence to sequence model In one paper a sequence to sequence model was specifically made in
the paper itself. The goal of this model is to “generate descriptions for pull requests from their
commit messages” Liu et al. [25]. It is thus a technique specifically made for code reviews.

AutoCommenter AutoCommenter is a model which is used by Google’s developers. It is a technique
which enforces “best practises” of coding [47]. It is thus a technique focusing on code review.

Vulrepair Vulrepair is a technique based on the T5 architecture. It is a technique focused on fixing
security bugs [12]. This can been seen as a technique focused on a code review task.

Vrepair Vrepair is a technique focused on fixing security bugs [6]. This can been seen as a technique
focused on a code review task.

4BigScience,BigScienceLanguageOpen-scienceOpen-accessMultilingual(BLOOM)LanguageModel.International,
May2021-May2022

5https://github.com/features/copilot
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Discoref Discoref is a technology which as said in the paper itself: “our approach, we utilize a cascade
of models to enhance both comment generation and code refinement models” [4]. Thus it is a code
review technique.

CCT5 CCT5 is a technique which in its training step uses a dataset of “code commits and commit
message” Wang et al. [49]. Thus it is a technique focused on code review.

Natgen Natgen, is a technique discussed in [49]. It is a technique that could be able to write human
like code paraphrasing from [49]. It is an technique focusing in code related tasks.

The following results are shown in Table 4.2 as well. In total there were 22 papers researched. There were
12 papers which only have used 1 AI technique. 2 Papers mention 2 AI techniques. 3 papers mention
3 different AI techniques. One paper mentions 5 AI techniques. One paper mentions 7 AI techniques.
One paper mentions 10 AI techniques. Finally one paper mentions 14 different AI techniques.

Table 4.2: Number of papers mentioning certain numbers of AI techniques.
Number of AI techniques 1 2 3 4 5 7 10 14

Number of papers 12 2 3 1 1 1 1 1

Table 4.3 shows the distribution between techniques which are a part of general purpose techniques, code
related techniques or finally techniques focussed on code review.

Table 4.3: Number of papers where models are mentioned of various levels of specificity.
General purpose Code related Code review

19 papers 14 papers 21 papers

4.4.3 RQ3: To what extent are AI-assisted code review support tools vali-
dated with users and ready for deployment?

Our third research sub-question (SRQ3) is:

To what extent are AI-assisted code review support tools validated with users and ready for
deployment?

We provide an qualitative answer to this question.

There were only three papers where the use of an AI technique was found to be ready for use and to
some extent accepted by the people who ultimately have to use them. One of them was a technique
being used by Google which ended up being used in 7, 5% of their code-review comments [11].

The second one was for a very specific coding course validated by a group of 74 students [8]. Of this
group of 74 students, 66 of them (89.2%) found that “the ‘reviewer’ had the proper knowledge to review
their code” [8] by saying ‘yes’. 78.3% of the 74 students said as well that they either agreed or strongly
agreed to the question “Would you want this reviewer to review your code again in the future?” [8].

The final paper where the new support tool was validated by the users and ready for deployment is “AI-
Assisted Assessment of Coding Practices in Modern Code Review” [47]. In this paper an AI technique
called ‘AutoCommenter’ was deployed in Google slowly to increasing numbers of developers. The authors
of this papers only increased the size of this group to half of all the developers after reaching the 80%
useful ratio target. Before they reached this target they made their ‘AutoCommenter’ better at least
partially to keep the “developers trust” [47]. The developer feedback was tracked every month in positive
to negative ratio. At the last month only 5% of the total feedback for that month was negative [47].

None of the other selected papers reported on validation experiments with users and acceptance into a
production environment.
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Figure 4.4: Publishing year of each paper.

Figure 4.5: The types of papers.

4.4.4 Distribution of papers
In this part we discuss the analysis of the data perse not important for the sub-research questions. But
is important for the later analysis if the methodology we followed was useful for the results we achieved.

Year of publication

Figure 4.4 shows the number of papers which were published each year. Most papers (13) in our selection
were published in 2024. Three of the papers were published in 2023 and another four paper were published
in 2022. Only one paper was published in 2019 and only one paper was from 2025.

Type of paper

Figure 4.5 shows the type of papers in which each AI technique is mentioned. We found that 15 papers
have the form of a research article. The second most occurring type of paper is a conference article with
six. There is one paper written in the format of a Master’s thesis [27] and one in the format of a short
paper [51].

Number of authors per paper

Figure 4.6 shows the number of authors for each paper. Eleven of the papers researched have the
authorship of a small group of around five to ten people. Nine papers were authored by a group of less
than five authors. The least amount of papers were written by a group consisting of 11 or more people.
This occurred only in two papers.

17



Figure 4.6: Number of authors in each paper.

Figure 4.7: Number of citations in google scholar for each paper.
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Number of citations

Figure 4.7 shows the number of citations other papers have made for each paper in our selection, according
to Google Scholar. To begin with, ten papers have only been cited by other papers fewer than ten times.
Seven papers have been cited between 10 to 50 times, Only one paper has been cited 50 to 100 times.
Finally, Six papers have been cited more than 100 times. The papers which have been cited the most
are: [26],[41],[57],[25],[16] and [12].

4.5 Validation
Could our selection have missed some papers? The search term we have used was very broad. we were
treating the rejection of papers at the conservative side. We have even used Backward snowballing to
possibly find out papers we might have missed.

Could our opinion have taken a role in determining the answer to the research question? we could have
influenced the results of answering this research question. because we have determined 3 sub-research
question before starting with the systematic review, we think we have excluded possible bias during the
research for answering the research question.
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Chapter 5

Discussion

In this chapter, we try to interpret our results and put them into context. We first do this from
the perspective of GenAI-assisted code review. Secondly, we discuss the implications for AI-assisted
structured literature reviews. Finally, we discuss study limitations.

5.1 GenAI-assisted code review
We found that ChatGPT is the most often used GenAI model used to assist in code review. This is a
general purpose model. A reason for why this model is used so often could be that it is just the model
most people have knowledge of. Because generative AI in most researcher’s mind could be a new concept
the usage of an AI model which most people have at least an elementary amount of knowledge of could
be the explanation.

Even though ChatGPT is the most often used technology for GenAI in code review, the number of
technologies used which was designed with code review in mind is higher than the technologies which
are only code related or general purpose. So this could possibly point at an increasing amount of
specialization of AI models in this field. The results of the specificity of each technique can be seen in
Table 4.3.

Another interesting point is that big tech companies part of the FAANG group namely Facebook and
Amazon, have their own AI technologies which have been found to be useful enough to test on code
review related tasks. This might point to a competition between these companies to make the best
versatile LLMs.

The various companies that have viable LLM’s also might point to that this technique is in its beginning
phase and that in the future there might be fewer LLM’s in use. This could be comparable to when a lot
of companies started making search engines in the early 2000s and late 1990s. Which today has largely
converged to Google dominating the search engine market with 79.5% of desktop users making use of
Google as their search engine [15].

An interesting results for the first sub-research question is that in a large number of tasks, researchers
are already trying to fully automate large parts of the code review process. For example automatically
generating review comments or generating wholly new code.

In the results we can also see that the ready for deployment and acceptance by users of AI models in code
review is quite low. Only 3 out of 22 papers have validated their techniques with the end users. This
could point at that AI models in code review is in its phase that models able to be used in a “normal”
setting are still in development.

If we compare this with a model quite often used in novel techniques in ICT called Gartner hype cycle
for emerging technologies,1 we can presume that this technique in this usage is either at its initial stage
“technology trigger” or at its “peak of inflated expectations”. The reasoning behind this is that only
a small percentage of investigated papers mention that the technique is used in real life usecases and

1https://www.gartner.com/en/newsroom/press-releases/2024-08-21-gartner-2024-hype-cycle-for-emerging-
technologies-highlights-developer-productivity-total-experience-ai-and-security
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presumably was used after the publishing of the paper. A majority of the other papers test models based
on performance without validating it with the end-users if it useful.

We now use the technology radar of Thoughtworks. which is a “snapshot of tools, techniques, platforms,
languages and frameworks. This knowledge-sharing tool is based on our global teams’ experience and
highlights things you may want to explore on your projects” [21]. It is thus a report that comes out
every few months to look at a lot of new technology and tries to answer the question if these technologies
should be adopted, trialed, assessed or be on hold in a business. If we compare our subject with a similar
subject called “Replacing pair programming with AI”2, we see that this technology is part of a group
of technologies which are the least far in development to be used within a project in a business. This
technology is in the hold column.

5.2 AI-assisted Structured Literature Reviews
We have used the novel method of SYMBALS as much as possible according to the inventor of this
methodology. We found out that database selection might be an issue for specific fields because of
incompatibility with the software used by van Haastrecht et al..

As has been mentioned in the related work in Chapter 2, the ASReview tool did come up short in some
aspects. The first shortcoming was the difficulty of exporting the search in the database into the correct
csv file. In Sijtsma et al. [37] they warned for this and said that the database search has to be extensively
checked if it was exported correctly.

When selecting the 5 papers to train the ASReview tool on we added a paper which was later excluded
from the final pile. The reason for this exclusion was that the paper was of too low quality to be added.
This mistake can be attributed to our lack of experience with the methodology. Lack of experience with
the methodology was also identified as a risk by Sijtsma et al. [37].

While we expected that most papers would have been research articles or conferences, we found it
interesting that a Master’s thesis turned out to be included in the final review pile.

The number of papers with a group of 5 or more people as author with 15 papers was higher than the
number of papers having 4 or less authors with 9 papers. In our opinion, this could possibly point at
ASReview putting more importance on papers with larger groups of authors. Alternatively, papers with
long author lists may be overrepresented in this research topic because of the effort involved in developing
tooling and running experiments with GenAI for code reviews.

5.3 Limitations
By using the ASReview model described in the SYMBALS not all databases are compatible. For instance,
the Google Scholar database does not have an extraction method of receiving all of the abstracts and
titles of a database search, while these are essential for the ASReview model to work.

The ability to fully read all of the papers found by the initial database search is also not guaranteed. The
backwards snowballing step of SYMBALS was found to be quite time consuming as well. The references
in papers which eventually were labelled to be relevant were hard to get working with the ASReview
model. In our opinion if someone wants to do a systematic review who does not have at least medium
knowledge about the subject, should not start doing such a systematic review.

The usage of ASReview in general was more difficult than expected which makes true what was mentioned
by Sijtsma et al. [37] “Use of the program requires skill from the researcher to drive the algorithm and
expert knowledge to start the process and expert knowledge to interpret the results.”

At the end of the screening phase, 9 out of the 47 papers were duplicates. What we later found out
is that we should have looked manually at the initial database search for duplicates and removed them
as said bySijtsma et al. [37]. We think however that this may counter the in our opinion positives of
using this SYMBALS method which is spending a smaller amount of time on the screening phase in a
systematic review.

2https://www.thoughtworks.com/radar/techniques/summary/replacing-pair-programming-with-ai
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Chapter 6

Conclusion

We conclude this research with a short formulation of the answer to our main research question. We also
briefly indicate wider implications of our research and suggest some avenues of future work.

6.1 Answer main research question
The overall research question as formulated in our Introduction chapter was:

RQ1 What are the current research trends in applying GenAI to code reviews?

Firstly, we can conclude that the field of generative AI in code review is a rising field that is still in its
infancy. This can be seen from the fact that the total number of papers we identified is fairly limited
(22), that all of these papers are quite recent (most from 2024), and that only about 10% of these papers
present a technique that is validated by its users and seen as ready for deployment.

Secondly, we have observed that the tasks most commonly automated with GenAI for code review are
review comment generation, code generation, and code refinement.

Thirdly, the GenAI techniques being experimented with covers a very wide range, from general-purpose
models to code-related models, and even code-review specific models. The last category being the largest
may point to increasing specialisation in the field.

6.2 Implications for SLR’s using SYMBALS
SYMBALS is a methodology that in our opinion makes the process of doing a systematic review faster
to do, but does require intensive study into the methodology. Because at a lot of points ASReview could
receive the wrong data or could output the wrong data, which the user needs to be able to filter out.

Still, we think that the SYMBALS methodology could be used as a systematic review method in other
fields. It was already earlier proven that this methodology could be done outside of a computer science
contextvan den Bulk et al. [43].

It has to be said that in our opinion using the methodology on systematic review that are smaller in
scale would negate the benefits received by using the SYMBALS method. Reviews consisting of fewer
than 100 papers at the stage of database search would not benefit from SYMBALS.

It also has to be said that this methodology does not work with every database, if the recommended
screening model is used.

6.3 Future work
We think that the introduction of GenAI in code reviews has just begun and think that if a new systematic
review will be done in a few years it will come up with more data. As generative AI models have just
recently become popular in use and research. This can been seen in the form that OpenAI’s ChatGPT
has only been released for public use in 2022 together with Dolly.
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Future work should also be more done on the validation of GenAI models in code review tasks instead
of only comparing AI models with each other purely on performance.

We propose as well to validate this method via replication. This can be done by another person to check
if the exercise of our methodology is validated.
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