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Abstract Process mining is a technique used to improve complex, large-scale
industry processes by analysing company data in the form of event logs. The
event log analysis can, for example, help to identify risks and inefficiencies, or can
be used to create a solutions methodology for process improvement. Although
human experts often perform process mining, this research will improve upon an
agentic setup from previous work, whereby one human expert is mimicked by a
digital Domain Knowledge Gathering Agent (DKGA) to answer process risk and
inefficiency questions.

In this research, the main experiment demonstrated that introducing special-
ization through role prompting within multiple DKGAs significantly improved
the output for answering process risk and inefficiency questions, compared to a
setup that used a single general-purpose DKGA. Furthermore, a setup with three
DKGAs outperformed a setup with five because integrating outputs from a larger
number of agents increased the complexity and made it more difficult to combine
the information accurately.

A human-in-the-loop experiment provided the DKGAs with the human trait
of interaction by allowing the user of the system to provide feedback, resulting in
increased user-friendliness and explainability of the setups. Despite these traits,
the quality of the written output did not improve significantly.

The most promising future work, which builds upon this research, is automating
the creation of role-specialized DKGAs based on the complexity of (process risks
and inefficiency) questions.

Keywords: process mining · multi-agent systems · domain knowledge ·
CrewAI framework
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1 Introduction

It is widely accepted in macroeconomics that, in a society, specialisation is almost always more
economically efficient. This research investigates whether the same is true for digital cooperating
agents in the field of process mining. For this, digital knowledge engineering - a “branch of AI that
attempts to mimic the judgment and behavior of a human expert” (Vomberg et al., 2024) - is used.

Process mining is a technique used to improve complex, large-scale industry processes of
businesses and organizations by analysing event log data. The technique creates model abstractions
from these event logs to, for example, identify risks and develop solutions methodologies to improve
processes. A process mining analysis traditionally relies on domain experts’ opinions to supply
domain knowledge, because they can justify the reasoning for risks or solutions. Hiring multiple
domain experts can result in substantial resource investments for product owners.

This research improved upon a previous agentic setup by Vogt et al. (2024), which used a single
agent to gather external domain knowledge and create abstractions from internal domain knowledge
to answer process risk and process inefficiency questions. The internal domain knowledge files are
company-specific files that have been made public, mostly for competitions in process mining. The
setup used a planner agent to create sub-questions, a gathering agent to collect domain knowledge,
and a writer agent that combined all the knowledge to answer the questions. A user feedback
interaction was mentioned in the future work.

In this research, human experts are mimicked by digital Domain Knowledge Gathering Agents
(DKGAs) in two ways. The first is the introduction of more DKGAs, which are specialized through
role prompting to become domain experts. Creating different domain experts introduces different
views of the same abstraction. The second is introducing an interaction between the user and
the agents. In a human setting, the user would interact with the experts to provide feedback
or address different requirements. The main research question is: To what extent do interactive
and specialized DKGAs improve responses to process risk and inefficiency questions compared to
a single general agent? The main experiment will increase the amount of DKGAs to create an
expertise specialization, and a human-in-the-loop experiment takes the human trait of interaction
by providing a user feedback integration method.

The main experiment consisted of three setups: one DKGA (DoS0, the baseline), three DKGAs
(DoS2), and five DKGAs (DoS4). The Degree of Specialization (DoS) refers to the number of
DKGAs minus one. This is because a setup with a single DKGA is a general agent and does not
have a role specialization; therefore, the DoS is zero.

The human-in-the-loop experiment tested two DoS2 setups that implemented the human trait
of interaction by allowing the user of the system to provide feedback to the DKGAs. One setup,
DoS2CH, had a within-agent method in which the user was prompted for feedback at the end of
every DKGA run. The other setup, DoS2FH, implemented a between-agent feedback method in
which the user was able to provide feedback based on the final report. The DoS2FH setup would
use the feedback to rerun a certain agent and recombine the results.

In the agentic setups, the DKGAs work together to gather external domain knowledge, which, in
combination with internal domain knowledge, is used to answer process mining questions. External
domain knowledge refers to knowledge that is available and accessible (on the internet) in contrast
to internal domain knowledge, which is private company data. An agent can be understood as a
Large Language Model (LLM) with a certain role, operating in a collaborative agentic environment.
It has the property of being able to use agentic tools.
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The architecture and framework choices for the experiment setups are selected with two agentic
patterns and two agentic concepts as criteria. They are: automatic state sharing, independent
concurrency between agents, user feedback processing, and agent resilience. All three setups in the
main experiment (DoS0, DoS2, DoS3) and the DoS2CH from the human-in-the-loop experiment
use a sequential multi-agent system architecture and a CrewAI Crew framework. This adheres to
three of the four agentic patterns and concepts. The agentic pattern of “independent concurrency
between agents” is restricted due to the sequential running of the agents. On the other hand, the
DoS2FH setup uses a goal-based modular architecture and a CrewAI Flow framework. This setup
adheres to only one of the agentic patterns and concepts, namely the “user feedback processing”.
However, using additional programming, a pre-programmed class instance introduces part of the
shared state functionality.

The five setups from the main and the human-in-the-loop experiments are tested on six process
risk and process inefficiency questions. These six questions have a different focus, company, and
process. Three examples for the focus are: audit risks, process inefficiencies, and cyber risks.
Companies that have been used in the questions are, for example, Google, Volvo, and Wells Fargo
Bank. A selection of processes that have been analysed are the loan application process, the
order-to-cash process, and the accounts payable process.

Three evaluation methods are used within this research: measuring the contribution percentage,
a statistical Wilcoxon rank test, and a references analysis. The ‘contribution percentage’ is a
measure of whether all of the DKGAs contribute to answering the question in every paragraph.
In the main experiment, the contribution percentage is calculated per question and a statistical
Wilcoxon rank test is performed. In the human-in-the-loop experiment, the contribution percentage
is also calculated per question and a reference analysis is performed.

The structure of this thesis is as follows. Section 2 covers the knowledge needed to understand
the creation of DKGAs and which architectures and frameworks are available that match agentic
patterns and concepts. Following this, Section 3 covers five similar works. Two works make use of
single DKGA creation in Process Mining, one work introduced DKGA specialization using different
training instead of role-prompting, and two works implemented specialization through DKGA
role-prompting. With this gathered information, Section 4 covers the methodological choices that
were made to answer the main research question. This includes the question design, an explanation
of how DKGAs are specialized, a selection of tools, frameworks, architectures, and the evaluation
method. Using the selected methods, the experimental setup in Section 5 explains clearly how the
two experiments were conducted. The results, in Section 6, summarize all the findings from the
experiments. The discussion, Section 7, analyzes these findings, summarizes the limitations, and
provides future research areas. Section 8 concludes the paper. The Appendix contains a side study
that was conducted to select the evaluation methods of this research.

2 Background

Process mining is a technique that can be used to improve a complex and large-scale processes
within businesses and organizations. This is done by analysing company-specific big data such as
communications, company payments, and planning documents in the form of large event logs or
user interactions (Bhaskar & Osama, 2025). Three applications of process mining are, for example:
the creation of (textual or visual) abstractions from event logs, identifying risks, and creating a
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solutions methodology for process inefficiencies.
For process mining applications, knowledge from different domains is required. Traditionally,

this is gathered by employing experts in specific domains. This research will use interactive
role-specialized digital agents instead of human experts, meaning that a larger audience can be
reached than traditional methods: product owners who do not possess the resources for a process
mining analysis with human experts.

2.1 Why domain knowledge is important to process mining

Due to the unavailability of resources, process mining is often performed by a single domain expert.
Abstaining from much-needed domain knowledge can make process mining unreliable because
process components can be misinterpreted, leading to an inaccurate risk analysis or solutions
methodology to improve processes (Zerbato et al., 2022). This misinterpretation is often caused by
jargon (Zimmermann et al., 2024).

A theoretical example of why domain knowledge is important to process mining is as follows. In
a flour factory, the process of packaging might be very different from that in a computer factory. If
a process mining analysis is done on the event logs of the computer factory, the abstractions might
show that the packaging step is inefficient because it is slow, with a lot of repetition. With added
domain knowledge, it becomes clear that processes in this area are slow because a lot of careful
computer checking is done by hand, and that the quality is more important than the quantity in
this domain. Domain knowledge may also be used to find potential risks or opportunities in the
process, such as worker conditions that need to adhere to the EU regulations, and the sustainability
of the packaging material used.

2.2 Creating DKGAs

A study by Vomberg et al. (2024) stated that there is currently a development in AI “from narrow
applications to a versatile general-purpose technology”. This improves the functionality of DKGAs
because they can be adapted to act as experts across different domains due to the amount of
external knowledge available on the internet.

To be able to create DKGAs, there are several components that need to be pre-defined: a clear
role definition, a task, and available tools. The role and the task definition, covered in Section
2.2.1, ensure that the agent has a well-defined specialization, and agent output. It is possible
to create agents without a task, however, because DKGAs optimally should gather “accessible,
useful, reliable, and ethical” (Vomberg et al., 2024) information, assigned tasks can ensure correct
functionality.

Tools are “predefined code paths” (Malfa et al., 2025) that can help to increase the correct
execution of that specialization. The agent is in control of when these tools are called, but they
cannot change anything about the execution of the code. Some general rules-of-thumb for tools are
covered in Section 2.2.2, these rules will be taken into account in the methodology.

Often, DKGAs have a web-scraping tool to gather domain knowledge. The reason for specific
knowledge gathering tools is that the LLMs behind the agents are prone to hallucinate facts (Ji
et al., 2023) and have the “inability to access up-to-date information” (Chen et al., 2024). For
these reasons, the DKGAs in this research will be provided with tools for the domain knowledge
gathering ability. Available options are covered in background section 2.2.3.
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Figure 1: DKGA with a physicist specialization

Within this research, a tool is needed to create an abstraction from an event log. One DKGA
will perform this action to create an understandable internal domain knowledge abstraction. All
DKGAs may use the created abstraction as internal domain knowledge and combine it with external
domain knowledge to analyse it. To create the abstractions, three options are given in background
section 2.2.4.

2.2.1 Assigning DKGA specialization using role prompting

The idea of agent specialization is not new. A survey from 2024 (Ling et al., 2024) stated that it
was an “emerging field of study with [...] substantial potential for impact”. For the DKGAs in this
research, a specialization will be assigned using prompt engineering with role-prompting techniques.

Prompt engineering is the study of how to correctly instruct agents to be able to ensure a correct
execution. Role-prompting is a prompting method that gives the agent a specific role to operate
in, which encourages the agent to answer the task according to a specific role-based expectation.
Correctly-implemented role prompting helps to improve DKGA performance (Kong et al., 2024). A
research by Q. Wu et al. (2023) concluded that the agent gained “more effective consideration of
[...] conversation context and role alignment” compared to a traditional “task-style prompt”. The
task-style prompt may astray the agent from correct output contexts.

Agent role prompting often has three requirements: a role definition, a specific domain task,
and an explanation of how to respond within its role. An example of these three requirements is
shown in Figure 1, where the DKGAs role is a physics teacher (Chen et al., 2024).

A theoretical example of creating a DKGA with a role specialization is as follows. For the
previously mentioned flour-producing factory, a DKGA with a specialization in production machines
may be created. If the role states clearly that it is a “research expert in the domain of production
machines for a flour factory,” it is more likely that the agent returns a written paper with references
to scientific papers while sticking to the domain context. Using task-style prompting may lead the
agent to search in other domains or write less formally, despite the fact that it may be stated in
the task-based prompt.

Role-prompting, like all other prompting, needs to be well-thought-out. Research from 2023
established that the overused role-specialization of a “helpful assistant” (Zheng et al., 2023) produced
significantly worse outputs than an agent with a more specialized role-prompt.
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Figure 2: GPT researcher agents interaction

2.2.2 General rules for the selection of tools

The choice of tool selection may greatly impact the final result. Two general rules for the selection
of tools will be covered. The first is that tools should be selected carefully based on documentation
and research papers that make use of these tools. The second is that an agent should not possess
too many tools.

A research from 2024, which varied the tools of an LLM (Matthew Lam et al., 2024) showed
that selection could lead to a maximum performance variation of 50%. The selection of tools needs
to be done with careful consideration.

Another general rule for tool selection is that the agents should not possess too many tools
because it could lead to selecting the wrong tools. Traditionally, in agentic frameworks, models are
provided with a large number of tools. However, one of the main conclusions of research done by
J. Wu et al. (2025) was that having just two tools (a web search and a coding tool) was sufficient to
perform even the most difficult assigned tasks; they called their finding the “less is more” principle.

2.2.3 Tools for the DKGA’s domain knowledge gathering ability

There are many tools available to help the DKGAs gather up-to-date and accurate information.
From all available tools, a small selection will be considered because they are simple to implement,
used in research, and free to use. These are: DuckDuckGo Search, Tavily search, GPT researcher,
and Bing Web Search. All of these tools use API calls to connect with their search engine. The
API call returns the top few search results and a summary of the content.

DuckDuckGo search1 has the main advantage of being “privacy-conscious” (Saravanos et al.,
2022). In research done by Zhang et al. (2023), the tool was used to gather content from “online
community websites” to help programmers with writing code.

1https://pypi.org/project/duckduckgo-search/
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Tavily search2 is widely used in academia due to its simplicity, and free usage. It “[delivers]
real-time, accurate, and factual results at speed”3. A selection of research in computer science that
uses this tool is: creating coding helper agents (Soni et al., 2025), optimizing high-performance
computing coding (Rahman et al., 2025), and safety testing of LLMs (Ugarte et al., 2025).

The Bing web search4 created by Microsoft has the same core functionality as the Tavily search.
It uses the Bing Web Search API to find information. A research implementation from 2022 used
the tool to retrieve information online to answer questions in a web browser environment (Nakano
et al., 2022). One downside is that Microsoft will be removing the functionality as of August 20255.

The GPT researcher tool6 is a multi-agent system that can be called as a tool in certain
frameworks. It includes a task agent that receives the task, a planner that divides the task into
executable research questions, a researcher that retrieves references, and a publisher that writes
the paper. GPT researcher makes use of the OpenAI GPT-4o-mini model and the Tavily search
tool. It works with coroutines, which are implemented with the asynchio module 7. Coroutines
ensure that several elements of the code can run in parallel, such as several research executions.

2.2.4 Tools for the DKGA’s internal domain knowledge analysis

The first step in process mining is to understand the event log of the process that is being analysed.
The event log is supplied as part of internal domain knowledge. One DKGA needs a specialization
in process mining to be able to create an event log abstraction through process discovery. Using
the abstraction, the DKGA can gather external domain knowledge to select the most important
elements of the abstraction, which will be shared with the other agents.

Three tools are considered for the event log abstraction, namely the PM4PY, Apromore, and
ProM tools. All of these tools can do process discovery, conformance checking, and performance
analysis. For this background research, only the process discovery is relevant.

PM4PY (Process Mining for Python) is an open-source Python tool. It has various process
discovery modules, such as a directly-follows graph (DFG), which discovers the frequencies in the
event log and the temporal profile, which discovers time differences in data. The documentation is
very thorough8 and a scientific paper by Berti et al. (2023) provides an “in-depth overview” of the
library. There are also many scientific works which use the tool for process mining, two examples
use the PM4PY process discovery for analysing event logs (Tripathi et al., 2024; Vogt et al., 2024).

Apromore is a web-based process mining service that can be called through a specially made
API call called REST API. In terms of desired functionalities for this research, it is the same
as PM4PY. The documentation is also very thorough for this tool9. A scientific application is a
research by Conforti et al. (2015), which uses Apromore to analyse “business process variants”.

The ProM10 tool can also adhere to the directly-follows graph, variants, and temporal profile
process discovery. An explanatory research about ProM done by van Dongen et al. (2005) explained

2https://github.com/tavily-ai/tavily-python
3https://python.langchain.com/docs/integrations/tools/tavily search/
4https://www.microsoft.com/en-us/bing/apis/bing-web-search-api
5https://learn.microsoft.com/en-us/bing/search-apis/bing-web-search/overview
6https://github.com/assafelovic/GPT-researcher
7https://docs.python.org/3/library/asyncio.html
8https://pm4py-source.readthedocs.io/en/latest/
9https://documentation.apromore.org/

10https://promtools.org/
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that ProM integrates the functionality of several existing process mining tools, and that the coding is
a “pluggable” environment. The tool was introduced by a scientific research from 2005 (van Dongen
et al., 2005).

A comparison paper of PM4PY and ProM by Gomes et al. (2022) concluded that PM4PY
outperformed ProM for process discovery in terms of customization and costs.

2.3 Environment for DKGAs: architectures and frameworks

Two agentic patterns and two agentic concepts are chosen as criteria for selecting available agentic
environments in this research. The two agentic patterns are “automatic state sharing” and
“independent concurrency between agents”. The two agentic concepts are: ‘user feedback processing”
and ‘agent resilience”. In this paper, agentic concepts are qualities that an agent can possess, while
agentic patterns show how an agent works or behaves to reach its goals.

The two agentic patterns and two agentic concepts are based on four agentic patterns from
a work by Singh et al. (2024). The four agentic patterns in the research found are: “reflection”,
“multi-agent collaboration”, “planning”, and “tool utilization”. Of these four agentic patterns, two
will be rephrased into agentic concepts, one will be split into two specific patterns, and the last will
be disregarded.

The provided definition of the “reflection” agentic pattern is “allowing systems to analyze and
improve their outputs iteratively” (Singh et al., 2024). This research will implement a human-in-
the-loop, in which the user provides feedback. The agentic pattern “reflection” will be changed to
the agentic concept of “user feedback processing”. This agentic concept clears up that the reflection
is due to a user input, and not that the agents are able to improve the outputs themselves.

The “planning” agentic pattern is defined as “the strategic formulation of actions to achieve
specific goals” (Singh et al., 2024). Since this is closely linked to how well the agents communicate
and interact, a more specific agentic concept of “agent resilience” is needed because the setup might
have to withstand unforeseen crashes or errors in individual agents. This agentic concept will check
whether the agents are able to rerun themselves with different prompting or be skipped without
making the setup crash.

“Multi-agent collaboration” as an agentic pattern was defined by Singh et al. (2024) as “systems
to perform in concert towards common objectives”. Multi-agent collaboration is an optional agentic
pattern that will be a useful criterion for this research. To provide more focused criteria, this pattern
will be broken down into the two agentic patterns of “automatic state sharing” and “independent
concurrency between agents”.

If the agents can automatically share states, they can collaborate through shared communication.
Agents can function without having a shared state; however, it can help to steer the agent’s behaviour
to better fulfil its task.

The agentic pattern of “independent concurrency between agents” will be taken into consideration
when selecting an architecture and a framework. The agentic pattern is inspired by a critical
research paper by Malfa et al. (2025), which stated that agentic systems often fall short in this area.
In other words, it identified a common difference between theory and implementation: “LLM-agents
often operate in strictly sequential concurrency pipelines or parallel, rather than as independent,
concurrently operating agents”.

The agentic pattern of “tool utilization” will not be considered as a framework criterion because
all considered frameworks already support tool use.
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The four criteria are the agentic concepts of “user feedback processing” and “agent resilience”,
and the agentic patterns of “automatic state sharing” and “independent concurrency between
agents”.

2.3.1 Matching architectures to desired agentic patterns

It is not necessary to have the agentic patterns and concepts of “‘user feedback processing”, “shared
states”, “independent “concurrent agents”, and “error resistance” in the provided architectures,
however, because they are desired within the agentic system, the architectures will be categorized
by their ability to adhere to these agentic patterns.

A research survey by Acharya et al. (2025) provided three key architectural approaches that
“autonomous agents use to accomplish their aims”, they are: multi-agent systems, hierarchical
reinforcement learning, and goal-oriented modular architectures. These three architectures will be
considered for the creation of the different setups.

• A Multi-Agent system (MAS) consists of agents that work together to reach a desired output.
A recent review of MAS by Amirkhani and Barshooi (2022) extended the definition of working
together by elaborating that “the agents have to communicate, cooperate and coordinate
with one another”. The research draws the comparison that a multi-agent system works
similarly to people in society. However, a recent survey by Plaat et al. (2025) stated that
many multi-agent systems “assume a flat power hierarchy,” which is not representative of a
society.

• Hierarchical Reinforcement Learning (HRL) distinguishes between higher-level agents and
lower-level agents. The higher-level agents (similar to managers) break up the task into
smaller goals, which the lower-level agents execute. A research review by Hutsebaut-Buysse
et al. (2022) adds that HRL is prone to have “behavior reuse” because the manager agent
can ask a lower-level agent to redo the task.

• A goal-oriented modular architecture has one centralized planner agent that selects modules
based on the answer planning. Each module (which may have an LLM) has a clearly defined
role, however, the assignment of the task is given by the centralized planner agent, which
ensures the main goal is met. The modules do not have to be called, can be rerun, and can
be swapped out based on the requirements that the planner agent devised to reach the main
goal. A survey about using a goal-oriented modular implementation for 6G technology by
Getu et al. (2024) emphasized that the strength is gathering semantic information at the
time that it is needed in such a way to achieve maximum efficiency.

The agentic concepts of “user feedback processing” and “error resilience” are determined on a
framework level. However, the agentic patterns of “independent concurrent agents” and a “shared
state” are (mostly) determined by the architecture.

A true multi-agent system has “independent concurrent agents” whereby the agents try to
reach their individual goals with independent communication. HRL has higher-level and lower-level
agents, so there needs to be some sequential ordering because the higher-level agent is executed
first. However, it is possible to have concurrency between same-level agents. Goal-oriented modular
architecture has modules that are often executed sequentially, for example, a planner, worker, and
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solver module. An example is the ReWOO framework (Xu et al., 2023) because mixing the order
of these can lead to unwanted outputs.

Often, a “shared state” is missing in goal-based modular architectures because rather than one
shared state where all agents’ outputs are gathered, the planner agent instructs individual modules.
The multi-agent system architecture and HRL commonly have shared states. However, an HRL
may exhibit the same behaviour as a goal-based modular architecture when the lower-level agents
do not share a state with higher-level agents. Same-level agents may share a state.

2.3.2 Matching frameworks to desired agentic patterns and concepts

There are a large number of frameworks to choose from when designing setups. A framework
defines how agents and tools are created and how they interact. In this background section, five
suitable frameworks for this experiment are able to at least implement one of the above-mentioned
architectures, it may have none of the agentic patterns or concepts. Often, the frameworks can
create setups in multiple architectures depending on the methodological choices that are made.
The frameworks are covered one by one, and it is explained which of the three architectures and
four agentic patterns and concepts it can adhere to.

CrewAI11 is a widely implemented framework within scientific contexts. For example, it was
covered in two framework-comparison surveys from 2025 (Barbarroxa et al., 2025; Joshi, 2025).
There are two types of CrewAI frameworks: a CrewAI Crew and a CrewAI Flow. Firstly, a general
overview will be provided, and then the CrewAI Crew and CrewAI Flow will be explained in more
detail separately.

A general overview of the differences can be found in Figure 3 from the GitHub documentation12.
In the figure, it can be seen that the Crew is an environment where agents all have an individual
LLM with a shared memory and tools. The agents accomplish separate tasks, and the outputs are
combined to form the outcome. The Flow has a controlled order of execution, and it can execute
entire Crews like agents. The CrewAI Crew has an automatically shared memory, no additional
programming is needed, and the agents will orchestrate what of the memory they will use. The
CrewAI Flow, however, all of the inputs and outputs of the agents need to be saved. The Flow is
able to share a State, but this is limited to programmed variables. It is up to the programmer who
is designing the Flow, to orchestrate exactly what is passed onto the agents or Crews in the Flow.
This makes it more manual and restricted.

The Crew is a simple-to-use agentic environment where agent collaboration is a central element13,
it can adhere to all architectures and all agentic patterns and concepts. The Crew is able to have
an HRL architecture (if a higher-level agent is introduced), a multi-agent system architecture, and
a goal-oriented modular architecture. The Crew has the ability to automatically share states with
a memory, and it has a system in place for automatic error handling. If there is an issue within
an agent, it can be rerun or left out of consideration while the other agents continue to run. It is
possible to run the agents concurrently or sequentially, and it has a built-in feedback module that
can be used.

The Flow is created for “structured, event-driven workflows”14. The Flow is able to fulfil the

11https://www.Crewai.com/
12https://github.com/crewAIInc/crewAI
13https://docs.Crewai.com/concepts/Crews
14https://docs.Crewai.com/concepts/flows
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Figure 3: Comparison CrewAI Crew and Flow

criteria for a HRL and a goal-oriented modular architecture, but none of the four agentic patterns
and concepts. The Flow is able to have a HRL architecture (if a higher-level agent is introduced)
and a goal-oriented modular architecture. Inputs and outputs need to be programmed per agent,
there is no shared memory, and the order of the agents needs to be pre-defined. These are important
traits of a multi-agent system in terms of the “independent concurrent agents” and “shared state”
agentic patterns. It is possible to add these agentic patterns onto the framework to become a
multi-agent system, however, this may require extensive work. The CrewAI Flow is able to contain
agents or entire Crews. User feedback processing is not built-in, but an agent can be added that
can re-execute agents. The Flow does not have automatic error handling.

Similar to the CrewAI Flow is the LangChain15 framework. LangChain is widely used, both
within industry and scientific research, and it has much documentation. A few advantages are
that it has “a rich ecosystem of tools”16, ready-made agents, and integration packages such as
langchain-openai. The architecture and agentic pattern possibilities are the same as those of the
CrewAI Flow, for the same reasoning.

ReWOO and SmolAgents are both ReAct-based frameworks that first plan, then act, and then
observe. ReWOO traditionally uses a planner agent, a worker agent, and a solver agent in sequential
order, whereas SmolAgents uses a planning, acting, and solver module within each agent. First,
ReWOO will be covered, followed by SmolAgents.

A ReAct-based framework called ReWOO (Reasoning WithOut Observation) was introduced
by Xu et al. (2023) in 2023. It supports the goal-oriented modular architecture very well. In the
original paper, the setup was described as a “modular paradigm”. ReWOO supports a goal-oriented
modular architecture because interacting agents (modules with LLMs) have a pre-defined execution
loop17. The planner agent does all the thinking and devising of the steps, while the worker agent
follows these steps, and the solver agent combines the results in this sequential order. ReWOO is
not designed for HRL, because there are no direct sub-agents or manager agents. But, it is possible
to create a planner with sub-planners if desired. This gives it a hierarchy. ReWOO is also not
designed to be a multi-agent system because it “overlook[s] concurrency and shared states” (Malfa
et al., 2025). These agentic patterns are important characteristics of multi-agent systems. The
ReWOO framework does not have automatic error handling or user feedback processing.

15https://github.com/langchain-ai/langchain
16python.langchain.com/docs/introduction/
17https://github.com/billxbf/ReWOO
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Huggingface Smolagents18 framework was introduced in 2024 and will be considered as a
potential framework since it is both open-source and compared in recent surveys of collaborative AI
agent frameworks (Joshi, 2025; Satyadhar, 2025). Its strength lies in AI research and the simplicity
of implementation. It is similar to CrewAI because it is able to support a multi-agent system
architecture, a goal-oriented modular architecture, and it supports two of the four agentic patterns.
Contrary to ReWOO, SmolAgents does not have to have a pre-defined agent planning. Rather, it
has individual agents that can plan, act, and observe for themselves. These traits make it suitable
for multi-agent systems and goal-oriented modular architectures. Smolagents has the ability to
share states automatically with a memory and create independent, concurrent agents. It does
not possess automatic error handling or automatic feedback implementation, however, this can
be implemented by try/except statements (for error handling) and adding agents (for feedback
implementation).

2.4 LLM model integration

To ensure correct functionality, the agents themselves and the available tools may make use of LLM
calls. Two integration possibilities are covered below. Firstly, the LLM model integration for tools
will be covered, and then the LLM model integration for agents.

As mentioned in background section 2.2, tools are “predefined code paths”. The framework
only provides an influence on the inputs and outputs. This means that the LLM calls in tools are
predefined. For example, GPT researcher uses GPT-4o-mini as its default model. More details can
be found in the documentation19.

In terms of LLM-integration of agents, the frameworks that were considered for the setups
are all capable of integrating with a wide range of models, such as OpenAI, META-LLAMA, and
Gemini. The choice of model may depend on choices made by previous research or the competitive
advantage that one LLM model might offer.

3 Related work

In terms of using agent specialization to improve the internal and external domain knowledge
gathering ability of agents, there is currently much research. Below, two research examples on
the creation of a domain knowledge gathering agent in process mining are given. Followed by
two research studies that create DKGA specialization in the domains of teaching assistants and
process mining. Finally, there is work that also tests DKGA specialization to improve the output
of cross-domain questions, but with a very different specialization technique.

In the process mining domain, external domain knowledge has been used to answer questions
about an abstraction of an event log (which is a form of internal domain knowledge). A research
by Fontenla-Seco et al. (2023) created a single DKGA called C-4PM, which used a ChatGPT call
to answer questions about the abstraction of a process model. Two weaknesses of the DKGA
were that the output did not have references and that the research focused on answering simple
abstraction questions. These questions were able to be answered by one call, such as “Are there
cases where [event x] happens after [event y]?”, “explain the model of the process”, and “does the

18https://github.com/huggingface/smolagents
19https://docs.GPTr.dev/docs/GPT-researcher/llms
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model allow for any behavior?”. It is stated that more extensive experiments have not been done
and that they are potential for future work.

Another example of one DKGA that gathers external domain knowledge and combines it with
internal domain knowledge is a research by Vogt et al. (2024). It implements the search tool
GPT researcher (see Background section 2.2.3) using a REWOO framework (see Background
section 2.3) to provide external domain knowledge for process mining. The experiment is somewhat
limited due to its lack of proper evaluation (the use of simple ablation testing and a subjective
qualitative analysis) and because the agentic framework makes use of just one DKGA to answer
very complex questions.

One work by Gong et al. (2024) investigated the ability of DKGAs specialization to gather
knowledge across different domains. The result was that “specialized approach to domain-specific
knowledge” improved the outputs significantly. However, the implemented strategy for specialization
was very different. Instead of utilizing role prompting, the implemented strategy added “domain-
specific modules” to the framework, which gave the models segmented training data.

A collaborative multi-agent research from 2024 created specialized DKGAs through role prompt-
ing to answer high school science questions (Chen et al., 2024). This specialization with different
roles was an “effective strategy”. For example, physics questions were answered with the sequential
execution of three specialized agents: a physicist, a mathematician, and a summarizer. Since the
physicist and the mathematician gathered knowledge, they can be identified as DKGAs. The
summarizer used knowledge from these agents and, therefore, is not identified as a DKGA. One
limitation of this research is the “task-specific design” which meant all the prompts were written
by humans and rigid for a particular task. This will also be a limitation of this research since rigid
role-prompting will be used so the DKGAs stay on task.

There is research by Berti et al. (2024) in the area of process mining that uses multiple DKGAs
to gather external domain knowledge to perform a root cause analysis on a DFG abstraction. The
researchers used a CrewAI Crew to make an “AI-Based Agents Workflow” which was a “powerful
tool”. The agents were a cause analyst, a cause explainer, and an insights grader (which gave a
score to the process mining insights proposed by others). A downside of this research is that the
agents in the workflow did not possess domain knowledge searching tools, meaning that the analysis
did not reference the reasoning for the decision.

4 Method

Five setups are created that all answer the same process risk and process inefficiency questions.
Three of these setups have the number of DKGAs as an independent variable, and the other two
setups are part of a human-in-the-loop experiment by allowing the user to provide feedback.

A global setup can be seen in Figure 4, which holds for all five experimental setups. It has two
inputs (an event log and a question), a total of N DKGAs which run sequentially, and a writing
agent. This writing agent combines the domain knowledge gathered by all the DKGAs and weaves
it together into a coherent report. This writing agent is the same for every setup with exactly the
same prompting; its aim is to answer the process risk and inefficiency questions. The code of all
the setups can be found on GitHub.

This section has five subsections that explain the methodological choices made to create the
setups. The first subsection explains how the question input is created. To create DKGAs, three
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Figure 4: Global setup

elements are required: a clear role definition, a task, and available tools. The second subsection
focuses on the role definition and task creation depending on the number of agents in the setup.
Available tools are covered in the third subsection. The fourth subsection covers the architecture
and framework selection made to create a desired environment for the DKGAs. The evaluation
method is covered in the final subsection.

4.1 Process mining question design

The questions used in this particular research focus on a causal analysis of risks or inefficiencies for
certain processes. Combining different areas of domain knowledge can help to spot these causes,
as mentioned in the computer factory example in Background section 2.1, whereby the wrapping
stage of computers is slow, and added domain knowledge may add that this is because computers
consist of many fragile parts and that wrapping if often done by hand.

The experimental setups are all given the same six process risk and process inefficiency questions.
All questions are made from the following question template:
“Can you find the {focus} in the {process} process at {company} and what are the potential
causes for the {focus}?”

The variables that can be changed are inside the curly braces. This question template will test
six variations of process risk and process inefficiency questions, namely:

• “Can you find the environmental risks in the purchase to pay (P2P) process at Walmart
and what are the potential causes for the environmental risks?”

• “Can you find the regulatory risks in the loan application process at Wells Fargo bank
and what are the potential causes for the regulatory risks?”

• “Can you find the IT and cyber risks in the IT incident process at Volvo and what are
the potential causes for the It and cyber risks?”

• “Can you find the audit risks in the order to cash (O2C) process at Procter & Gamble
(P&G) and what are the potential causes for the environmental risks?”
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• “Can you find the operational risks in the travel expenses process at Google and what
are the potential causes for the environmental risks?”

• “Can you find the process inefficiencies in the accounts payable (AP) process at General
Electric (GE) and what are the potential causes for the environmental risks?”

In this paper, when referring to process risk or inefficiency questions that are answered, these
are the exact formulations of those questions.

4.2 Creating DKGAs: role and task defintion

To be able to answer the six different process risk and process inefficiency questions, different
areas of domain knowledge expertise are required. The role and task definition changes when more
DKGAs are introduced.

When taking the example question “can you find the environmental risks in the purchase
to pay (P2P) process at Walmart and what are the potential causes for the environmental
risks?”, it is possible to answer with one DKGA, two DKGAs, three DKGAs, and so forth by
making use of role prompting and task creation to specialize agents. If there is only one DKGA
that has to gather knowledge from the domains of “environmental risks”, the “purchase to pay
(P2P)” process, and the “Walmart” business, the agent is not specialized. The role would be a
general expert on process mining and the task would be to gather knowledge about many different
topics to be able to answer the questions. However, if more DKGAs work together, they can all
gather a part of the knowledge and specialize in that domain. A theoretical example for the role
specialization and task prompting of four DKGAs is the following:

1. Company expert: specialize in Walmart, taking the P2P process and environmental risks into
account

2. Risks expert: specialize in environmental risks and its causes, taking Walmart into considera-
tion

3. Process expert: specialize in the Purchase to Pay process, taking environmental risks into
consideration

4. Process mining expert: take the event log of the P2P process and make an abstraction. Then
report the most important events for environmental risks in the P2P process at Walmart.

The role specialization is the name of the expert mentioned before the colon, and the task is the
sentence after the role specialization. In this theoretical example, the role specialization and task
are less thorough than in the real experimental setups.

A metric of how specialized the agents are is the Degree of Specialization (DoS). The DoS is
the number of agents that work together to gather domain knowledge minus one, because with
only one DKGA, there is no specialization. In the example shown above, four DKGAs are given, so
the degree of specialization is three.
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4.3 Creating DKGAs: tool selection

For the creation of DKGAs, a tool selection is needed. Due to the reasoning in background section
2.2.3 about the potential overuse of tools, the DKGAs in this research will have a maximum number
of two tools. This way, the agents have a clear oversight.

For all setups except one, the selected search tool for the DKGAs is the Tavily search tool due
to its simple application and the fact that it is widely used within research. Tavily search returns
the source, title, and a summary of the content of a page; an example can be seen in the Appendix
section 9.4. The between-agent human-in-the-loop experiment will have a GPT researcher as a
search tool be able to measure the difference in reference gathering during the references analysis.
GPT researcher returns a report with references.

The selected process mining tool is the PM4PY library. All of the tools covered in the background
have the necessary functionality, so this is based on ease of use and the fact that the PM4PY
performed better in the mentioned comparison survey.

The DKGAs will be in control of when and how often their tools will be called to keep
the independence of the agents in the multi-agent system. One exception is the between-agent
human-in-the-loop experiment in which the DKGAs’ use of tools is pre-defined.

4.4 DKGA environment: architecture and framework selection

Although hierarchical reinforcement learning and goal-oriented modular architectures are important
in agentic AI, the focus of this research will be on multi-agent systems.

The reason a hierarchical reinforcement learning architecture is not chosen is because this
research does not require a higher-level agent (such as a manager). Additionally, it could change
the focus of the research, because a higher-level manager agent is in control of the inputs, outputs
and what order to call the agents in. This means that the quality of the output is partially about
how well the manager agent can handle different amounts of agents, not about the specialization
increase of the DKGAs.

Goal-oriented modular architectures is not chosen for the main setups because the DKGAs need
to be able to have individual goals and some level of autonomy. Modular architecture has a ’thinking’
(planner) agent devises what tasks the modules will perform which restricts the freedom. For the
between-agent human-in-the-loop experiment, this will be used for the reason that a multi-agent
system cannot adhere to the strict agentic control it requires.

In a multi-agent system, the agents share a memory to “communicate and cooperate”, but work
towards performing their own goals, which they try to achieve as well as possible. In this research,
a sequential multi-agent system is chosen for the rest of the setups, which misses the important
characteristic of multi-agent systems. The “independent concurrent agents” agentic pattern of a
multi-agent system is not met as well due to the sequential process, as mentioned in the Global
Setup. The reason for a sequential process is to ensure comparability of outputs. For example,
when running DoS2 multiple times in a non-sequential order, the outcomes may differ greatly. The
agents are able to use the results of previous agents, if the previous agents differ, the output of
certain agents is better than others.

In summary, a sequential multi-agent system is used for all setups but the human-in-the-loop
between-agent setup because it is not possible to perform the desired action in a multi-agent system.

After a close examination of all the available frameworks for the experimental setups (see
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background section 2.3.2), this research will be working with CrewAI. CrewAI is well-documented,
creates a workflow that is very controllable.

For four of the five setups in this research, a CrewAI Crew will be used for two reasons: it
adheres to all agentic patterns and concepts mentioned in the background section and there are
multiple example research projects in process mining using CrewAI Crew, as was stated in the
Related Work section 3.

The reason why the between-agent human-in-the-loop setup uses the Flow is because it requires
specific agents to be re-run. This specific looping of agents is not possible for the CrewAI Crew
which is more restrictive. A downside that follows is that there is no longer an automatically shared
memory between the agents. In Section 2.3.2, it was explained that in the CrewAI Flow, there is
no shared memory but a pre-programmed State, and that the inputs and outputs per agent also
need to be programmed.

4.5 LLM model selection

The setups using the CrewAI Crew will make use of the default LLM, which is the GPT-4o-mini
model, as can be found in the documentation20.

The CrewAI Flow has no default model. The agent LLM integration needs to be explicitly
written down in the code, such as “model=openai/GPT-4o”. This gives more control for the model
selection of each agent. The CrewAI Flow will also make use of GPT-4o-mini for all agents except
the writing agent. The writing agent in the Flow will make use of GPT-4o because the strength of
the final report depends on how well the writing agent can interlace all of the information. GPT-4o
is a stronger model for text generation, so it is favoured over GPT-4o-mini.

As mentioned in the background information, tools are external pieces of code. They also have
a hardcoded LLM call.

4.6 Evaluation

There are three chosen evaluation methods: the ‘contribution percentage’, the one-sided Wilcoxon
signed rank test, and a references analysis. In a side study of this research, see Appendix section
9.1, three different evaluation methods were tested. This section briefly covers why some of the
tested methods will not be used in this evaluation.

To analyse the quality of the experiment outputs, the quantitative ‘contribution percentage’
metric is set up. The specific definition is covered in Section 4.6.2.

Using the contribution percentage, a one-sided Wilcoxon signed rank test will be performed to
compare whether the increase in DKGAs is statistically significant for the main experiment.

Another evaluation method that will be used is a references analysis, because it was a successful
method in the side study.

An evaluation method that will not be used is the LLM-as-a-judge method because it was not
yet reliable enough, as was shown in the side study. The LLM-as-a-judge would re-interpret the
definition of %IDK (a measure similar to the ‘contribution percentage’) at every run, which led to
large standard deviations. Also, the output was less explainable than human grading because the
LLM did not provide the exact textual grading.

20https://docs.crewai.com/en/concepts/llms
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Category Description
Self-published
company papers

This means that the source is from a page of the company that is
getting analyzed. For example, www.media.volvocars.com for the
Volvo prompt and www.pgsupplier.com for the P&G prompt

Academic publi-
cations

These references link to an acknowledged publications platform such
as www.tandfonline.com and link.springer.com.

Non-academic re-
search

References that lead to research done by companies. Often, these
are large consulting companies that have done extensive market
research. To qualify as ”research,” the paper needs to have links
to other research or be done by multiple researchers. It cannot be,
for example, a blog of one person who has done a small internet
search. This is a fine line, yet this definition should really encapsu-
late research that has been done with significant effort, significant
evidence or referencing, and/or a significant number of contributors.

Non-academic
source

Any source that is non-academic and that does not fall in the
category above falls into this category. Often, these are blogs of
people who have done research into the definition or process in a
particular domain.

Social media or
press release

This includes articles and news publications that are published on
social media platforms or press platforms. References from social
media platforms are often from LinkedIn, and press release platforms
range from papers such as ”The Guardian” to ”Forbes.”

Link does not ex-
ist (anymore)

This is a link that does not lead to an article. It may be that the
link once existed and that the company has removed the article, or
it may be that it has never existed at all.

Law documents This is a small category made for law documents. These are official
documents that factually state the laws.

Table 1: Category explanations of references classification

Another method that will not be used is the percentage of integrated domain knowledge. This
was an effective measure in the side study; however, because the main focus of this research differs,
a new metric called the ‘contribution percentage’ is defined below, which will be applied. A tip from
the side study that will be taken into account is to ensure that the measurement is well-defined.
The less open to interpretation the definition is, the lower the chance of large standard deviations
between measurements.

4.6.1 Reference categorization

The references categorization has a manual classifying process, and all the references are checked
one by one. This means that even though the results are quantitative, several qualitative remarks
can be made.

There are seven categories for the references, which have been made during the evaluation side
study, and the table of categories with their explanations can be found in Table 1.
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4.6.2 Contribution percentage

The contribution percentage is an evaluation metric that will be used to assess the quality of the
textual output. Since the goal of the experiments is to answer process risk and process inefficiency
questions with gathered domain knowledge, the metric measures this.

The contribution percentage is measured per paragraph with rules that are as follows:

1. Is the knowledge referenced to a process mining step?

2. Is the knowledge cited?

3. Is the information too generic or non-contributional?

Some extra explanation of these questions is:

1. The foundation of answering the question is looking at the process steps from the abstraction
that are going to be analysed. The process steps are often represented with an arrow between
two events, for example “Order Validation -> Customer Credit Check”. These steps are
taken from the process mining agent.

2. The DKGAs can use a search tool to gather information about their domain. In every
paragraph, if domain knowledge is used, there should be a reference to the website or paper.

3. Too generic is non-cited information. An example of generic is “The Loan application
process at Wells Fargo Bank is critical”21 and “The management of travel expenses is a
critical area for organizations, especially those operating on a global scale like Google”22.
Non-contributional means that the output contains information that is not relevant for
answering the question or repetitive. For example, the solution for identified risks was never
asked in any of the questions. However, it is covered in the sentence: “Further assessment
and re-engineering of this process step can decrease the manual interventions often required,
thereby reducing the operational bottlenecks associated with high rejection rates.”23. Another
non-contributional statement is when the content of the report is summarized. This is, for
example “AP encompasses crucial activities such as invoice processing [...] and exception
handling, all of which are intertwined with operational efficiency and vendor relationships”24.
It does not add any new knowledge from the agents, and because the report is only a couple
of pages, it does not need a summary of the content.

Below are three example calculations of the ‘contribution percentage’. The calculation is simply
taking a percentage of the characters that adhere to the definition, divided by the total number of
characters. The characters in the curly braces adhere to the definition.

• {##1. Order Entry -> Order Fulfilment The first step in the O2C process at P&G is **Order
Entry**, where customer orders are received and swiftly recorded. Audit risks in this phase
are often associated with inaccuracies in data entry. Errors here can lead to prolonged delays

21DoS2 DK/DoS2 run2/regulatory-loan-wellsfargo
22DoS2 DK/DoS2 run1/operational-Travel-Google.txt
23DoS4 DK/audit-O2C
24DoS2 DK/DoS2 run1/inefficiencies-AP-GE.txt
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in subsequent steps such as **Order Fulfillment**. According to HighRadius (2024), timely
and accurate order processing is essential to avoid bottlenecks that can result in missed
delivery dates, which directly correlates with the reputation of P&G. An error in an order
may lead to customer dissatisfaction and necessitate corrective actions (Emerald Insight,
2022).} Implementing double-checking mechanisms or automated data entry systems can
mitigate these risks effectively.25

Analysis: the first part of the paragraph covers a chosen step from the process mining
agent, then continues with information from the process agent and finishes with a company
repercussion. All the information has a reference. The last part of the paragraph is a
recommendation for mitigations, this is not part of the event log question so this will not be
covered in the coverage percentage. The percentage is (646/756) ∗ 100 = 85.5%.

• {Walmart’s Purchase-to-Pay process reveals numerous environmental risks stemming from its
operational and supply chain dynamics.} Notably, through rigorous sustainability initiatives
and best practices, Walmart has viable avenues to reduce these risks significantly. Through
careful management of requisitioning, vendor selection, order creation, receipt of goods,
payment processing, and supplier management, Walmart can strengthen its commitment to
environmental sustainability while improving operational efficiency. {The results derived from
this analysis underline the necessity to incorporate sustainability as a fundamental aspect of
business strategies in the P2P process.}26
Analysis: This conclusion covers the answer to the event log question in the first sentence.
The following phrase is becoming too general because the event log question did not ask for
recommendations. The final sentence does contribute to the event log question by answering
it. The contribution percentage is (287/677) ∗ 100 = 42%

• In the rapidly evolving business landscape of 2025, Accounts Payable (AP) has transcended
its traditional role as a back-office function to become a strategic lever for cost control, risk
management, and operational efficiency. For multinational corporations like General Electric
(GE), optimizing AP processes is crucial to maintaining competitive advantage. This report
synthesizes insights from process mining, industry benchmarks, and case studies to provide a
comprehensive analysis of AP inefficiencies at GE and actionable strategies for improvement.
The report draws on over 20 authoritative sources and integrates findings from process mining
diagnostics to highlight key areas for optimization.27

Analysis: The first sentence is too generic and does not have a reference for this statement.
Following this is a sentence that introduces the topic of GE with AP processes. This sentence
is non-contributional because it is a global statement that could be said about any process;
there is no reference to back this up. However, it may be argued that it does contribute to
answering the question by linking GE to the AP process. The example concludes with a non-
contributional summary and a too generic explanation of the steps taken. The contribution
percentage is (0/704) ∗ 100 = 0% when examining the paragraph critically.

25DoS2 DK/DoS2 run2/audit-O2C-PG
26DoS0 DK/environment-P2P-Walmart
27DoS2 DK/DoS2 HITL flow/Flow-AP-GE.txt

22



Figure 5: Critical values table for N=6

4.6.3 Wilcoxon signed rank test

A paired one-sided Wilcoxon signed rank test has been selected to compare the benchmark setup
(DoS0) to the DoS2 and DoS4 setups. The reason for the signed Wilcoxon test is because the
variables are dependent28 and because of the small amount of samples, no assumption can be made
about the underlying distribution. The reason a t-test was not chosen is because it assumes that
paired differences of the questions should be normally distributed. It also and does not handle
outliers well.

The tests performed will be one-sided because the test is only interested in whether the increase
of DKGAs improves the contribution percentage. If it improves the contribution percentage, the
median of the differences is negative.

The selected significance level for the H0 to be rejected is α < 0.05. The reason for this strict
significance level is that the definition of contribution percentage can be quite subjective. This
subjectivity can lead to large standard deviations per grading attempt, thus, it is important to be
sure of the hypothesis rejection.

The calculation that will be used is as follows: calculate the contribution percentage difference,
assign a rank based on sign and size, calculate W and compare it to the critical value for the
desired significance level. These steps will be described in more detail in the following paragraphs.

The contribution percentage difference is calculated with the formula di = DoS2[i] −DoS0[i].
Using this, ranks are assigned to the difference in contribution percentage based on the size

of the difference and its sign. Out of n pairs, the smallest difference is assigned a rank of 1, and
the largest difference is assigned a rank of n. The sign is added after the rank is determined. For
example, if the differences are -3, -4, 8, 10, -12, and -13, the ranks are: -1,-2,3,4,-5,-6. The Wilcoxon
test needs non-zero differences to rank, so the test cannot be performed if there are many differences
of zero. If the differences are the same, those values receive the same rank.

The W calculation is finding the minimum of the sum of the ranks. See the formula below.

W = min

(∑
i

di>0
positive rank(|di|),

∑
i

di<0
negative rank(|di|)

)
.

The critical value can be found by looking at Table 5, the significance level can be matched with
the N. However, because this Wilcoxon signed rank test makes use of a one-sided experiment, the
chosen significance level is doubled. Since the experiments in this research work with six pairwise

28The DoS0 and DoS2 contribution percentages gathered are answering the same event log question, they cannot
be seen as independent from each other
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differences (six evaluated questions), N=6, and, as mentioned beforehand, the chosen significance
level was 0.05. Doubling this gets a critical value for the experiments is 2.

If W is below or equal to two, the outcome is significant and the null hypothesis is rejected.
Otherwise, it is not significant, and the null hypothesis is not rejected.

The hypotheses are as follows:

• H0 DoS2 :There is no difference in performance between DoS0 and DoS2 (median difference =
0).

• H1 DoS2 : DoS2 outperforms DoS0 (median difference > 0).

• H0 DoS4: There is no difference in performance between DoS0 and DoS4 (median difference =
0).

• H1 DoS4 : DoS4 outperforms DoS0 (median difference > 0).

5 Experimental setup

The objective of this research is to evaluate how DKGA specialization through specific role-
prompting and user feedback processing affects the quality of reports for answering process risk
and process inefficiency questions.

By varying the amount and roles of DKGAs, the main experiment changes the degree of
specialization per agent. Three setups are tested:

• DoS0: A single generalist agent

• DoS2: Three moderately specialized agents

• DoS4: Five highly specialized agents

The setup with the degree of specialization of zero is a simplified version of the setup in previous
research by Vogt et al. (2024).

Two DoS2 setups are specialized further by the implementation of different human-in-the-loop
feedback methods to test whether this improved the output quality. These setups can be described
by the following:

• DoS2CH: DoS2 setup with within-agent feedback

• DoS2FH: DoS2 setup with between-agent feedback

The within-agent feedback works as follows: after a DKGA has run, the user is presented with the
result of the DKGA and is allowed to provide feedback. The DKGA implements the feedback. This
repeats until the user has no more feedback.

The between-agent setup first runs through all agents and creates a final report. The user can
read the report and formulate feedback based on it. It can ask the setup to rerun a particular agent
with supporting feedback. Once the particular agent is re-run, the setup will return to the writing
agent and execute it, so the new information gets recombined. This repeats until the user has no
more feedback.
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Figure 6: Degree of specialization is zero
(N=1) including planner agent Figure 7: Degree of specialization is 2 (N=3)

Figure 8: Degree of specialization is 4 (N=5)

5.1 Main experiment setup

This experiment changes the Degree of Specialization (DoS) of DKGAs through role-prompting.
The setups are as follows:

• Degree of Specialization 0 (DoS0): one worker agent without a specialization. This is the
baseline.

• Degree of Specialization 2 (DoS2): one process mining agent, one process agent, and one
company agent.

• Degree of Specialization 4 (DoS4): one process model selection agent, one process analysis
agent, one process specialist agent, one company agent, and one cause investigator agent.

A visual abstraction of the three setups can be seen in Figure 6, 7 and 8.
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5.2 Human-In-The-Loop (HITL) experiment setup

The HITL experiment provided the DKGAs with the human trait of interaction by allowing the
user to provide feedback. As mentioned in the method (section 4.4), the two setups have a different
architecture, framework, and reference-gathering tool.

The DoS2CH within-agent feedback setup has the same DKGAs and search tools as in the
conceptual framework of DoS2. The DoS2FH between-agent feedback setup uses a different
architecture, framework, reference-gathering tool, and number of agents than the within-agent
setup. Firstly, the DoS2CH within-agent setup will be explained in more detail, and then the
DoS2FH between-agent setup.

For the DoS2CH setup, the framework makes use of a CrewAI Crew framework with a sequential
multi-agent system architecture (4.4). To gather external domain knowledge, the Tavily search
tool is used, as explained in the tool selection subsection of the method 4.3. In the Crew, the
human-in-the-loop implementation is as simple as adding “human input: True” to the DKGAs in
the task definition file.

An explanation for the selection of a goal-based modular architecture and a CrewAI Flow
framework is provided in method section 4.4 and the explanation for the GPT researcher tool can
be found in method section 4.3.

The two extra agents within DoS2FH are: an introduction agent to gather the question
information and a human agent to receive and process feedback. The reason for a separate
introduction agent is that the CrewAI Flow setup reruns the entire agents. In other setups, the
first DKGA gathers user information, and the feedback implementation of the Crew does not ask
for the input again. The introduction agent will not have any searching tools to prevent the agent
from performing abnormally.

The Flow does not have a shared state; instead, it shares a pre-programmed class instance. In
this experimental setup, it is defined as:

class FlowState ( BaseModel ) :
p roc e s s : str = ”  ”
company : str = ”  ”
focus : str = ”  ”
chosen approach : str = ”  ”
f i l ename : str = ”  ”
s p e c i f i c q u e s t i o n : str = ”  ”
human feedback : str = ”  ”
f i n i s h e d : bool = False

FlowState is the name of the class instance that is passed through all the agents.
The feedback is implemented as follows. The nested attribute called “finished” starts with the

boolean False and gets changed to True once the full agent sequence has been run once. If the
nested attribute “finished” is True, then the next agent in the sequence is always the writing agent.
If it is False, the sequence continues.

FlowState contains more variables besides “finished”. Chosen approach is the selection the
abstraction agent makes. Company, process, focus, and filename will be added by the user in the
introduction agent, and the other variables are added by the agents when running. For example,
human feedback is added by the human (feedback) agent.
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Setup Agent Functionality GPT LLM
DoS0 Planner Main 4o-mini
DoS2FH Introduction Main 4.o
DoS0 Worker Main 4o-mini
DoS2FH, DoS2, DoS2CH Process Mining Choosing approach tool 4o-mini
DoS4 Process model selection Choosing approach tool 4o-mini
DoS2FH, DoS2, DoS2CH Process Mining Analysis tool 4o-mini
DoS4 Process analysis Analyses abstraction 4o-mini
DoS2FH, DoS2, DoS4, DoS2CH Company DK Main 4o-mini
DoS2FH, DoS2, DoS4, DoS2CH Process DK Main 4o-mini
DoS4 Cause investigator Cause agent 4o-mini
DoS0, DoS2, DoS4, DoS2CH Writing Main 4o-mini
DoS2FH Writing Main 4o
DoS2FH Human Main 4o-mini

Table 2: Overview of each LLM-based part of the setups

5.3 Creating the abstraction from an event log

In the DoS2, DoS2CH and DoS2FH setups, a process mining agent is present which is able to
recognise .csv and .xes files as event log inputs. In DoS4, this is the process model selection agent.
Using this input, the PM4PY library takes an abstraction and turns the event log into either a
directly-follows graph, a temporal profile graph, or a variants graph depending on the context of
the process risk and process inefficiencies questions. Figure 14, in the Appendix, shows an example
DFG abstraction by the process mining agent.

After the abstraction has taken place, an analysis of this process is executed either by an
independent agent (DoS4) or a tool (DoS2, DoS2CH,DoS2FH). An example output can be seen in
Figure 15, in the Appendix.

5.4 LLM usage in all experiment setups

As mentioned in the method, agents in the CrewAI Crew use the default model GPT-4o-mini.
There is no default in the CrewAI Flow, however, GPT-4o-mini has been chosen because it was
the default of the CrewAI Crew. An exception for this is the writing agent, which makes use of
GPT-4o (see methodology section 4.5).

In the CrewAI Flow and the tools of both frameworks, the LLM calls are hardcoded, such as
model=”openai/GPT-4o”. The tools used in the Crew and the Flow setups have the same LLM
calls.

An overview of the LLM use linked with the agent, and if applicable, the tool can be seen in
Table 2.

5.5 Evaluation steps

All five experimental setups have at least six contribution percentage measurements because there
are six process risk and process inefficiency questions. Two exceptions are the DoS0 and DoS2
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Focus Process Company Run 1 Run 2 Run 3 Average Sd σ
Environmental risk P2P Walmart 54.67 60.90 57.19 57.18 3.13

Audit risk O2C P&G 56.65 61.55 61.94 60.05 2.95
Process inefficiencies AP GE 44.46 41.22 63.40 49.69 11.98

Operational risks Travel cost Google 64.13 66.92 51.66 60.90 8.13
Regulatory risk Loan app. WF bank 52.55 54.80 70.04 59.13 9.52
IT & Cyber risk IT incident Volvo 69.93 65.36 55.42 63.57 7.42

Table 3: Contribution [%] for multiple DoS0 runs

setups, which are be run three times to be able to give a more reliable average confidence percentage
per run. This decision is based on a recommendation from the side study (Appendix section 9.1),
which stated that “it is recommended to use one human evaluator who repeats the evaluation
multiple times”. Running the setup three times means that all six questions are asked three times.

DoS2CH and DoS2FH will have a reference analysis, and a one-sided Wilcoxon signed rank test
will be performed on the results from the main experiment.

6 Results

This chapter covers the results of the main experiment and the human-in-the-loop experiment.
Both experimental results have a quantitative and qualitative description.

The main experiment has an additional Wilcoxon signed rank test, and the human-in-the-loop
experiment is subjected to a references analysis.

The final subsection, section 6.3, contains a summary of the results.

6.1 Main experiment

In the main experiment, the DoS0 and DoS2 setups were each run three times, as explained in the
Experimental Setup Section 5.1. The corresponding percentages can be found in Tables 3 and 4,
along with the average and standard deviation for each question. The grey box in Table 4 indicates
that this particular experiment was rerun due to the contribution percentage being less than 10%
in total. This was abnormal and did not happen on any of the other runs.

Table 6, shows the (average) contribution percentages of the DoS0, DoS2 and DoS4 setups. The
colours in the table represent the differences in percentage to the DoS0 results, the explanation can
be found in the Table 5. DoS0 is considered to be the baseline so the colour representations of
DoS2 and DoS4 setups are compared to DoS0.

6.1.1 Quantitative results description

Four main quantitative descriptions will be covered: the differences in average contribution
percentage between the setups, describing specific differences between the setups, finding the
extreme values in Table 6, and a description of the standard deviations between runs of the DoS0
and DoS2 setups from Table 3 and 4.
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Focus Process Company Run 1 Run 2 Run 3 Average Sd σ
Environmental risk P2P Walmart 85.67 82.04 76.97 81.56 3.57

Audit risk O2C P&G 88.73 84.74 78.12 83.86 4.38
Process inefficiencies AP GE 69.43 67.33 68.95 68.57 0.90

Operational risks Travel cost Google 83.47 57.54 71.19 70.73 10.59
Regulatory risk Loan app. WF bank 88.13 93.23 85.84 89.07 3.09
IT & Cyber risk IT incident Volvo 70.12 72.27 67.18 69.86 2.09

Table 4: Contribution [%] for multiple DoS2 runs

Colour Difference in
percentage

Explanation

>= 10% Compared to DoS0, the CP is at least 10% higher.
0% <= x < 10% Compared to the DoS0, the CP is between 0 and 10% higher
< 0% Compared to the DoS0, the CP is less than 5% higher, which can

also mean that it is negative compared to DoS0.

Table 5: Colour definition of Contribution Percentage (CP) comparison tables

Table 6 shows that the contribution percentage average for the DoS2 setup is 18.86% higher
than that of DoS0, while the difference between the DoS0 and the DoS4 setup is only 11.66%. The
percentage contribution rises between the DoS0 and DoS2 setup and then drops between the DoS2
and the DoS4 setup.

When examining Table 6 in more detail, compared to DoS0, four of the DoS2 questions had at
least 10% higher contribution percentage, and the other two had a difference between five and ten
percent higher. The lowest DoS2 percentage is 69.86% of the IT incident handling process with the
IT & cyber risks and Volvo as the company.

Compared to DoS0, DoS4 had four instances that performed better in terms of contribution
percentage. Three instances have a minimum of 10% higher and one instance is between five and
ten percent higher. Two instances had a percentage difference of −13.6% and −1.03% compared
to DoS0. The lowest DoS4 percentage is the lowest of the whole table as was mentioned before.
Compared to DoS2, DoS4 has only lower percentages of contribution.

In terms of the highest and lowest values of Table 6, the highest value of the table is from the
DoS2 setup with the regulatory risk focus; the contribution percentage is 89.07%. The lowest value
of the table is 36.09% from the DoS4 setup, which examines the process inefficiencies of the AP
process for General Electric. This is the lowest value of the table by 13.6%, thus could be considered
as an outlier compared to the rest of the data. But, it could also be part of a trend because all of
the lowest values of DoS0, DoS2, and DoS4 are all answering the AP process question.

Table 3 has a large standard deviation of 11.89% for the question with the focus on process
inefficiencies. The table only has two standard deviations below five percent. Table 4, which
presents the results from the multiple DoS2 runs, shows lower standard deviations. There is only
one standard deviation above five percent. The highest standard deviation in the table is 10.59%.
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Focus Process Company DoS0 DoS2 DoS4
Environmental risk Purchase-to-Pay (P2P) Walmart 57.18 81.56 78.83

Audit risk Order-to-Cash (O2C) Procter & Gamble (P&G) 60.05 83.86 67.51
Process inefficiencies Accounts Payable (AP) General Electric (GE) 49.69 68.57 36.09

Operational risks Travel expenses Google 60.90 70.73 59.87
Regulatory risk Loan application Wells Fargo bank 59.13 89.07 81.45
IT & Cyber risk IT incident handling Volvo 63.57 69.86 69.96

Average of DoS 58.42 77.28 65.62

Table 6: Contribution [%]; a table for comparing DoS0, DoS2 and DoS4

6.1.2 Qualitative results description

In this subsection, three main topics will be covered: a qualitative description of the highest and
lowest values, an output analysis of why 100% contribution percentage cannot be reached and two
functionality descriptions.

The highest value in the table is from the DoS2 Loan application process. The output paper is
exemplary in contribution because almost every paragraph has a cited reference to the company,
the process, and the step in the event log. The two outputs that scored the lowest contribution
percentage had the issue that company-specific information gathered by the company DKGA was
left out in some paragraphs. The results of this DKGA were overlooked in the writing agent when
it combined all the DKGA results.

There are three reasons why all contribution percentages are lower than 90%: the introductions
and conclusions being too general, the summaries and an incorrect interpretation of the“PM agent”.

The introductions and conclusions in the outputs are often too general. Statements such as “AP
encompasses crucial activities such as [...], all of which are intertwined with operational efficiency
and vendor relationships” or “For Wells Fargo, a leading bank in the United States, understanding
bottlenecks in this process can significantly enhance customer satisfaction and improve operational
efficiency” are examples of this.

If the introduction summarizes the content of the report, it is not counted as a contribution, as
was mentioned in the definition. In some outputs, this led to a lower contribution percentage than
neccesary.

Sometimes, the writer agent interpreted the name of the process mining agent, the “PM agent”,
as a project management agent. It added the incorrect name of the agent to its own prompting
and this incorrect assumption was another reason that some scores were lower.

Two other important aspect to note in terms of functionality are the incorrect length of the
output and the correct Tavily execution. The reports are no longer than 1500 words, even though
the prompt instructs to have more than 1500 words. The Tavily search tool used by the DKGAs
correctly returned 20 references, as instructed by the tasks. An example can be seen in the Appendix
Section 9.4.
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Focus (i) |DoS2[i] −DoS0[i]| Signed rank |DoS4[i] −DoS0[i]| Signed rank
Environmental risk 24.38 +5 21.65 +5
Audit risk 23.81 +4 7.46 +3
Process inefficiencies 18.88 +3 13.60 -4
Operational risks 9.83 +2 1.03 -1
Regulatory risk 29.94 +6 22.32 +6
IT & Cyber risk 6.29 +1 6.39 +2

Table 7: Pairwise difference (di) in contribution percentage [%]

6.1.3 Wilcoxon signed rank test

As mentioned in the method section 4.6.3, the significance test will be one-sided due to the fact
that the test is whether DoS2 and DoS4 perform better than DoS0. The python code used to
calculate the p-value can be found in the evaluation repository29.

The six process risk and process inefficiency questions will be evaluated by making pairs of the
contribution percentages per setup, in the case of DoS2 and DoS0 these values are the averages of
the three runs that are performed.

The outcome of the statistical test is shows that DoS2 significantly outperforms DoS0. The
reasoning for this is as follows: all values of DoS2 are larger then DoS0 (di = DoS2[i] −DoS0[i]),
and they are positive. The assigned ranks therefore are +1,+2,+3,+4,+5 and +6. The W
value is zero because the minimum of the sum of the positive and the negative ranks is zero
(W = min(0, 21) = 0). As shown in Table 5, the critical value for W at N=6 with a significance
level of p=0.05 is 2.W is below the significance level so the result is significant at p ¡ .05. The
proposed null hypothesis - there is no difference in performance between DoS0 and DoS2 - is
rejected.

DoS0 has three runs and DoS4 has one test run. The averages of the DoS0 runs will be compared
with the results from DoS4, set of 6 pairwise differences. The outcome of the statistical test is
that DoS4 does not significantly outperform DoS0. as The assigned ranks are +2,+3,+5,+6 and
−1,−4. The sum of the absolute values of the ranks are 16 and 5. This makes the W value
calculation:W = min(16, 5) = 5. As shown in Table 5, the critical value for W at N=6 with a
significance level of p=0.05 is 2 thus W is not below the significance level so the result is not
significant. The null hypothesis - there is no difference in performance between DoS0 and DoS4 - is
not rejected.

6.2 HITL experiment

There are two setups for the HITL experiment, DoS2CH and DoS2FH, and they will be compared
to the DoS2 setup. The comparisons in contribution percentage can be found in Table 8 and
the colour definitions of Table 5 are used. There are different results based on the setups. The
Crew and Flow setups both have a report output 3031. The Flow has three additional outputs of:

29https://github.com/CodingBuddy25/Evaluation LLM/blob/main/WilcoxonTest.py
30https://github.com/CodingBuddy25/CrewAI DK4PM/tree/flow DoS2 HITL/Results
31https://github.com/CodingBuddy25/CrewAI DK4PM/tree/crew DoS2/dinsdag/Results storage
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Focus Process Company DoS2 DoS2FH DoS2CH
Environmental risk P2P Walmart 81.56 65.69 82.02

Audit risk O2C P&G 83.86 62.28 89.34
Process inefficiencies AP GE 68.57 52.96 73.14

Operational risks Travel Google 70.73 70.24 78.52
Regulatory risk Loan Wells 89.07 52.65 87.73
IT & Cyber risk IT Volvo 69.86 56.09 77.41

Average of DoS 77.28 59.99 81.36

Table 8: Contribution [%] for the DoS2 setup compared to DoS2FH and DoS2CH

intermediate agent outputs32, a rendered Flow diagram (see Appendix section 17) and an event log
to keep track of when the agents are finished (in Appendix section 9.5.1).

6.2.1 Quantitative results description

As is clearly illustrated in Table 8, the DoS2FH setup has lower contribution percentages compared
to DoS2. The average decrease is 17.29%. On the other hand, the HITL Crew is, besides one
outlier in the Loan application process, improving the DoS2 output. However, not with an increase
higher than 10%. The lowest improvement is 0.46%, which is negligible as an improvement. The
highest increases in contribution percentage are 8.28% of the Travel costs process and 7.55% of the
IT incident process. The average increase in contribution percentage is 4.08%.

6.2.2 Qualitative results description

In this subsection covers three main topics: a common problem in the written output, two
non-quantitatively measured benefits and four feedback implementation descriptions.

All the DoS2FH outputs added a chapter about process mining as a tool. The agents were
expected to use intermediate results from the process mining agent, rather than conducting research
on the topic.

Two non-quantitatively measured benefits for the Crew and Flow setups are that they both
increased the explainability and the transparency of the system output for the user.

The implementation of feedback rounds created a more user-friendly setup because the user
has the ability to interact with the system and steer the output into the desired requirements by
rerunning agents if necessary.

Additionally, the human-in-the-loop provided more transparency to the user. To be able to give
feedback, the user is shown the intermediate DKGA outputs. From these outputs, it is clear where
the information from the final report is gathered from.

Four feedback implementation descriptions are given below. Firstly, an unsuccessful feedback
implementation of rerunning the reference gathering is covered. This is followed by a successful
implementation of the process. Then, the benefits of specific feedback are given. Finally, the
importance of removing of unwanted open-ended statements to avoid misdirection is covered.

32https://github.com/CodingBuddy25/CrewAI DK4PM/tree/flow DoS2 HITL/dinsdag/Intermediate results
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Despite the added user friendliness, the DoS2FH setup experienced difficulties implementing
feedback. General feedback, such as “can you add more references related to IT incident handling?”
often failed. The setup changed the naming of the references instead of gathering new references.
An example of the incorrect feedback implementation is changing the following reference “Business
process mining: An industrial application” to “Business process mining: An industrial application
relating to IT incident management”. The two main problems of this modification are that the
reference no longer exists and that the content of the source is still the same, thus unrelated to IT
incidents.

A successful references feedback implementations was a prompts such as “always provide the
full source link”. This is because the knowledge is already accessible from the Tavily search result,
the DKGA just did not select it in their output. With this specification, the reference links are
added correctly.

DoS2CH performed well when the feedback was specific. For example, the phrasing “replace
reference x and use the Tavily search to do this” was well-implemented. It refers specifically to a
place in the output and it makes sure the domain knowledge gathering tool is called to reduce the
chance of hallucination.

Another effective feedback method was to catch errors of the DKGAs early. Occasionally, the
results of the DKGA includes a sentence about possible process recommendations or improvements.
The writer agent would sometimes interpret these sentences as “also provide process improvements”,
thus the report would have a section that does not contribute to the contribution percentage. These
sentences can be removed using the simple feedback of “please remove sentence x”. In all but
one of the cases, this feedback strategy was useful. However, within the event log question about
Volvo, an improvement section was added despite the removal of a recommendation sentence. This
reduced the overall contribution percentage.

6.2.3 References analysis

For the DoS2 and DoS2FH setups, all references within the output files were manually classified.
As was mentioned in the method, DoS2 makes use of a Tavily search tool, whereas DoS2FH uses
GPT researcher to gather information. An overview of differences in the categorization can be
found in Figure 9. There are several things to note about this graph: the None count, the diversity
of reference origin, and the references count.

As can be seen in Figure 9, the DoS2 setup has numerous references that link to non-existent
webpages (None). For example, the None count for the Loan Application process question is nine
out of 20 references and the count for the AP process is seven out of 21. In total 20 out of 92
references are in the None category. On the other hand, the DoS2FH setup in total two references
that do not lead anywhere. One is from the IT cyber process and the other from the order to cash
process. Only two of the 95 references are classfied as None.

An unexpected result is that the DoS2FH setup collects from a slightly broader range of reference
categories. The amount of reference categories collected from for the Flow in ascending order is
{2, 3, 4, 5, 5, 6} and for the Crew is {2, 2, 3, 4, 4, 5}.

Finally, there are very few references in total. Four of the six papers produced by the DoS2
setup have a total reference count is less than 15, which is not in line with what the writing prompt
instructs. The DoS2FH setup has two results with a reference count lower than 15.
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Figure 9: Results of references analysis for DoS2 and DoS2FH setup

6.3 Summary of results

The results show that increasing the degree of specialization to two has a positive contribution
to the ability to answer process risk and process inefficiency questions. Increasing the degree of
specialization to five did not have a statistically relevant positive contribution. Increasing the
specialization by implementing human feedback was not useful in terms of output improvement,
but there are qualitative advantages of user friendliness and transparency.

7 Discussion

The main question is:to what extent do interactive and specialized DKGAs improve responses to
process risk and inefficiency questions compared to a single general agent? To answer the main
question, the results of this research are analysed, followed by an overview of known limitations
and future research perspectives.

7.1 Analysis of results

There are three aspects of the results that will be analysed, they are: the shortness of the textual
output, the decrease in contribution percentage of DoS4 compared to DoS2, and the None count in
the references. This is followed by a summary of the results.

In the main experiment, the DoS2 setup produces concise reports with few references. One
could argue that, for the sake of the workflow output, a more concise report without repetition of
arguments and with a strict reference selection is qualitatively better.
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The DoS4 setup does not show a statistically relevant improvement in contribution percentage
compared to DoS0. This may be because the writing agent is confronted with a large amount
of information that needs to be integrated into the result, making it easier to lose sight of the
main question. An example of this mentioned in the qualitative results, are two outputs where the
company agent information were left out. This resulted in much lower contribution percentages in
the DoS4 setup with General Electric and Google as the company variables.

An important discussion point in the references analysis is about the None count in the DoS2
setup. The Tavily search tool returned a series of links to non-existent webpages, especially in the
processes of loan application and IT incident handling. On the contrary, the DoS2FH setup, which
uses the GPT researcher search tool, is much better at gathering existing references. GPT researcher
is a more effective search tool because it is an agentic setup that checks the references before they
are passed onto the DKGA.

7.2 Known limitations

There are six important limitations in this research. They are: the variation in setup of the Flow,
the sequential order of agents, the prompting knowledge necessity, the rigid role-specialization to
answer the questions, the simplicity of the setups and the reliance on OpenAI models.

The variation in setup for the Flow setup may have been a contributing factor to the lower contri-
bution percentage. This is an unwanted outcome because only the human feedback implementation
method should have had an effect on this.

Having a sequential order of agents in all the setups meant that there was less agentic “coordi-
nation” than expected from a multi-agent system. Theoretically speaking, the execution order of
the DKGAs should not affect the output too much because they have their own goals. However,
it cannot be automatically assumed that the same behaviours are exhibited in a non-sequential
multi-agent system.

The qualitative analysis in the human-in-the-loop experiment explains that prompting knowledge
is needed to ensure correct feedback implementation. Conceptually, the program should be accessible
for people without domain knowledge at hand, so this contradicts with the computer science
background needed to provide feedback. Of course, this issue may be worked around by having a
guide for the user feedback, but it does not remove the issue.

The rigid role-specialization of DKGAs makes the experimental setups limited to only the six
questions made for this research. To be able to expand upon this research with different questions, it
is necessary to change the role prompting of the DKGAs, and perhaps also the number of DKGAs.

Because DoS0 is a simplified setup of a previous research by Vogt et al. (2024), there is a
possibility that results found in the two experiments conducted are not reproducible on the previous
setup.

Only OpenAI models are used for the setups. Although in this research, this was the default for
many of the used tools and frameworks, the writing agent’s functionality depends heavily on the
choice of model. Using a different model might have yielded better results.

7.3 Future work

Based on the three limitations - variation in the Flow setup, the sequential order of agents, and
the rigid role-specialization to answer the questions, three promising aspects of future work can be
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identified. They are: evaluating the difference between search engine tools, testing more permutation
orders of DKGAs, and automatically generating the desired amount of role-prompted DKGAs.

The different Crew and Flow reference gathering methods greatly affected the quality of the
references and, therefore, the output. Future research could experiment with utilizing different
reference-gathering tools and measuring the effect of the workflow output, perhaps even creating a
benchmark for certain tasks and certain desired reference gathering tools. Token limits and ease of
use can be variables in this future research.

All the agents in the five setups of this research are run sequentially in one particular order. A
more thorough experiment could test all possible permutation orders of DGKAs. For example, DoS2
has three DKGAs: a process agent (P), an agent with a focus on a particular risk or inefficiency (F),
and a company agent (C), therefore, there are six possible permutations of the DKGAs {P,M,C}.
Rerunning the setups with different permutations of agents can help to prove whether the setup
would work for non-sequential multi-agent systems. This does not take into account that in a
multi-agent system, agents can be run multiple times. However, testing all permutations when the
agents can rerun is not viable.

The most promising future research could look at automatically generating the desired amount
of role-prompted DKGAs in a setup when provided with a certain (process mining) question. The
setups were tested on six questions, which were all derived from the same question template. This
research used three variables in the question template: focus, process, and company, and the optimal
degree of specialization was two. To be able to achieve this, it is important to do a preliminary
test to see whether increasing the amount of variables in the question also increases the optimal
degree of specialization. Perhaps, even a function could be created to mathematically represent an
estimation of the optimal amount of DKGAs per presented question.

8 Conclusion

Increasing the degree of specialization of agents in sequential multi-agent systems proves effective
for answering process risk and process inefficiency questions. The implementation of interaction
through user feedback adds transparency and user friendliness to the system, but does not improve
the question answering.

The main experiment focused on increasing the amount of Domain Knowledge Gathering Agents
(DKGAs) and assigning specializations with role-based prompting. Increasing from a setup with
one DKGA to three DKGAs (DoS2) had an average contribution percentage increase of 17.26%.
This was a statistically significant increase according to the Wilcoxon signed-rank test; thus, the
null hypothesis - there is no difference in performance between DoS0 and DoS2 - was rejected.
However, when running a setup with five DKGAs (DoS4), the writing agent struggled to combine
outputs from all DKGAs, and the average contribution percentage increased by 7.20% compared to
one DKGA. This was not a statistically significant increase according to the Wilcoxon test.

A human-in-the-loop experiment provided the DKGAs with the human trait of interaction by
allowing user feedback. The user friendliness and system transparency increased; however, the
average contribution percentage of the textual outputs did not increase. User-friendliness was
demonstrated through system interactivity, while the transparency was shown in the user’s ability to
view all intermediate outputs from the DKGAs. This allowed for catching errors before the outputs
were combined into a final report. Of the two human-in-the-loop setups, the within-agent setup
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(DoS2CH) had only a 4.08% increase in average contribution percentage, and the between-agent
setup (DoS2FH) had a decrease in average contribution percentage. The decrease was possibly
due to the different architecture, reference gathering method, and framework used. The reference
gathering method of the between-agent setup was more effective in gathering existing references
that linked to webpages.

Six limitations of the setups were discussed, they are: the variation in reference gathering
tools between the Crew and Flow setups, the sequential order of agents, the prompting knowledge
necessity, the rigid role-specialization, the simplicity of the setups, and the reliance on OpenAI
models.

Three suggestions for future work were given. Firstly, rerunning the experiment on different
sequential orders of agents can see whether the setup would work for non-sequential multi-agent
systems. Secondly, because the difference in reference-gathering tools had a large effect on the
selection of references, it is useful to compare reference-gathering tools to measure the difference
in reference quality. The most promising future research would be to build upon the findings of
this work to create an automatically generated number of role-specialized DKGAs, depending on
the complexity of the process mining questions. To achieve this, the effect of different amounts of
question variables in relation to the optimum DoS number should be researched.
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9 Appendix

9.1 Side study: A critical evaluation LLM workflow outputs

9.1.1 Abstract

This side study explores the usefulness of different evaluation methods for LLM workflow outputs.
Often, evaluations performed on textual workflow outputs are brief, or the definition of the selection
criteria is not well-defined. The main research (about digitizing human expertise in process mining)
created setups inspired by the previous work of Vogt et al. (2024). In this previous work, it was
stated that more evaluation was needed besides the ablation test and the percentage of integrated
domain knowledge (%IDK) measured by one person.

Three evaluation methods are thoroughly tested on the agentic research by Vogt et al. (2024) to
test the effectiveness. The three tested evaluation methods are calculating the %IDK with multiple
graders, a reference analysis, and a Large Language Model-as-a-Judge (LLM-as-a-judge). The
LLM-as-a-Judge method was used to replace the manual calculation of the percentage of integrated
domain knowledge and the manual reference analysis.

The results of the %IDK method with human graders shows that the human graders had various
interpretations of the definition used for the %IDK which led to a large standard deviation of
answers. However, the method was reliable in terms of explainability.

The results of the references analysis method are a classification for reference gathering and
a qualitative analysis. The classification is a table with seven categories for references, these can
indicate the quality of the references.

The Large Language Model-as-a-judge method for replacing the %IDK resulted in a worse
classification compared to the human %IDK grading method and the human classigication method.

Future research would benefit from creating a new quantitative metric to judge agentic outputs
that has much stricter guidelines than the %IDK defintion.

9.1.2 Introduction

Commonly found limitations in the field of evaluating LLM outputs are that it requires more
evaluation (Fontenla-Seco et al., 2023; Kourani et al., 2024; Vogt et al., 2024). This research will
test some promising evaluation metrics for textual LLM outputs and take successful metrics to the
main study, as well as tips for improvements of the evaluation methods.

The background research provides an oversight of commonly used evaluation metrics. In the
methods section, the percentage of integrated domain knowledge (%IDK) and a references analysis
are chosen due to their quantitative nature. The LLM-as-a-judge method was chosen because of its
potentially promising nature to save time. The main question of this research is “what are the
evaluation methods for textual LLM outputs that should be used for the main research?”.

The coding for this side study can be found on GitHub

9.1.3 Background and related work

The grading of textual reports has elements of subjectivity, which can be eliminated once there
is a ground truth. This background research will look at one evaluation method, a references
classification, which is able to make part of the textual output have a ground truth. Four other

41

https://github.com/CodingBuddy25/Evaluation_LLM


evaluation methods will be introduced which do not introduce a ground truth but they are useful
for a qualitative and/or quantitative analysis. These methods are: user validations with experts,
ablation testing, the %IDK metric and the LLM-as-a-judge.

A reference classification is a methodology of the “evaluative bibliometrics” field. This field
is “aimed to construct indicators of research performance from a quantitative analysis of scholarly
documents”(Moed, 2005). There is much discussion that surrounds the reference classification of
scientific papers (Krüger & Petersohn, 2022), but not much on a reference analysis of a paper with
different origins, such as blogs from Google, social media posts, and company research papers. In a
research done by Buchanan et al. (2024) on hallucinations of ChatGPT in an Economics context,
30% or more of the citations were non-existent. This is what a reference analysis can bring to the
table.

Expertise evaluations are often performed to check whether a model or a setup creates an output
that adheres to the standards of domain experts. An example work which created a “bridging
model for IoT process mining” (Bertrand et al., 2024) and used an expert panel to quantitatively
grade the quality of the output. They had 12 experts who performed the analysis. The method of
evaluation proved useful to prove the effectiveness of their created model.

Ablation testing is a system decomposition. Within the area of computer science, it is used to
test the usefulness of program components. An example in process mining research is from Vogt
et al. (2024), which used ablation testing on his created Proof of Concept (PoC). The ablation
testing took the process mining component, the domain knowledge gathering component and the
whole PoC. This method was useful for showing the added value of the PoC. A research by Nguyen
and Litman (2018) used ablation testing on features to test their model for argument mining in
automated essay scoring, which was successful for showing the contribution of the features.

The percentage of integrated domain knowledge measures the presence of company-specific and
process-specific knowledge with backed-up references. This metric is taken from a process mining
research (Vogt et al., 2024) of which the output is similar to that of the main research of this paper.
The definition gathered from the research is: “the content represented [...] external ecosystem
domain knowledge specific to the process component(s)”. Because it is a quantitative metric, it is
useful for paper comparison.

An interesting evaluation method is the LLM-as-a-judge (Berti et al., 2025; Dhurandhar et al.,
2024) or “automated reviewer” as other research words it (Schmidgall et al., 2025). Previously,
this method yielded positive results in a research by Berti et al. (2025) which “justified” the used
LLM-as-Judge method in their results. The research does emphasize that it is important to select
“advanced LLMs for the task”. Additionally, in the research by Schmidgall et al. (2025), “the
automated reviewer achieved human-level accuracy ... and surpassed human performance in F1
score”. A paper that analysed Zero-Shot LLM Assessment stated that the method had many
advantages, such as being very similar to human judgement, the ability to evaluate texts without
“domain-specific training” and the straightforwardness of the evaluation. However, it also mentions
that different forms of bias are a large risk; this is something to be aware of during these experiments
(Raina et al., 2024).

LLM-as-a-judge can also be used as an evaluation method to cite references. Despite the same
advantages of grading textual outputs, a hallucination factor has to be taken into account when
letting the LLM grade references. A recent paper by (Chelli et al., 2024) resulted in a GPT-4
accuracy score of just 13.4% when gathering references. The advice that followed was that references
should always be checked by a human. Not only the citations, but also the contents of the references
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can be hallucinated, especially when using “lower performing models, such as GPT-4o” (Schmidgall
et al., 2025).

9.1.4 Method

This section first selects the chosen evaluation methods from the background research, and then it
prepares the textual outputs for evaluation. Followed by a general evaluation setup and an in-depth
explanation of the evaluation method.

Selecting the chosen methods from the background research

Although a reference classification is not often used in process mining, it will be used for the
evaluation because it is useful to determine whether references are hallucinated and what the origins
of the references are.

An expertise evaluation will not be conducted because to evaluate the papers from the model,
at least twelve experts would be needed from different fields. This is because of the six questions
answered, there are thirteen different expert fields present. For example, the question “Can you
find the environmental risks in the purchase to pay (P2P) process at Walmart and what
are the potential causes for the environmental risks” has at least four different experts that can
give their opinion on the output. The fourth expert is a process mining expert who reads whether
the abstraction of the event log that is analysed is correctly integrated into the report to answer
the question.

An ablation test was already performed on the paper in question. Within the main experiment
of this research, there is a choice to implement this method on the main experiment of desired.

Since the setups of the main research in this paper are based on the setup from this paper,
the %IDK is a useful metric to analyse. In the background section, it was mentioned that the
performed evaluation was done by only one human grader. In this evaluation, four human graders
will evaluate the outputs.

Due to the promising nature of the LLM-as-a-judge method, this side study will test two
different implementations of the LLM-as-a-judge method. One is an automatic %IDK estimator,
and the other is an automatic references categorization.

Preparing textual outputs for evaluation

The table of contents was removed from all output papers because only qualitative information
from the report should be taken into account, whereas the table is a repetition of the titles of
chapters. In the definition of %IDK it is undefined when the chapter title is highlighted in the
report, whether this should also be the case for the title chapter in the table of contents.

General evaluation setup

This side study is conducted in four small experiments. This will use the %IDK evaluation
method with multiple human graders, the %IDK evaluation method with LLM-as-a-judge, a human
references analysis, and an LLM-as-a-judge references analysis:

1. Calculating the %IDK implementation with human graders

2. Calculating the %IDK implementation with LLM-as-a-judge

3. Human references analysis
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Problem identification Process Company Run Filename
Environmental risk Purchase-to-Pay Walmart 1 P2P 1

“ ” “ ” “ ” 2 P2P 2
Audit risk Order-to-Cash (O2C) Procter and Gamble 1 O2C 1

“ ” “ ” “ ” 2 O2C 2
IT & cyber risk IT incident handling (INC) Volvo 1 INC 1

“ ” “ ” “ ” 2 INC 2
Process inefficiencies Accounts Payable (AP) General Electric (GE) 1 AP 1

“ ” “ ” “ ” 2 AP 2
Operational risk Travel expenses Google 1 EXP 1 or TE 1

“ ” “ ” “ ” 2 EXP 2 or TE 2
Regulatory risk Loan application Wells Fargo Bank 1 LA 1

“ ” “ ” “ ” 2 LA 2

Table 9: Textual outputs explanation

4. LLM-as-a-judge references analysis

Within these experiments, twelve textual outputs are graded33. These outputs are the outputs
of six experiments, run twice. An explanation of the topics of the six experiments and their
abbreviations which will be used in the results, can be shown in Table 9.

In-depth explanation per evaluation method

The four in-depth explanations for the %IDK, the %IDK with LLM-as-a-judge, the reference
analysis and the reference analysis with LLM-as-a-judge are given below.

Calculating the %IDK implementation with human graders. Four human evaluators were
selected to highlight the %IDK of the textual outputs. All human evaluators had different
scientific backgrounds in Biology, Mathematics and Business. All four raters were shown the same
introductory presentation to explain the definition in detail and they also saw some examples
separately. The %IDK is automatically calculated with a simple Python program that was written
especially for this34.

This experiment will be followed by the %IDK analysis utilizing LLM-as-a-judge while making
use of zero-shot prompting. The prompt of the LLM is:

f ‘ ‘ Given the f o l l o w i n g ques t i on : { s p e c i f i c f i l e q u e s t i o n }
And the answer to the ques t i on :
{ answer text }
Please eva luate the above answer on the amount o f
s p e c i f i c e x t e r n a l ecosystem domain knowledge .
I t i s s p e c i f i c e x t e r n a l ecosystem domain knowledge
when i t i s l i nk ed to the company or the s tep being
analyzed with in the company and proce s s mining
domain knowledge . Return a percentage o f the text

33https://drive.google.com/drive/folders/1jm7CRsY21WP1OQ 64dxk 4gik-ZHPE47
34https://github.com/CodingBuddy25/Evaluation LLM/blob/main/main.py
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that has s p e c i f i c e x t e r n a l ecosystem
domain knowledge . ”

In this context, {specific file question} is a Python dictionary that elaborates per file what the
specific question was. For example, for the Loan application files it was:“Can you find the regulatory
risks in the loan application process at Wells Fargo bank. What are the regulatory risks for specific
steps that you identified?” {answer text} is textual output without a table of contents and without
the references, just like the human rater evaluation. Since an LLM may exhibit inconsistent results,
the LLM-as-a-judge will be run ten times. The average and the standard deviations are taken from
these ten measurements. The prompts and the code of which can be found on 35

Following this, the references in the outputs will be evaluated as they are the foundation for
the information in the paper. The results of both grading methods will be quantitative due to a
categorization of the references.

Using the same categories as the human-as-a-judge evaluation, the references are classified using
the LLM-as-a-judge. The partial prompt of the LLM is:

‘ ‘ Given the f o l l o w i n g r e f e r e n c e s : { r e f e r e n c e s }
Please eva luate the r e f e r e n c e s and put them into
seven c a t e g o r i e s : [ l i s t s the 7 c a t e g o r i e s ] .
The exp lanat ion per category i s as f o l l o w s :
[ exp lanat ion per category ] .

TASK: Give the frequency , in a number per
category . [ task s p e c i f i c s ] ”

Whereby {references} is the file that is being analyzed. The full prompt36 contains extra
information and specifics. In practice, the references will be split up into batches of around 20
references per prompt to make sure the LLM-as-a-judge does not leave any references out.

9.1.5 Results

Quantitative evaluation of %IDK - human graders

Results from the experiment are shown in Table 10. Average scores of the P2P process (80.11%
and 83.86%) are the highest in the table, and those for travel expenses (EXP) and loan application
(LA) are the lowest on average. All averages are above 65% thus over 65% of the content represented
domain knowledge specific to the process component(s).

Quantitative evaluation of integrated domain knowledge - LLM-as-a-judge
The results of this experiment are presented in the form of a box plot, see Figure 10.

As is clearly visualised in the box plots 10, the LLM is prone to having a couple of really
low percentages, making some standard deviations really large. On the other hand, since the
LLM-as-a-judge repeats the same experiment ten times, for many papers, the standard deviation is
lower compared to the human raters. This is an advantage compared to the human rating method.

35https://github.com/CodingBuddy25/Evaluation LLM/blob/main/LLM-as-a-judge.py
36https://github.com/CodingBuddy25/Evaluation LLM/blob/main/LLM-as-a-judge.py
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Table 10: %IDK by process and human rater

File Evaluate N Evaluate R Evaluate M1 Evaluate M2 Average Standard Deviation
AP 1 72.13 84.45 84.85 79.63 80.27 5.92
AP 2 62.57 73.08 63.33 80.06 69.76 8.37
INC 1 41.10 85.80 84.09 87.24 74.56 22.34
INC 2 57.86 93.39 82.06 89.24 80.64 15.89
LA 1 55.70 72.65 58.08 81.63 67.02 12.29
LA 2 61.65 65.93 78.76 73.83 70.04 7.70
O2C 1. 67.72 78.41 88.67 68.45 75.81 9.86
O2C 2 61.66 72.87 90.63 77.69 75.71 12.00
P2P 1 68.65 82.59 94.84 74.35 80.11 11.37
P2P 2 71.06 96.98 89.12 78.26 83.86 11.47
EXP 1 75.86 78.84 56.68 74.19 71.39 10.00
EXP 2 73.64 89.60 80.76 59.48 75.87 12.73

Figure 10: Average and standard deviation of %IDK by process (LLM-as-a-judge)
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Different humans may interpret the relevant domain knowledge slightly differently, even though the
same definition and explanation is given.

References analysis - human grader

In total, 766 references were classified by hand, resulting in a categorization of the references and
a document of classified references. The categorization of the references can be found in Table 11.
Effort was put into ensuring the categories were mutually exclusive and collectively exhaustive. The
document of classified references can be found in the GitHub environment, the colour classification
linked to the category can be found in the README.md file. A visual categorization of all the
references into seven categories category in Figure 12 and per output paper in Figure 13. The visual
categorization can be found in combination with the results from the LLM-as-a-judge method.

There are three quantitative results that are important to mention: the none count, the ratio of
non-academic articles and the amount of domain-specific spikes. As can be seen in the Figure 12,
the AP 2 output from the accounts payable analysis, the output has more than 20 hallucinated
references. This is an anomaly compared to the other papers, which have between zero to five
hallucinated references.

The ratio of non-academic articles is illustrated clearly in Figure 11 where most of the papers
have significantly more references that are Non-AA than the other categories.

Finally, there are some domain-specific category spikes that can be found. Returning to Figure
12 shows that especially TE 1 and TE 2 contain many Law documents. IT 1, IT 2, P2P 1 and
P2P 2 seem to use many scientific papers compared to the other outputs.

References analysis - LLM-as-a-judge

The human references analysis is considered to be the ground truth. With this, there are two
interesting points of analysis: misclassification of references and amount of references classified.

According to the LLM-as-a-judge, law documents are present in the accounts payable and IT
incident handling domains but this is not the case. LLM-as-a-judge often assigned None and social
media references to different categories.

In terms of the amount of references classified, the LLM-as-a-judge did not always grade all the
references, despite the fact that the references were split up into lists of 20, as was mentioned in
the method. In the EXP 1 paper, the LLM-as-a-judge categorized more references than were given.
This can be seen in the difference count of Figure 13.

9.1.6 Discussion

Analysis of %IDK as a human grading method

The human analysis was time consuming and as can be seen in the results, there is also a large
variation between the graders, despite having the same definiton of %IDK.

This method was useful to analyse the outputs of large textual inputs quantitatively because
scores between papers can be compared easily. For example, the fact that average scores for
Audit risk and Environmental risk were higher than those for Process inefficiencies and Regulatory
risk could be because is more domain knowledge in online sources available about the process in
question.

Analysis of references human grading method
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Categories Description
Self-published
company papers
(CP)

The source is from a page of the company that is getting analyzed
by the setup. For example, www.media.volvocars.com for the Volvo
prompt (IT cyber 1 and IT cyber 2) and www.pgsupplier.com for
the P&G prompt (O2C 1 and O2C 2).

Scientific publi-
cations (SP)

These references link to an acknowledged publications platform such
as www.tandfonline.com, www.nature.com, and link.springer.com.

Non-academic re-
search (Non-AR)

References that lead to research done by companies. Often these are
large consulting companies that have done extensive market research.
It cannot be, for example, a blog of one person who has done a
small internet search. This definition should encapsulate research
that has been done with significant effort, significant evidence or
referencing, and/or a significant number of contributors.

Non-academic
article (Non-AA)

Any source that is non-academic and that does not fall in the
category above falls into this category. Often these are blogs of
people that have done research into the definition or process in a
particular domain.

Social media or
press release (SM
or PR)

This includes articles and news that is published on social media
platforms or press platforms. References from social media platforms
are often from LinkedIn, and press release platforms range from
papers such as ”The Guardian” to ”Forbes.”

Link does not ex-
ist (None)

This is a link that does not lead to an article. It may be that the
link once existed and that the company has removed the article, or
it may be that it has never existed at all.

Law documents This is a small category made for law documents. These are official
documents that factually state the laws. The domain of loan appli-
cations for the company Wells Fargo.

Table 11: Category explanations of references classification
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Figure 11: References classification in category count per paper
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Figure 12: References classification in count per category

Figure 13: Difference in reference count per paper
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Similarly to the human grading method, the manual reference grading process was time-
consuming. However, one may argue that it was even more useful than the %IDK because the
references are the foundations of the paper. For example, a paper with few working reference links
also experienced lower IDK percentages (AP 2). Additionally, few references are scientific papers,
it is possible that it is more opinionated rather than factually accurate. In the results, it is shown
that the O2C papers do not perform as well, and they both happen to have very few scientific
papers in the references.

Analysis of LLM-as-a-judge method

The LLM-as-a-judge method proved useful in the time-saving aspect but the results in terms
of calculated percentage of IDK and references analysis are not fruitful. The largest issue of the
LLM-as-a-judge is the large variation in percentages, as can be seen in the results for the %IDK
calculation, it suffers from large outliers. In terms of the references classification, LLM-as-a-judge
skipped and misclassified a substantial number of references.

Known limitations and future work

As mentioned in the method, the %IDK is not a defined metric in the paper that uses this. This
method for quantifying textual outputs is useful, but it is important to create a clearer definition
in future work.

The manual classification of references performed well. A limitation is that there is a fine line
between non-academic research and non-academic articles, thus the decision is left to the human
grader.

It is not recommended to use the LLM-as-a-judge method for classifying references due to the
limitations in misclassifications and not grading all the references. However, the LLM-as-a-judge
for the %IDK may have some future potential due to limitations of the zero-shot prompting used in
this experiment. It might be beneficial to add a few-shot prompting method, possibly giving more
positive results. Additionally, the LLM-as-a-judge suffered from large outliers. Future work could,
instead of running the LLM-as-a-judge ten times, run it fifty times and remove the outliers, the
results will be more promising. Especially when considering that the human grading also suffered
from large standard deviations between the different graders, but rerunning those experiments
many times is time-wise not achievable.

9.1.7 Conclusion

The three tested evaluation methods in this side study were: calculating the percentage of integrated
domain knowledge (%IDK) with multiple graders, a reference analysis and a Large Language Model-
as-a-Judge. The Large Language Model-as-a-Judge method was used to replace the calculation of
the percentage of integrated domain knowledge and the reference analysis.

The human percentage of domain knowledge (%IDK) evaluation method was useful to quantify
the output of the model. Different human graders led to different interpretations of the definition,
which led to a large standard deviation. It is recommended to use one human evaluator which
repeats the evaluation multiple times. This way, the outcome is more comparable and reliable.

The LLM-as-a-judge for identifying the %IDK was not useful because it led to even larger
standard deviations than the human grading system. Also, the output was less explainable because
there is no output of which presents the parts of the text which were counted towards the %IDK.

The human graded references analysis was useful as a metric, although it was time consuming.

51



The results of the human references analysis method are a classification for reference gathering
and a qualitative analysis. The classification is a table with seven categories for references, these
can indicate the quality of the references, they are: self-published company papers, scientific
publications, non-academic research, non-academic articles, social media or press release, None,
and Law documents. The LLM-as-a-judge for the references analysis is not recommended for use
because references were skipped and often misclassified, despite the fact that prompts got broken
up in sections of 20 references.

In future work, it is recommended to use a detailed and clear definition of such a metric
quantitative metric as well as a manual references analysis.

9.2 Abstraction figures

Figure 14: Example of DFG abstraction Figure 15: Example output process analysis

9.3 HITL Crew interface

Figure 16 is the human-in-the-loop interface for the Crew setup.

Figure 16: Human input interface
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9.4 Tavily search result example

Every DKGA can gather external domain knowledge either through an official Tavily search or the
LLM within the agent, which can access information.

As mentioned in the coding implementation in method Section 4.3, the Tavily search returns
the source, title, and content. This summary is shown to the user when the program is running.

1. ”Supply Chain Management Model of Procter and Gamble.” UKEssays. [URL]
(https://www.ukessays.com/essays/business/supply-chain-management-procter-gamble.php)

2. ”Order to Cash (O2C) Process: A Complete Guide.” HighRadius. [URL]
(https://www.highradius.com/resources/Blog/order-to-cash-process-optimization/)

3. ”Improvement of an order-to-cash business process by deploying...” Emerald Insight. [URL]
(https://www.emerald.com/insight/content/doi/10.1108/ijppm-01-2022-0050/full/html)

4. ”How a Collaborative O2C Process Eliminates Cash Flow Bottlenecks.” Versapay. [URL]
(https://www.versapay.com/resources/collaborative-order-to-cash-process-cash-flow-bottlenecks)

5. ”P&G: End-to-end Supply Chain Model.” Harvard Business Review. [URL]
(https://d3.harvard.edu/platform-rctom/submission/pg-end-to-end-supply-chain-model/)

6. ”What Is the Order-to-Cash Process and What Are its 8 Stages?” Conexiom. [URL]
(https://conexiom.com/blog/what-is-the-order-to-cash-process-and-what-are-its-8-stages)

7. ”Procter & Gamble’s Operations Management: 10 Critical Decisions.” Panmore Institute.
[URL]
(https://panmore.com/procter-gamble-operations-management-10-decisions-productivity)

8. ”How the P&G Supply Chain Thrives on Supply Chain Complexity.” Tools Group. [URL]
(https://www.toolsgroup.com/blog/procter-gamble-supply-chain-complexity/)

9. ”How P&G stays on top of its game.” Supply Chain Management Review. [URL]
(https://www.scmr.com/article/Insiders-view-of-Proctor-and-Gamble-supply-chain-success) 1

10. ”How Complete and Timely Invoicing Can Reduce Delayed Payments.” Payment Cycle. [URL]
(https://www.paymentcycle.com/blog/invoicing-reduce-delayed-payments) 1

11. ”The Importance of Accurate Data in the O2C Process.” ZS Associates. [URL]
(https://www.zs.com/insights/importance-of-accurate-data-in-order-to-cash) 1

12. ”Analyzing O2C Process Performance Metrics.” Finance Times. [URL]
(https://www.financetimes.com/analyzing-o2c-process-performance/) 1

13. ”Eliminating Manual Work in Order to Cash.” Business Process Management Journal. [URL]
(https://www.bpmjournal.com/eliminating-manual-work-in-order-to-cash) 1

14. ”Streamlining Order to Cash with Automation.” Automation World. [URL]
(https://www.automationworld.com/business/article/21140700/streamlining-order-to-cash-with-
automation)
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15. ”The Role of Customer Relationship Management in O2C.” CRM Magazine. [URL]
(https://www.destinationcrm.com/Articles/ReadArticle.aspx?ArticleID=74069)

16. ”Bottlenecks in Order to Cash and How to Address Them.” Supply Chain Quarterly. [URL]
(https://www.supplychainquarterly.com/articles/54-bottlenecks-in-order-to-cash-and-how-to-
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17. ”Impact of Supply Chain Complexity on Cash Flow.” Journal of Business Logistics. [URL]
(https://www.journalofbusinesslogistics.com/)

18. ”Reducing Errors in the Order to Cash Process.” Business Process Review. [URL]
(https://www.bprjournal.com/reducing-errors-in-order-to-cash-process)

19. ”Enhancing Data Visibility in the O2C Process.” Insights on Business. [URL]
(https://www.insightsonbusiness.com/enhancing-data-visibility-in-o2c)

20. ”Continuous Process Improvement in Order to Cash.” Quality Management Journal. [URL]
(https://www.qualitymanagementjournal.com/continuous-process-improvement-in-order-to-cash)

9.5 Results

9.5.1 Human Flow log file

Example event log that was made to be understandable for a human reader, it contains the agents
that were called in the Flow and the exact timing that they were finished:

−In t roduc t i on agent : 2025−05−29 10 : 47 : 25 . 276898
−Process mining agent : 2025−05−29 10 : 48 : 10 . 851242
−Domain knowledge agent with company s p e c i a l i z a t i o n : 2025−05−29 10 : 49 : 41
−Domain knowledge agent with proce s s s p e c i a l i z a t i o n : 2025−05−29 10 : 51 : 10
−Report w r i t e r agent : 2025−05−29 10 : 51 : 53 . 986709
−Report w r i t e r agent : 2025−05−29 10 : 54 : 45 . 681480
−Process mining agent : 2025−05−29 10 : 56 : 01 . 329373
−Report w r i t e r agent : 2025−05−29 10 : 56 : 53 . 473785 ”

9.5.2 HITL Flow diagram

This diagram is rendered when executing the code.
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Figure 17: Rendered Flow diagram of setup
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