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Abstract

There has been a notable rise in the use of Generative Artificial Intelligence; however, the
level of AI literacy has not kept pace. It is thus essential that we teach end-users the signifi-
cance of digital skills like output review. In this regard, educational games are a compelling
option because of their ability to foster intrinsic motivation and to promote the development
of computational thinking skills. Moreover, educational games promote the development of
computational thinking, a crucial skill for cultivating AI literacy.

We aim to investigate students’ acceptance of educational games as a tool for learning
about AI literacy by analyzing their behavioral intentions using the Technology Acceptance
Model. Additionally, we investigate the design process required for the development of these
educational games. We developed an educational game called Doolhof in which players explore
a maze and solve puzzles in search of treasure. Players are provided with a handbook and a
‘Robot Companion’ to assist them. This companion is presented as generative AI and may
occasionally produce inaccurate or irrelevant responses to encourage players to critically assess
the output by using the provided handbook.

An empirical study involving 17 students (ages 16-17) was conducted in which participants
played Doolhof for 25 minutes. Subsequently, they answered a questionnaire consisting of three
sets of questions: direct questions on a Likert scale, questions presenting hypothetical scenar-
ios for participants to navigate, and open-ended reflective questions. Participants reported
favoring educational games such as Doolhof over traditional lesson methods. Furthermore,
they reported understanding the importance of output review. Despite this, only half of all
participants performed output review during the hypothetical scenarios.

We conclude that educational games have the potential to form an effective tool for teaching
AI literacy due to their engaging nature. Results indicate Doolhof was generally favored over
traditional lesson methods and was effective at raising awareness of the importance of output
review. However, Doolhof had limited success in further motivating students to perform output
review. Future research could explore and optimize the design process of educational games in
the context of AI literacy.
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1 Introduction

In the last decade, a trend of introducing game elements in education has emerged. Game elements in
educational contexts are found to have several benefits, such as promoting students’ engagement and
inviting intrinsic learning motivation through their design [62]. The unique combination of challenges
and feedback that game elements offer make them able to teach complex topics in a stimulating
way [28]. Furthermore, educational games are found to have the ability to stimulate Computational
Thinking [52], a set of problem-solving skills encompassing decomposing problems into smaller parts:
pattern recognition, abstraction, and algorithmic thinking [59]. These skills form an important basis
for addressing modern problems, enhancing individuals’ critical thinking, creativity and adaptability.

Moreover, with Artificial Intelligence (AI) technologies becoming more prominent, games present
themselves as a unique ground of interaction between humans and AI. As such, games specifically
designed for education could leverage this ground of interaction for educating students on the use
and nature of AI [18]. Especially now, as students grow to use AI tools more and more, ensuring
that they know how to use these technologies properly and responsibly is critical [6]. Recent
developments within education aim to address this educational gap, focusing on fostering digital
skills [47]. Educational games fit nicely within these efforts, supporting skills such as computational
thinking that are also necessary to foster digital literacy, as well as having the potential to ease
adoption of these new educational frameworks within the classroom. As such, educational games are
a promising tool to help equip students with the knowledge to navigate and thrive in the modern
digital landscape.

1.1 Problem Statement

The use of Artificial Intelligence (AI) has become widespread in recent years. Specifically, the use
of generative AI (genAI) has increased, especially among younger generations. In a report written
in collaboration by Common Sense Media and Hopelab, it is reported that about 27% of ages 14-22
occasionally use AI, with about 4% of the total sample using generative AI almost daily [15]. This
surge in usage can be partially attributed to how easily accessible generative AI such as ChatGPT
1 have become. With a simple query, one can ask for help in summarizing lengthy papers, finding
cooking recipes, or even generating fragments of code. Generative AI proves itself as a useful tool
that many have started to rely on greatly [50].

However, generative AI has certain limitations. Due to their stochastic nature, generative AI is
prone to outputting answers that, while appearing realistic, turn out to be incorrect or nonsensical
with the given prompt [58]. OpenAI acknowledges this limitation of ChatGPT [43], stating that
fixing the issue is challenging due to the inherent limitations of the model design. This issue is not
unique to ChatGPT, as it is suggested even the most modern and advanced generative AI holds
the same issues [64]. With this in mind, it becomes clear that blindly relying on the output of
generative AI would be ill-advised. The younger generation in particular forms a vulnerable group
[46]. For example, incorrect or inappropriate information given by generative AI related to mental
health issues could enable dangerous behavior [38]. In addition, the common use of generative AI by
students for their schoolwork means that unless students treat generative AI responsibly, their study

1 ChatGPT: https://openai.com/index/chatgpt/
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performances can be negatively impacted [15]. Therefore, it is vital for the students to learn about
the stochastic nature of AI at an early age and to critically assess generated output. We define this
skill as output review: the skill of verifying the output of generative AI by cross-referencing sources
and information. We more formally define output review and elaborate on why we choose it as a
starting point in Section 2.4.1.

1.2 Research Questions

This thesis aims to research how educational games can be used to promote output review within
the context of generative AI. We propose the following research questions:

Research Question
How can games be used to teach the importance of critically reviewing the output of generative AI?

Sub-question 1
Why is it important that we teach the importance of critically reviewing the output of
generative AI?

Sub-question 2
How does one design a video game that motivates players to critically review the output
of generative AI?

As a part of this thesis, an educational game and its corresponding design documents are to be
delivered.

1.3 Overview

This work is a bachelor thesis project at the Leiden Institute of Advanced Computer Science (LIACS)
and supervised by G. Barbero (LIACS) and Dr. A.N. van der Meulen (LIACS). This chapter served
as the introduction; Section 2 outlines the background and related work and introduces relevant
terminology; Section 3 discusses methodology for the project, including the game design process and
the empirical study; Section 4 presents the final product of our game design process and the results
of our empirical study; Section 5 serves to discuss our results and limitations. Finally, in section 6
we answer our research questions and describe future work. Acknowledgments regarding this thesis
are given in section 7. Our appendices contain relevant game design documents expanding on the
characteristics (Appendix A) of our game and detailing its original design document (Appendix B),
as well as other graphs of data that were not directly included in the results section (Appendix C).
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2 Related Work

In this section we give an overview of the related work for this thesis. We introduce terminology
regarding games in education in section 2.1. Subsequently, in section 2.2 we discuss game design
from an educational perspective and introduce some theories and frameworks that we wish to use
for this goal. Section 2.3 discusses the current state of generative AI and its limitations to further
expand on the need for teaching responsible AI usage. Section 2.4 goes over current efforts within
both the Dutch education landscape and the global progress regarding AI education. Additionally,
we define the concept of output review in 2.4.1 and discuss the relevance of computational thinking
skills for responsible AI usage in 2.4.2. Finally, section 2.5 introduces a framework to measure user
acceptance of technology. We wish to use this framework to investigate students’ acceptance as a
tool for learning about AI literacy.

2.1 Game Elements in Education

With game elements becoming increasingly more common within educational contexts, various
approaches to applying game elements have emerged. Among these approaches, a distinction can
be made between Gamification and Game-Based Learning. To begin with, Gamification is defined
as the use of game design elements within non-game contexts [11]. Game design elements here
refer to common concepts used within games, such as leaderboards, point scoring, and streaks
that gamification leverages to enhance competition and motivation. In order for gamification to
be effective, each game element is linked to a specific learning outcome [29]. This transforms the
typical learning experience to feel more like a game. The main design, however, still revolves around
the learning goal. Gamification has positive effects when used in an educational context, having
been found to boost students’ learning motivation [34].

Figure 1: Excerpt of K. Becker’s What’s the difference between gamification, serious games, educa-
tional games, and game-based learning? [3]
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In contrast, Game-Based Learning (GBL) is an approach to learning where the learning happens
through playing games. The value of GBL is more intrinsic, embedding learning holistically within
the game itself to make it enjoyable and engaging. GBL is a valuable pedagogical approach that
has been found to stimulate students’ motivation and also enhance their joy, autonomy, critical
thinking, creativity, and imagination [28]. In addition, it can be applied well within both online and
physical environments, making it especially suited to meet modern educational requirements. This
pedagogical approach often leverages educational games. An educational game, otherwise referred
to as a Game for Learning (G4L) is a game specifically designed with some learning goals in mind.
The embedding of the learning content is intrinsic and intentional in the design, rather than it
being a byproduct. Figure 1 outlines the difference between gamification, G4L and GBL in further
detail.

There already exists a precedent of utilizing games for AI education. The majority of these games
revolve around coding. However, some of these aim to educate children of ethical and social
implications and work on explaining the core concepts of responsible AI usage [14]. Additionally,
studies have been conducted regarding the effectiveness of GBL and educational games for fostering
AI competencies and skills [19, 12]. These studies highlight how GBL effectively enhances students’
comprehension of AI, particularly when integrated with problem-based learning, as this allows
for further development of students’ critical thinking and problem-solving skills [19]. Educational
games are therefore suitable tools for teaching about responsible AI usage.

2.2 Game Design for Education

Game-Based Learning has a lot of potential in furthering competencies necessary for responsible
AI usage. With the design process of educational games being more focused on attaining specific
learning goals, it becomes worthwhile to look at ways in which we can structure the game design
process to ensure these learning goals are met. Various theories exist that, when used as guidelines,
can aid us in the design process [16]. In this section, we discuss three theories that originated outside
of a game design context but have been found to be effective guidelines for game design. Lastly, in
section 2.2.4 we discuss the main framework with which we intend to develop our educational game.

2.2.1 Bloom’s Taxonomy

Bloom’s Taxonomy is a hierarchical framework designed to classify learning objectives that originated
in the context of education. It was originally proposed in 1956 by Benjamin Bloom and was more
recently revised by Krathwohl and Anderson [26]. This framework outlines the different categories of
knowledge, structured from simple to more complex and challenging types of thinking: remembering,
understanding, applying, analyzing, evaluating, and creating. Figure 2 shows how the framework is
ordered. By framing learning goals using these verbs, we can define learning goals that progressively
advance students’ skills. There is merit to applying this framework to game design, as especially
within the design of educational games, it is easy to lose sight of what we wish to teach. Clearly
outlining the learning objectives allows us to design educational games more progressively, ensuring
that the embedded content remains effective at teaching. This way, we can use Bloom’s Taxonomy
as a basis for creating our game design [53].
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Figure 2: The Revised Bloom’s Taxonomy of Educational Objectives. From Jensen et al. Beyond
Bloom’s: Students’ Perception of Bloom’s Taxonomy and its Convolution with Cognitive Load [21]

2.2.2 Goal-Setting Theory

Goal-setting theory, designed by Edwin A. Locke and Gary P. Latham [32], specifically examines
how defining goals can improve performance. In educational games, vague goals and objectives may
cause frustration, which can disrupt the state of flow. Furthermore, they may also distract the
player from the main objective. Applying Goal-Setting theory can thus greatly benefit G4L design.
Goal-setting Theory has five main principles, which we apply to a game-specific context below.

Firstly, objectives within the game should be specific. It should be clear what the player is meant to
do. Goals also need to be engaging, inviting commitment. Ideally, a player needs to be invested in
the outcome - for example, by expecting a reward for achieving a goal. Goals should also be tough
but not feel impossible to achieve. This principle of inviting challenge ties in with Flow theory.
Furthermore, a player should receive feedback for progressing through goals. Lastly, goals should
not be too complex. Ideally, complex goals are broken down into smaller sub-goals. Utilizing these
principles, we are able to set well-defined goals, which benefits player motivation and performance
[16].

2.2.3 Flow Theory

Flow Theory was founded by Csikszentmihalyi [8] and is used to describe a state of optimal
experience that lies between challenge and skills. In this state, a person is fully immersed in a
feeling of focus, involvement, and enjoyment in the process of an activity. This state can be achieved
within educational games. During play, too little challenge leads to boredom, while too much may
lead to anxiety. Balancing the activity’s challenge level with the player’s skill level properly is a big
task, but one that yields a situation in which the activity is engaging and stimulating.
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Figure 3: Diagram of Flow Theory. After Mihaly Csikzentmihalyi, The Flow (1990), p.74

This is vital for educational games: We want as much engagement as possible, as this is when the
learning process is enhanced best [33]. Figure 3 illustrates this balance. For game design, this means
that an iterative design process is vital: Challenges designed within the game environment need to
be tested to ensure they are difficult enough while at the same time not frustrating the player.

2.2.4 DFV Framework

The theories we just discussed are useful guidelines when it comes to improving educational games,
providing us with ways we can balance challenge and skill, improve challenges, and identify the
learning goals we wish to embed. However, when working from a blank slate, these theories provide
little structure in conceptualizing a basic design and are instead used to iterate on already existing
concepts. An unstructured approach to educational game design has the potential to cause the
educational content to be embedded poorly. This means that we must take a wider view than
merely adhering to these guidelines and put our design process itself under scrutiny.

For the purposes of this thesis, we utilize the Desirability, Feasibility, and Viability framework [20].
This framework was popularized by IDEO for product design. Deconstructing our product to these
essential values allows us to craft the core requirements for the design of our game, allowing for a
proper starting point that can be iterated over to arrive at a final concept. We used a modified
version of this framework to allow us to ensure our game design fulfills both user needs and achieves
the defined education goals. The first of the framework items, Desirability, brings into perspective
user appeal, asking how we can fit the game to user needs best. The next item, Feasibility, asks
if this educational game is operationally possible to make. What are the technical requirements
and constraints it must adhere to? Lastly, Viability concerns the practical requirements within the
game to ensure the core learning values are well-embedded. In the original model, the latter focuses
on financial viability, but for the purposes of an educational game with no development budget,
this is redundant, and we require a method to adhere to our learning goals. With this in mind, we
are able to identify essential points that ensure our design is feasible, viable, and desirable. We go
further in-depth on how we achieve this in section 3.
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2.3 State of generative AI

To properly design a game regarding critically assessing the output of generative AI, we must first
take an in-depth look at the state of the art of genAI, both in a wider context and within that of
education. We do so in this section. Additionally, we wish to identify the limitations of this current
state of generative AI, which we discuss in section 2.3.1. Lastly, we discuss the current state of
education in regard to responsible AI usage in section 2.4.

Generative Artificial Intelligence is a term that refers to a collection of various technologies that
produce text, images, video, or other forms of data through predictions based on patterns learned
from large amounts of existing data. Their predictive nature makes them well-suited for various
applications, such as the so-called Large Language Models (LLMs), which are a subset of generative
AI that is trained on vast amounts of text in order to be used for natural language processing
tasks. In recent years, many LLM applications of generative AI have appeared, such as ChatGPT
2, Google Gemini3 and DeepSeek 4. These are commonly used for answering search queries, text
generation, and language translation. Additionally, LLMs exist that are particularly tuned to
helping with specific tasks, such as generating pieces of code based on user prompts. Applications
of generative AI also go beyond LLMs and beyond daily personal use, nowadays seeing applications
being tested in sectors such as business and healthcare [39].

With the advent of this rapidly developing technology, generative AI has also started appearing
within educational contexts. With these technologies, learning content can be transformed to
students’ needs. LLMs can be applied by making summaries or flashcards of learning content.
Furthermore, as using ChatGPT for schoolwork illustrates, generative AI can provide students with
writing support and more research capabilities through enabling better search queries [15].

Various studies show potential beneficial effects of using AI in education. A study from 2023 by
Michael Sailer et al. performed an experiment with AI-generated automatic feedback for pre-service
teachers [48]. This experiment found that, when compared to static feedback, in simulation adap-
tive feedback can give scalable and process-oriented feedback in real time to many students in
higher education. Furthermore, experiments have been done with AI tutors in which students
were shown appreciating the AI tutor’s immediate and personalized support [2]. While students
primarily saw it as complementing human tutors, rather than replacing them, it provided them
with a space where they could ask questions without being judged by others. In other fields, it
has been shown that using AI within education could boost student motivation and engagement [37].

It is clear that in the modern day these rapidly evolving AI technologies offer unique ways to
innovate various fields such as education. As highlighted with the aforementioned studies, different
applications already exist. That said, there is still plenty of room for improvement and research
- both in developing the AI systems themselves and in further researching the impact of using
AI technologies in these fields. Moreover, there are also limitations to be considered within these
technologies that further impact their use, which we discuss in the following section.

2ChatGPT: https://chatgpt.com/
3Gemini: https://gemini.google.com/
4DeepSeek: https://www.deepseek.com/
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2.3.1 Limitations of generative AI

Despite rapid advancements, generative AI is not without limitations. As discussed earlier, these
technologies are prone to producing output that, despite seeming realistic, is nonsensical, improbable,
or otherwise incorrect. This phenomenon is referred to as “hallucinating”. We distinguish three types
of hallucinations that generative AI can produce [63]. The first of these types is Input-Conflicting
hallucinations, where a response is given that contradicts the user’s input. For example, this would
occur when you ask an LLM what to wear on a sunny day, but the LLM responds with what to wear
on a rainy day. These types of hallucinations typically occur when there is a misunderstanding by
the generative AI of user intent. Secondly, Context-Conflicting hallucinations occur when the genAI
either ignores or adds things to the context of a situation. Regarding our previous LLM scenario,
this would occur when the LLM adds in an extra person that was not mentioned in the original
prompt. This can occur due to limitations in maintaining long-term memory or identifying relevant
context and is thus a structural problem. Finally, Fact-Conflicting hallucinations are simply the AI
producing something that is factually untrue, such as an LLM claiming that the earth is flat. There
are multiple sources of Fact-Conflicting hallucinations, but incorrect training data is a common cause.

Understanding the nature of hallucinations as different types of false information allows us to better
design a G4L that aims to convey why one should be aware of the potential for AI to hallucinate.
For the purposes of this research, our main focus will be on fact-conflicting hallucinations, as
those often go undetected when the user lacks knowledge of said facts and often have the greatest
impact. In contrast, input-conflicting and context-conflicting hallucinations are more easily noticed.
Additionally, it is vital to note that hallucinations are an integral challenge within the design of
generative AI systems. This means that the problem of hallucinations will likely remain relevant
for a long time, as even the most modern generative AI currently hallucinate [64]. Furthermore,
there are other limitations to generative artificial intelligence beyond hallucinations [63]. While our
main focus in this thesis will be on making users aware of false-information hallucinations and the
need to check the output for correctness, it should be kept in mind that answers generative AI
gives may also suffer from ambiguity, incompleteness, under-informativeness, or bias. Furthermore,
for responsible AI usage, one ought to be critical with the type of tasks that they use generative AI
for. After all, even the best LLMs have poor reasoning capabilities [36].

Especially within educational contexts, further concerns are present regarding the use of AI
technologies. Educators report they face significant challenges with the adoption of AI within the
classroom, the largest among these being students using AI for cheating [30]. Additionally, the
use of generative AI also heightens the risk of accidental plagiarism. The nature of genAI, being a
system trained through digesting large amounts of previously published work in order to create
output, causes it to occasionally reproduce existing content. Without critically assessing the output,
this could lead to accidental plagiarism being committed. Perhaps a more pressing concern is
whether AI systems actually support learning: Recent studies have shown varying results regarding
the impact of AI on learning. Frequent AI usage has been shown to not necessarily translate into
better academic outcomes [31]. Using generative AI for certain skills such as programming is not a
functional substitute for teaching these skills either, and over-reliance might instead hinder learning
[49]. Finally, a recent study by MIT’s Media Lab suggests that over-relying on generative AI could
actually harm learning, especially for younger users [25]. While further research still needs to
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be done to explore the full depths of these limitations and their effects on learning, it becomes
abundantly clear that despite the many advancements within the field of AI, responsible AI usage is
not a skill we can neglect. Additionally, educators report challenges in the adoption of AI systems
from a lack of training or support, which hinders the integration of AI in education [30]. This
highlights that there is interest in tools that could aid teachers in the advancement of AI education,
such as educational games.

2.4 AI Literacy

In the past year, developments have been made to digital literacy requirements within the Nether-
lands. Digital literacy in this context refers to the competencies necessary to participate in the
modern digitalized society. These competencies now fall under the basic skills that elementary
and secondary schools should aim to teach [47]. Stichting Leerplan Ontwikkeling (SLO)5 has been
tasked with researching how digital literacy can be best integrated within the lesson curriculum.
Digital literacy is defined over four domains that encompass skills such as searching for information
about digital technology, the use of digital technology, the critical use of said technology, and the
ability to estimate risks of the use of digital technology [42].

The SLO has outlined six core goals that together form a framework to encompass teaching digital
literacy [23]. These core goals can be used by educators to shape their lesson plan for teaching skills
and competencies such as teaching data safety, being able to navigate around false information
online, and understanding the importance of digital privacy and safety. Specifically, a separate
core goal has been designed for Artificial Intelligence competencies. There were mixed opinions
of the adoption of this core goal as a separate point within this framework, but ultimately AI
was deemed as an integral part of the digital landscape in modern times, as many commonly
used tools and software already integrate AI [23]. This core goal primarily encourages students
to be taught to explore the possibilities of AI systems, being able to both recognize and use
AI systems and tools in their surroundings. An aspect of this not explicitly mentioned within
this core goal of AI is the need to treat AI critically due to the risks that the aforementioned
limitations pose, despite the critical usage of technology being defined as a domain of digital
literacy [42]. Applying this definition to this core goal, we thus assess that it is necessary to not
only teach how to effectively use AI tools but also to do so responsibly in order to alleviate these risks.

To address this need for responsible usage, the term “AI literacy” has emerged, referring to all the
competencies and knowledge necessary for critically engaging with and using AI technologies [40].
With the potential risks of AI, even the Dutch government has mandated that those working with
AI have a moderate amount of AI literacy [44]. Examples of skills necessary for AI literacy include
a basic understanding of how AI works, being able to recognize it in practice, understanding the
limitations and biases of AI technologies, and understanding the ethical considerations and societal
impacts of AI systems. UNESCO has developed an AI competency framework for students that
outlines this in further detail [35]. The UNESCO framework expands thoroughly on what the Dutch
literacy core goal of AI touches on, providing an in-depth definition of AI literacy.

5Stichting Leerplan Ontwikkeling: https://www.slo.nl/
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2.4.1 Output Review

An important skill not explicitly defined within the UNESCO framework is that of Output Review.
We see that point 4.1.1 in table 2 states that “Students will understand what it means for AI to be
human-controlled, and what the consequences could be when that is not the case” [35]. Furthermore,
the associated curricular goals state that AI curricula should “facilitate an understanding on the
necessity of exercising sufficient human control over AI”. While this implies human verification over
generative Artificial Intelligence is necessary rather than blindly utilizing the output, there is some
vagueness as to what extent human control is necessary. We wish to further extend this framework
by formally defining “Output Review” as follows. A user performs output review when they aim to
critically analyze generative AI output, intending to identify any hallucinations, ambiguity, bias,
incompleteness, or under-informativeness that might be present in the output. When using this
output, the user then understands the implications of these factors present and either modifies the
output, aiming to remove these factors, or uses the output with these factors in mind.

Proper output review is difficult, as in many cases it might be impossible to detect problem
factors with generative AI output, especially as modern genAI become more advanced. Despite this
difficulty, it remains important to critically assess output, as even if not all problem factors can be
caught, performing output review still mitigates the risk they pose. With there being no guarantee
that output review actually catches all errors, we wish to define output review by the intention
to treat the output critically, rather than necessitating the full elimination of such factors. As a
practical example, when a student uses an LLM for retrieving information for an essay, it is the
expectation that they analyze the output and attempt to cross-reference any information that the
LLM gives them with other sources. In this case, if despite this attempt they fail to identify a piece
of incorrect information, they would still have performed output review.

Critically assessing the output of generative AI is relatively non-complex as a concept, yet is a rather
crucial aspect of mitigating risks when using AI regularly. Even if output review is not always fully
effective with catching errors, it still promotes critical thinking regarding the prompted subject,
lessening the aforementioned risks of over-reliance on generative AI. In education specifically, this
means engaging students in the learning process and encouraging them to treat the materials more
critically, mitigating the effects of over-reliance on learning. While AI literacy efforts currently
primarily focus on fostering a basic understanding of AI concepts and responsible usage, they lack
sufficient detail in instructing the practical application of these concepts. Therefore, extending
these frameworks through thoroughly outlining concepts such as output review allows us to further
facilitate the practical application of responsible AI usage. With output review being relatively
non-complex as a concept yet rather effective at alleviating pitfalls, output review forms a great
focus point for furthering AI literacy after an initial understanding of AI technologies has been
achieved. Finally, it should be noted that the use of output review remains fairly heavily influenced
by user motivation. Even if a user were to be aware that AI might hallucinate, they might not always
take the effort to do an exhaustive review of the output. Considering this limitation, educational
games form a suitable method for encouraging output review due to their ability to instill intrinsic
motivation [62].
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2.4.2 Computational Thinking

Computational Thinking (CT)[59] skills are a fundamental part of digital literacy, being defined as
a separate domain by the SLO [42]. These skills also form a valuable basis for teaching AI literacy.
For example, understanding algorithmic thinking directly translates to relevance when it comes to
designing, developing, and using AI tools and applications. In general, computational thinking skills
contribute greatly to critical thinking skills [27], which in turn contribute to the understanding of
AI systems. This understanding then contributes to understanding the relevance and importance
of output review, serving as motivation to do so. Furthermore, it has been theorized that there is
a link between CT and Prompt Engineering [13], which is the act of crafting and refining inputs
to AI models to generate desired outputs. This falls under AI literacy. CT is required for Prompt
Engineering, while at the same time, a good grasp of Prompt Engineering enhances the learning
of Computational Thinking skills [13]. This is part of a wider set of research that states that
AI education benefits the development of computational thinking skills [60, 24]. However, while
various research indicates a link between the two [56], the exact nature of how Computational
Thinking skills can benefit AI literacy remains underexplored. That said, it can be inferred that as
with Prompt Engineering [13], computational thinking helps with decomposing and analyzing the
concepts introduced within the wider scope of AI literacy. Furthermore, it might further enhance
the structural thinking and critical thinking required for output review. Therefore, CT skills help
build towards stronger output review skills.

2.5 The Technology Acceptance Model

The Technology Acceptance Model [9, 10] is a way of predicting user acceptance of software. It
identifies two main factors that it claims significantly influence a user’s attitude towards a technology,
which in turn affects their intention to use it and ultimately determines their actual usage behavior.
These two input variables are Perceived Usefulness, which refers to how a user believes that the
technology will improve their performance or help them achieve their goals. Perceived Ease of
Use, the other factor, refers to the degree to which a user believes the system will be convenient
and effortless to use. The Attitude towards usage reflects overall feelings of the user towards the
product. Behavioral Intention to use is an outcome variable that measures the user’s intention to
actually use the technology [10], thus being an important factor that we wish to optimize as it is
what ultimately leads to actual system use [54].

Figure 4: Extended version of the Technology Acceptance Model. From Haverila et al. [17]
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We wish to utilize the TAM model to determine players’ acceptance of our designed game as
a method to teach about output review, as well as their general disposition towards utilizing
educational games for AI literacy education. The TAM model has been used prior in similar
contexts, yielding significant results. A study by Manuel Ninaus et al. investigated the acceptance
of GBL by students. Additionally, they aimed to investigate which individual variables could lead
to learning success within GBL [41]. Their findings suggest that learning success is predicted by
the perceived usefulness of the game as a learning tool, as well as the ease of use. In addition, it
was found that students’ learning success was also influenced by their intrinsic motivation for the
respective learning domain. The Technology Acceptance Model is well-suited to measure these
factors. Furthermore, the TAM model has also been used to investigate the acceptance of GBL by
educators, where it was found that a significant factor of the acceptance of GBL by educators was
the quality of the education itself [5]. Lastly, the TAM has also been utilized to investigate the
impact and acceptance of gamification for digital literacy education at undergraduate levels, further
highlighting the potential benefits of utilizing game elements to enhance digital literacy education
[1]. These studies support our use of the TAM for investigating the acceptance of educational games
as a tool for learning AI literacy. For the purposes of this study, we use an extension to the original
TAM model that includes external variables, as displayed in figure 4 [17]. Our external variables for
this study consist of students’ prior experience with output review and their intrinsic motivation
towards it. This is in line with previous research, which supports the significance of these factors
towards learning success as well as towards perceived flow [41].

3 Methodology

This section describes the methodology of this thesis. In section 3.1 we go over the game design
process, outlining the iterative steps we took. In section 3.2 we discuss the way in which we evaluate
our design through an empirical study.

3.1 Game Design Process

The methodology of our design process is firmly rooted in an iterative mindset. Step 1 of our design
process will be determining basic requirements for our game, ensuring the designed game serves to
answer our research question. We describe this progress in section 3.1.1. We then iterate over these
requirements, working them out further into characteristics (in section 3.1.2) to further narrow
down the scope of our game. Lastly, we construct a design document as displayed in 3.1.3 that
outlines the core concepts of the design.

3.1.1 Requirements

To set our requirements, we use the DFV framework [20] from section 2.2.4. Our requirements
are phrased in terms of “must”, “should” and “could” in terms of prioritization, inspired by
the MoSCoW framework [45], allowing us to set prioritization within these requirements. In this
context, “must” means the requirement item is vital for our educational game.“Should” items
are important goals that are not necessarily vital, but do add significant value. We still aim
to implement all of these. “Could” items are goals that do not have as significant an impact
but are nice to have if possible. Our goal is to keep our requirements rather global, so that it
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allows us to further specify as we iterate over them. We construct these requirements in an arbi-
trary order, as for the purposes of our project, we intend to balance all requirements roughly equally.

Figure 5 describes the desirability of the product. It should be noted that for our context, the
“user” for desirability is the educator, and these requirements focus on making our game appealing
for the educator to use in their curriculum. Various aspects are considered here, from practical
appeal (e.g., Point 1 describing classroom usability) to educational appeal (e.g., Point 4 in addition
to its primary goal of encouraging output review). It should be noted that during the construction
of the requirements, we narrowed our target audience down to students aged 16-18, as this al-
lows us to build upon the computational thinking skills that they are expected to have, as per point 4.

Figure 5: Desirability (User Appeal)

Our Technical requirements (figure 6) are largely shaped by needing to ensure each student can
properly retrieve the learning value embedded within the game. Hardware compatibility is relevant
(as per point 2), as user hardware might vary. Furthermore, point 4 has the potential to affect our
Desirability, as longer games might be unsuitable for classroom usage. This means that ideally,
a single “session” of the game can be completed within the duration of a class. This may differ
depending on the game type and structure (e.g., are there save points, or can the overall game
otherwise be split up?).

Figure 6: Feasibility (Technical Requirements)
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Our practical requirements focus mainly on the embedding of the learning content and ensuring
that our game fulfills our research question. To do so, we use the aforementioned frameworks in
subsection 2.2. Furthermore, we also focus on student appeal. We consider that if the game does
not appeal to students, it fails its primary purpose as an educational game, as it will be ineffective
at teaching the embedded content. Figure 7 shows our final practical requirements.

Figure 7: Viability (Practical Requirements)

3.1.2 Characteristics

In the second step of our design process, we work out these requirements further into actual
characteristics of our educational game. Rather than global requirements, we go into specifics and
try to narrow down the scope of our game. We have constructed our characteristics in appendix A.
These characteristics reveal some interesting specifications. Regarding the Desirability, we determine
that it is vital that while we aim to promote responsible AI usage, we do not want our game
to over-encourage AI skepticism. After all, this bias in design might lead to teachers who are
enthusiastic about utilizing AI to not use this tool. Ideally, our educational game can be used by
both AI skeptics and enthusiasts alike, as both should have the wish for responsible AI usage in
common.

For our Feasibility, we determined the ideal time frame falls within the bounds of 15 to 30 minutes,
yielding an average play session of 22.5 minutes to shoot for. Furthermore, as we need to ensure the
game can be played on even old hardware, we ought to avoid 3D and keep our visual style simple.
Additionally, to ensure those not familiar with games are able to receive embedded educational
content, we should use common control schemes and potentially implement an in-game hint system
to avoid the player getting stuck. Lastly, we determine that a test group is required as a control
group to ensure the game fulfills our requirements.
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Characterizing our Practical Requirements (Viability) gives us further insight into how we can
embed the learning content within the game. We determine that we need a story beat or gameplay
feature that directly represents generative AI, avoiding layers of abstraction. We can leverage this
story beat or gameplay feature to teach why output review is important. To encourage the criticism
of this story beat or gameplay feature, we can reward the player for staying critical or punish the
player for failing to do so. Importantly, we cannot use real generative AI within this project due to
various Feasibility and Viability restrictions, meaning fake generative AI6 will be utilized.

3.1.3 Game Design Document

After these characteristics were determined, we moved on to brainstorming several basic ideas for
the actual educational game design. Ultimately, we chose to adopt the idea of a point-and-click
style puzzle-adventure game supported by narrative gameplay as our next step in the process. We
chose for a primary mechanic revolving around puzzles, as this design lies closer to conventional
tasks that students often encounter within homework assignments, making it easier for students
to transfer their problem-solving skills to the game. Furthermore, the focus on adventure and
exploration invites students to engage critically with the contents of the game as they aim to
find ways to progress. Lastly, involving a narrative can allow students to create emotional connec-
tions with content, which allows for learning content to be more memorable and impactful [57].
We gave this educational game the provisional name “Doolhof” and moved to further work out
a proper design for this concept, which is shown in Appendix B. We summarize the core findings here.

In Doolhof, the player finds themselves stuck in a maze. They’re tasked with solving puzzles to
escape. Players are provided with a handbook (referred to as the Adventurer’s Handbook) and a
‘Robot Companion (RC)’ by the name of Rosie to assist them throughout their adventure. Rosie
is presented as generative AI and may occasionally produce inaccurate or irrelevant responses.
This design encourages players to critically review the companion’s output by using the provided
handbook. Doolhof places a focus on the narrative, in which Rosie plays a relevant role as a
true companion to the player, meaning the impression is given that Rosie and the player need
to work together as a team to solve the puzzles encountered. Additionally, the puzzle design in
Doolhof primarily revolves around utilizing either the handbook or the robot companion to retrieve
information to solve the puzzles. Puzzles might thus require the player to answer trivia in the form
of a search-query puzzle, where the player is very likely to not know the answer by heart. Another
type of puzzle present is logic puzzles - puzzles in which a form of reasoning is required, such as
Knights & Knaves [51]. Finally, to keep track of the player’s progress during gameplay, Doolhof has
a score system that rewards the player for correct answers. The player gains extra points based
on how fast they answer puzzles (correctly). Moreover, throughout the narrative, the player will
be reminded that other adventurers (such as the other students) are also out for the treasure,
encouraging a sense of competition in players to motivate them to get higher scores. Through these
two design elements we hope to encourage the player to solve puzzles fast, lest other players beat
them to the treasure.

Doolhof will be developed fully in Godot7. We are using version 4.4.1, which is the most stable

6Applications that appear to be but are not “real” artificial intelligence
7Godot 4.4.1 Stable: https://godotengine.org/download/archive/4.4.1-stable/
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version of the software at the starting point of development. We have chosen Godot as it supports
plugins that make the implementation of narrative systems trivial, such as Dialogic8. Furthermore,
utilizing tilemaps9 saves us a lot of time and effort on area design. To keep visual elements simplified,
Doolhof has a pixel-based art style. There are many CC010 assets available for pixel art, and due to
their low complexity, file size is kept small, allowing us to optimize for storage space.

3.2 Empirical Study

To evaluate Doolhof, an empirical study was held to analyze students’ behavioral intention to-
wards the use of educational games as a tool for learning about output review. Specifically, the
item of interest is the developed game Doolhof. In the sample of 17 participants, 11 students
identified as female, four as male, and two chose “I’d rather not elaborate”. Furthermore, it
contained 12 students aged 17, and five aged sixteen. These were all high school students at
VWO level11 that took a philosophy course. This group was selected through convenience sampling,
as participants were selected due to the willingness of their teacher to provide this class for the study.

For this study, participants were welcomed into the computer room of the school and given an
information sheet that outlined the basic overview of the study. Furthermore, they were asked
to fill in a consent form and were given instructions on how to prepare the game on the school’s
device. After this initial setup, participants were given 25 minutes to freely play the game, after
which they were asked to fill in a post-test questionnaire. While participants were exploring the
game, player behavior was observed. After 25 minutes passed, participants were instructed to
fill in the questionnaire, regardless of game completion. Furthermore, the final in-game scores of
each participant were collected. A small prize was available for the player with the highest score,
and each participant was given some sweets as a gift of gratitude for participating. Afterwards,
participants were also informed that no real generative AI had been used during this game. The
full session lasted 50 minutes. Participants were additionally encouraged to mostly play the game
alone and mostly rely on Rosie and the handbook for solutions. In the case that they cannot solve
things alone, they may ask classmates for help. Figure 8 outlines the steps for this process visually.

Figure 8: Experiment Outline

8Dialogic: https://github.com/dialogic-godot/dialogic
9Godot Tilemaps: https://docs.godotengine.org/en/latest/tutorials/2d/using_tilemaps.html

10Creative Commons 0 License: https://creativecommons.org/public-domain/cc0/
11The highest level of general secondary education available in the Netherlands
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Data was gathered through the aforementioned questionnaire and observations. The questionnaire
was made and taken using Qualtrics12. The questionnaire consists of part closed questions measured
on a Likert scale and part open questions. The structure of this questionnaire is further elaborated
on within section 3.2.1. Key measurements for this study are perceived usefulness and perceived
use after the TAM model [9, 10]. The aim is to investigate user acceptance of Doolhof as a tool
for teaching AI literacy through these variables. Separately from this, attitude towards the usage
of output review and the intention to perform output review are also measured. Furthermore,
observational data was recorded through noting any interesting remarks that participants made
out loud during the session. Additionally, the game included a scoreboard system that generated a
save file that participants could easily access to report their scores. Participants were instructed
to raise their hand upon game completion so that their final score could be collected. This score
system was designed to reflect how fast and how ’correctly’ participants completed the game.
Players were penalized for answering puzzles within the game wrong, leading to a lower score. In
addition, the slower the answers are given, the fewer points can be earned. Giving wrong answers
was penalized more in comparison to answering slowly. The distribution of scores thus reflects
how well participants were able to deal with challenges within the game. Finally, the scores might
indicate whether participants had a good grasp of output review, as this design rewards those
performing output review with a higher score compared to those that aim to brute-force puzzles.

Questionnaire data was analyzed using Google Sheets13. For the closed questions, descriptive
statistics such as the mean, median, standard deviation (SD) and mode were calculated for each
question. Additionally, for the perceived ease of use and usefulness, an average distribution of
answers was constructed, of which the same descriptive statistics were calculated. For open-ended
questions, common attributes are extracted from the data and aggregated in a table. Lastly, for
the observational data, scores were collected into a table. These scores are linked to the observed
gender of the participant and randomly indexed. Any further observations were analyzed using
inductive reasoning.

3.2.1 Questionnaire

The post-test questionnaire consists of four parts. Firstly, background information is asked, such as
their gender and age, as well as questions regarding how frequently they utilize generative AI or
play games. Furthermore, they are asked which tasks they use AI for and what types of games they
tend to play. The rest of the questionnaire is split into three main parts that we describe below.

The first set of questions consists of questions using a direct approach. Questions are asked that
provide insight regarding the intent of the participant to review the output of generative AI.
Furthermore, questions are asked according to the TAM model [9, 10] to gauge perceived ease of use
and perceived usefulness of Doolhof. Responses are measured on a Likert scale. The second set of
questions consists of questions that pose a hypothetical scenario that the participant must navigate.
By asking participants how they act in these scenarios, it can be studied whether participants are
critical when using generative AI and if they perform output review. The final set of questions
uses a reflective approach. By posing qualitative open-ended questions to the participant, their

12Qualtrics: https://www.qualtrics.com/
13Google Sheets: https://docs.google.com/spreadsheets/
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perspectives on output review and the game can be further analyzed. This bears overlap with the
previous sets of questions; however due to these questions being open-ended, it allows for a wider
possibility of observations within analysis. We specify these sets of questions further in the following
sections.

3.2.1.1 Direct Questions

The first section asks direct questions that are answered on a Likert scale ranging from 1 (strongly
disagree) to 5 (strongly agree). The questions are modeled after those of the Technology Acceptance
Model and can be sorted as such. The questionnaire was in Dutch, but the questions have been
translated for the purposes of this thesis. Questions within this set can be subdivided into four
different topics, which we describe below.

Figure 9: Perceived Usefulness

The first five of these questions revolve around perceived usefulness as displayed in figure 9. The
topic of interest is to analyze whether the students believe Doolhof to be significantly useful within
the context of their studies. To that end, we ask questions that draw comparisons to traditional
lesson methods, asking whether students believe Doolhof to be a tool that allows them to learn
about AI literacy faster, easier, or better. In addition, we are also curious as to whether students
would wish to see these kinds of games added to their lesson curriculum, regardless of their relative
effectiveness.

Figure 10: Perceived Ease of Use
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The questions in figure 10 focus on Perceived Ease of Use, where the topic of interest is to analyze
whether participants believed Doolhof to be free of effort and convenient to use. We ensure to
specifically ask questions that give us insight into whether the accessibility requirements set earlier
were met, for example, asking players whether they were able to navigate and control the game easily.
Furthermore, these questions give insight into whether players found the content comprehensible
and motivating, which also provides insight into whether the learning content was well-embedded.
Finally, we ask players whether they found puzzles in the game too challenging, as this could
have influenced players’ overall perception, even if puzzles were intended to be challenging by design.

Figure 11: Problem-Specific Questions

Aside from the questions fulfilling the TAM model, there was a set of problem-specific questions for
insight into what the player thought of tools like Rosie and the handbook that they could use. These
are displayed in figure 11. These questions, while not directly fitting within the established perceived
ease of use questions, still concern factors that may significantly influence players’ perception of the
game. Specifically, these questions take into account how our intended design of Rosie might have
influenced player perception. As Rosie was designed to hallucinate occasionally, player perception
of this tool might be skewed into seeing Rosie as less dependable or helpful in comparison to
the handbook. These questions thus give us insight into how players ultimately perceived these tools.

Figure 12: Output Review Questions

Lastly, in figure 12, several questions were asked that all concerned output review. Firstly, three
questions were asked concerning participants’ stance on output review in general. The last two
questions concern Doolhof specifically, asking whether Doolhof was clear in its embedded educational
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content and whether it influenced their motivation to perform output review. Together, these
questions allow us to analyze whether Doolhof has met its educational goals, those being to (1)
teach the importance of critically reviewing the output of generative AI and to (2) motivate people
to perform output review, as set in the Viability requirements. In addition, it provides us insight
into participants’ general intention to perform output review in the future.

3.2.1.2 Hypothetical Questions

The second set of questions consisted of two open questions in which the participant was asked
to describe their actions in a hypothetical scenario. These two questions both involve relying on
generative AI. Through this approach, it can be seen whether the participant actually utilizes
output review techniques. This provided further insight into whether the “apply” level of Bloom’s
Taxonomy [21] has been reached. Students are asked to answer this question in sufficient detail,
including what they would ask the generative AI and what they would do with the answer that it
outputs. Figure 13 displays the scenarios.

Figure 13: Hypothetical Questions

In order to analyze data obtained through these questions, frequently appearing attributes are
extracted from the data and aggregated. For example, consider the answer: “I would ask the AI
for sources and then check its answers.” This answer would score a point on the “ask for sources”
attribute, and one on the “performed output review” attribute. It should thus be kept in mind that
data is not exclusive, i.e. multiple attributes can occur in the same answer, but answers can also
contain no attributes at all. Attributes are chosen based on which similarities most frequently occur
within the data for a question. Furthermore, we aim for these attributes to be all-encompassing, so
that no miscellaneous attributes occur (or in other words, no actions occur within the answers that
do not fall under the listed attributes). Lastly, attributes should not be too overly specific, so as
to ensure they are meaningful. For example, checking AI output for answers by reading over the
output thrice and manually searching for sources to verify the output are both instances of the
attribute output review, despite their varying effectiveness at identifying false information.
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3.2.1.3 Reflective Questions

The last set of questions is the reflective questions, as displayed in figure 14. These are open
questions in which participants are asked to further elaborate about their opinions regarding
Doolhof, output review, and generative AI. The data obtained through these questions is analyzed
in the same way as for the hypothetical scenarios, by extracting attributes from the data and
aggregating these. In this set, we ask questions that are designed with the aim to give us further
insight into player perspectives: Firstly, we wish to know how certain elements within Doolhof were
perceived, as well as what educational content players were taught by Doolhof. In addition, we ask
for the participants’ general disposition on using games within education. We also ask questions
that allow us to further analyze participants’ general perspective on generative AI. Finally, we
include a catch-all question, allowing participants to share any further remarks they might have on
the game or the study.

Figure 14: Reflective Questions

3.2.2 Pre-Study Playtesting

A vital part of the game design process was testing prototypes of Doolhof with various playtesters
in order to ensure the requirements were met. In total, the help of 12 playtesters was asked, 6 of
whom spoke Dutch. Those who did not speak Dutch mainly helped during the early portions of
the game design, where the technical integrity of the game needed to be tested. They verified that
all mechanics worked correctly. The Dutch playtesters helped in the latter half of development,
when the main game was already implemented and development mostly iterated on an existing
product. Dutch playtesters were asked to fill in a modified version of the questionnaire in 3.2.1
that contained additional questions with a meta-critical perspective on the game. This gave further
insight into whether the game fulfilled the requirements - especially in regard to average play time,
puzzle complexity, and accessibility. Playtesters had various backgrounds, and not all were familiar
with games, allowing for a rather accurate analysis. Lastly, the playtesting group contained two
people with red-green colorblindness and two (different) people that are dyslexic, which helped
make the game more accessible.
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4 Results

In the following sections we present the results of this thesis. Firstly, section 4.1 presents the product
of our game design. We present the main gameplay loop and highlight core features. Section 4.2
describes additions to our game made at the hand of playtesting. Finally, section 4.3 presents the
results of the empirical study as well as observational data taken during it. Additional figures not
displayed here can be found in appendix C.

4.1 Doolhof

This section describes our final product, visiting the core gameplay loop and describing significant
elements. Doolhof can be found on Itch.io (in Dutch): https://csomeoneh.itch.io/doolhof ; and
the source code can be found on our GitHub page: https://github.com/ThisIsSomeone/Doolhof.

Doolhof is a puzzle-adventure game consisting of five sections in which the player has to solve
puzzles to proceed in order to escape a maze. Players are provided with two tools to help them
solve these puzzles: A handbook with all kinds of information and a robot companion called Rosie.
The gameplay loop in Doolhof can be categorized within two modes: Exploration mode and Puzzle
mode. In exploration mode, the player needs to locate an object that will trigger the puzzle to
appear, which they need to solve to complete. They can do this through exploration-based gameplay,
in which they may use the mouse to interact with various objects on the screen. Puzzle triggers
have various visual keys hinting at their importance, such as a shining effect or being otherwise
notable (such as the dice in figure 15).

Figure 15: The player must locate the puzzle under the bottom-left dice.
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In puzzle mode gameplay, the player is prompted with a variety of puzzles in each segment. During
these segments, the player may rely on the handbook or Rosie for help. Puzzles are designed with
the latter in mind - often constructed in a way in which it would be preferable for the player to rely
on the available tools. A question might, for example, require specific trivia knowledge that a player
is unlikely to know or be a significantly complex reasoning task in which cognitive offloading is pre-
ferred. Figure 16 shows an example of this, in which the player finds a set of tracks with minecarts on
them. Minecarts can be interacted with with the mouse in order to move them past the track in 5 set
positions. Only the right combination of positions will unlock the door in the other room. Through
deduction, the player may find out that the items within the minecarts correspond to certain
objects in the other room (displayed in Figure 18). However, further deduction is required to figure
out the position of the third (empty) minecart, for which the player is likely to prefer relying on Rosie.

Figure 16: The player has to figure out what position the minecarts must be set in.

The distinction between puzzle and exploration gameplay for the game design was inspired by
Goal-Setting Theory, as by making this decision behind the scenes, we could ensure that challenges
within Doolhof were specific and clear. Overall, the goal of escaping the maze gets split up into
escaping each individual room for the player, which then gets split up into finding the puzzle and
solving the puzzle. This repeated gameplay loop ensures the player always has a general idea of
their objective. In addition, Rosie provided occasional remarks as the player progressed through
these challenges, ensuring positive feedback was given to the player for making progress (aside from
earning points).

The Adventurer’s Handbook is one of the tools the player can use during the puzzle portions of
the game. This tool is accessible through the icon on the bottom-left of the user interface. When
opened, it can be navigated using the tabs on the right as shown in Figure 17. Furthermore, a basic
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index is given on the first page of the book to allow the player to locate the desired information.
Despite this, navigating through the book requires some manual searching, which means it might be
a little clunky to use. This is by design, as we wish to reflect a realistic dilemma in which searching
proper sources usually is slower and more intensive compared to relying on generative AI.

Figure 17: A page from the Adventurer’s Handbook.

Rosie, the other tool the player can rely on during these portions, can be accessed from the bottom-
right of the user interface. Rosie is a friendly and enthusiastic robot companion and often gives
the player positive affirmation. Within Doolhof, Rosie is introduced as a tool that uses generative
AI technology. However, this claim is false, as Rosie’s dialogue is in actuality static and manually
scripted. In order to have Rosie appear as real generative AI, some parts of her dialogue were
scripted using the assistance of ChatGPT14 for inspiration. However, all dialogue that was inspired
by generated prompts was manually verified to be appropriate for players and modified or fully
rewritten to ensure it fit within the context of the game. Interestingly, we note that the name of
the robot companion was generated by ChatGPT itself.

When triggered during puzzle gameplay, Rosie will attempt to help the player to the best of her
abilities - but might at times ’hallucinate’, mimicking real generative AI hallucinations. For example,
when triggered during the puzzle in figure 16, she will recall that within the last room, there
were four types of objects that were clearly displayed: barrels, books, chests and a mushroom.
She claims the height or the order that these items appear in might determine the position the
minecarts must be in. However, Rosie’s claim about this puzzle is unfortunately not correct. Both
a Context-Conflicting hallucination and a Fact-Conflicting hallucination occurs here: Only three

14ChatGPT: https://openai.com/index/chatgpt/
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Figure 18: Rosie encourages the player to perform output review.

minecarts are populated with a corresponding object (context), and there is no real order or height
to the objects displayed in figure 18 to speak of. Through trial and error, the player will discover
that Rosie’s answers are not always reliable and will need to instead rely on either the handbook or
their own logical reasoning to avoid wrong answers. Furthermore, throughout parts of the game,
Rosie herself promotes utilizing herself in tandem with the handbook, further supporting the notion
of output review through narrative elements.

4.2 Playtesting Results

Playtesting feedback was fundamental in the design process of this game and contributed greatly
to our final results. Certain notable additions after feedback were the addition of a history button
(Figure 20) and the score counter flashing red or green (figure 19) to mark incorrect answers and
correct answers, respectively. It should also be noted that through playtesting, numerous spelling
errors were filtered out, and many errors within gameplay features were found. With this, the overall
quality of gameplay was greatly improved. In this section, we elaborate on the most significant
improvements made at the hand of playtesting feedback.

Figure 19: The score counter

As mentioned, a significant improvement to the score counter was made, as playtesters reported
that the score counter felt “too insignificant”. Initially, the score counter was less visible due to
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the background being less opaque. Changing this, it popped out to the foreground more as an
element of the user interface, resulting in it being more noticeable. Furthermore, we had the score
flash red or green (as seen in 19) upon submitting an answer for a puzzle. Through this, we were
able to draw more attention towards the point system, thus enhancing the focus on the reward
and punishment of completing puzzles fast or incorrectly, respectively. Through this, we further
encouraged players to double-check their answers. Interestingly, while motivating players to check
their answers initially would in theory cause a lower score (due to it taking longer, and speed is
rewarded), ultimately, due to this design motivating output review and thus causing answers to be
more likely to be correct, the overall scores were raised. This design was intended to discourage
brute-forcing the puzzles.

Implementing the history button (accessible from the top-right of the user interface) allowed the
player to refer to past dialogue and hints. This greatly improved the quality of the gameplay
experience, as originally, certain dialogue could be triggered multiple times. Without this feature,
this led to players easily losing track of their progress within a puzzle, sometimes causing them to
get stuck despite Rosie already having given them the correct solution. This feature allowed players
to easily reference prior dialogue without relying on memory, thus circumventing this issue.

Figure 20: History functionality allows the player to see past conversations.

4.3 Empirical Study

This section presents the results of our empirical study. Section 4.3.1 describes the results of our
questionnaire. We show distributions and give some descriptive statistics for the background and
direct questions. For the hypothetical scenarios and reflective questions we display aggregated
attributes that were manually extracted. Section 4.3.2 details our observational data. Diagrams not
included here can be found in Appendix C.
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4.3.1 Questionnaire

We take a look at the responses received on the background questions in this section. Figure 21a
presents how often participants use generative AI. All the participants report having used generative
AI before. Figure 21b outlines what purposes they use it for. The majority of students report using
generative AI for searching information and help with schoolwork.

(a) How often is it used? (b) What is it used for?

Figure 21: AI usage among 17 participants

Figure 22 summarizes how often students play games. The distribution is rather even, showing that
our sample covers various levels of familiarity. Furthermore, the results show a wide variation in the
types of games that participants were familiar with. Board games, shooters, and strategy games
were the most commonly played game types (with 6 answers each), followed by puzzle and fighter
games, with 4 answers each.

Figure 22: Frequency of Gaming

We move to figures 23, 24, 25 and 27, which present the results of the direct questions. In figure 23
statements relating to the Perceived Ease of Use of the TAM model are shown[9, 10]. The majority
of participants report agreeing the application is easy to use, with 50% being in agreement in the
average distribution and 35% being neutral. Scores ranged between 1 and 5, with mean = 3.54,
median = 4, mode = 3 and SD = 1.02. Statement 3 specifically has a majority of participants leaning
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further positive, indicating that Doolhof was generally accessible. The results show that participants
might have perceived certain puzzles within Doolhof as challenging, with four participants reporting
to agree that puzzles were too difficult. A significant portion of the participants (5) was neutral
regarding this statement.

Figure 23: Direct Questions - Perceived Ease of Use

Figure 24 shows the results of the Perceived Usefulness. The results show that the majority of
participants perceive Doolhof and similar games as useful for learning about output review. Scores
here also ranged between 1 and 5, with mean = 3.53, median = 4, mode = 4 and SD = 1.05.
Statement 2, asking if these kinds of games would be a good addition to the students’ lesson
curriculum, leans heavily positive, with the majority of participants (70%) reporting that they
agree, with only two participants disagreeing. The distribution for statement 4, pertaining to
whether this game makes it easier to learn about generative AI than a normal lesson, is fairly even,
with the majority being neutral. The results show that despite there being no strong indication
present that Doolhof is more effective at teaching output review, participants would rather be
taught using Doolhof over traditional lesson methods. Upwards of 55% participants reports agreeing
with this in statement 5. Two students disagree, of which one strongly.

Figure 24: Direct Questions - Perceived Usefulness

Figures 25 and 26 contain our problem-specific questions. These questions regard the tools the
player had available. In order to adequately group and analyze these results, we inverted items 3
and 4 (from “difficult, not dependable” to “not difficult, dependable,” respectively). Statements 1
and 4 (as displayed in figure 25) of our problem-specific questions were regarding the handbook.
The results show participants viewed the handbook generally positively. Scores ranged between 1
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and 5, with mean = 3.56, median = 4, mode = 4 and SD = 1.33. Upwards of 70% of participants
report that they thought the handbook gave them useful information, with one student disagreeing.
While the majority reports positive, the results show to be slightly divisive, with 5 participants
reporting they fully disagree. These results indicate that there is room for improvement within
the convenience of the user handbook, although the inherent design of the handbook being more
cumbersome to use should be kept in mind.

Figure 25: Direct Questions - Adventurer’s Handbook

Figure 26 displays the questions regarding Rosie, the robot companion. The distribution is mixed,
with ratings given between 1 and 5, mean = 3.24, median = 3, mode = 3, and SD = 1.18. The
majority of participants report neutral for the average distribution, with the distribution slightly
leaning towards participants agreeing. The results show both statements to be divisive. This is a
realistic result, as Rosie is designed to hallucinate occasionally depending on when in the story she
is asked for help. Therefore, experiences with Rosie might vary.

Figure 26: Direct Questions - Robot Companion

Statements regarding output review are displayed in figures 27 and 28. These questions give us fur-
ther insight into participants’ attitudes towards output review and Doolhof’s influence on the latter.
Figure 27 concerns the general attitudes of participants towards output review. The results show
that participants are largely positive about output review. No participants fully disagree, with scores
only ranging from 2 to 5. The results show that mean = 3.90, median = 4, mode = 4, and SD = 0.96.

Figure 27: Direct Questions - Output Review Attitudes
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In particular, statement 1 has participants reporting significantly positive, with upwards of 70%
of participants agreeing. Furthermore, none of the participants disagreed with statement 3, and
only two were neutral. The majority fully agrees, claiming they are aware that generative AI can
output wrong information and be misleading. This brings statement 2 in an interesting light, as
when inquiring about whether participants will utilize output review in the future, only around
45% are positive, and 41% are merely neutral. Two participants somewhat disagree. The results
show that while many might find output review important as a concept, fewer are motivated to
actually perform output review in the future.

In figure 28 we display the direct questions that focus on whether Doolhof influenced participants’
opinions regarding output review. Participants reported mostly neutral and positive, with scores
ranging from 1 to 5, mean = 3.25, median = 3, mode = 3, and SD 0.91. The results show that the
learning content within Doolhof was well-understood, seeing as in statement 4, participants report
that the game made it clear it is necessary to treat generative AI more critically. Statement 5 forms
a contrast. Statements are rather equally distributed, with only one person additionally leaning
positive. The results show that there is potential that the game did not successfully motivate people
to be more critical of their usage of generative AI. However, this does not take into account that
those who lean neutrally might already have been motivated to perform output review; therefore
the game did not provide them with additional motivation.

Figure 28: Direct Questions - Doolhof’s influence on participants’ perspective

Figures 29a and 29b present the figures from our hypothetical scenarios. As described previously,
attributes were selected based on what actions most frequently occurred within the data in a way
that is all-encompassing. In the first scenario (displayed in figure 29a), students were asked how
they would use ChatGPT to find them use information and sources. The results show that almost
all students ask the AI for sources, with only 8 asking for information directly. Additionally, of
the 8 students that asked for information directly, 3 did not ask for sources at all. Furthermore,
slightly less than half of the students perform output review. The results show that the number of
participants who perform output review is lower than the amount of participants who reported
understanding its importance during the direct questions. In our second scenario, displayed in
figure 29b, a different distribution occurs. Within this hypothetical scenario, the participants need
information about a part of a game they cannot access due to difficulties encountered in the game,
and thus use ChatGPT to finish an article they have to write about this game. The majority of
participants report they would ask the generative AI to complete the article. Similar to the previous
scenario, slightly less than half of all students performs output review. Of those who performed
output review, only one student reports that they would rewrite the output of the generative AI in
their own words. Three students circumvent the main difficulty of the question, instead asking for
instructions on how to complete the game so they may retrieve the information themselves, which
avoids relying on the AI for writing related portion of the task. This method, however, requires the
AI to give the correct instructions for completing the game.
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(a) Scenario 1: Source Search (b) Scenario 2: Video Game Reporter

Figure 29: Hypothetical Scenarios

Figures 30a and 30b display significant findings for the reflective questions. Other results obtained
during the reflective portion are summarized through text, but their graphical representation
decomposed to attributes can be found in appendix C. Similar to the hypothetical scenarios,
attributes were selected on what actions most frequently occurred within the data in a way that is
all-encompassing. These questions gave us some interesting results. When asked for their opinion on
generative AI, the majority of participants (15) reported being positive, with 4 of these additionally
voicing some critical concerns. One participant was merely critical, but reported no further negative
or positive concerns. Only one participant voiced a negative opinion about AI, mentioning that
they are concerned about the future in regard to jobs being taken over by AI and how it impacts
the educational system.

(a) Opinions regarding Doolhof’s educational content (b) Opinions regarding output review

Figure 30: Reflective Questions

Regarding Doolhof, our results show that there was an equal amount of positive commentary as
there was critique (9 people each). Six students report facing difficulties at puzzles, in particular
regarding the section of the game that involved a mathematics puzzle with logarithms. Participants
reported that it was unclear that further exploration was required to solve this puzzle. In this
puzzle, players were required to explore the map and interact with several characters, of which one
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would give significant information required to complete the puzzle. Some participants report that
this frustration at this puzzle led to a decrease in fun. Further results show that there is variety
present in what players learned from Doolhof, as visible in figure 30a. Half of participants report
they are now more aware of the importance of output review. Five report to not have learned
anything new. Additionally, 5 participants mention having learned new miscellaneous information,
such as how logarithms work or other fun trivia. Interestingly, these results show that Doolhof
achieved a learning goal that was not in its scope. Furthermore, the majority of participants
reported holding positive opinions about the use of games in educational contexts in this set of
questions. 14 participants were exclusively positive in their answers, whereas two students were
critical but still positive. Only one participant voiced a negative opinion. These results align with
the results found during the direct questions. Lastly, the results displayed in figure 30b show that a
majority of the students report positive about output review. In addition, almost all students report
that they believe generative AI has a tendency to make mistakes. Only one student expresses mild
agreement. Our results show that the majority participants have a critical attitude towards AI.

4.3.2 Observational Data

This section reports the observational data taken during the study. Remarks participants made and
other observations noted down are summarized, and scores that were taken are reported in table 1.
The first item of note is that in our study we witnessed a lot of students play in groups, despite
the original design accounting for participants playing alone. In our sample, multiple participants
collaborated on a single playthrough. We observed that this group dynamic created a motivational
impact among the students, as many students were seen laughing with their fellow classmates.
These results show that playing in a group was perceived as fun. Furthermore, participants appeared
more engaged because of the group dynamics and collaboration pulled them further into the game.
During the more difficult puzzles, several groups were witnessed discussing intensely. Additionally,
there seemed to be friendly competition present among some of the groups.

Scores were recorded of each group and are displayed in table 1. Scores lie between (319,1074) and
show mean = 580.4, median = 546 and SD = 298.25. It should be kept in mind that the gender
ratios described here are observational, and might differ from the results in the direct questions
due to observer bias. Two groups (6 & 7) did not finish the game.

Group Score Participants
1 374 3m
2 1074 2f
3 589 2f
4 546 2f
5 319 1m
6 None 2f, 1m
7 None 4f

Table 1: Group score distribution. Observed gender ratios of the groups are given (m: male, f:
female).

32



5 Discussion

This section discusses the results we obtained. In section 5.1, we zoom in on the TAM model to
explore students’ acceptance of Doolhof and similar games for learning about output review. Section
5.2 discusses the custom questions we asked participants in order to gauge their perspective on
output review, as well as whether Doolhof has influenced their perspective. Observational data is
discussed in section 5.3. Lastly, section 5.4 discusses potential limitations of this project.

5.1 Technology Acceptance Model

In our results we observed that the majority of participants believed our application to be easy to
use. A majority of participants reported positively on statements regarding accessibility (statements
1-3 within direct questions perceived ease of use 23) with none fully disagreeing. This indicates our
feasibility goals from the requirements framework in section 3.1.1 were mostly met, especially in
regard to accessibility. It should be noted that there was a small portion of participants who reported
slightly disagreeing on the first two statements regarding accessibility. With 4 of our participants
also reporting they never play games, we consider the potential of these groups overlapping. There
thus might be further potential for improvement in accessibility within Doolhof, especially targeted
towards newer users of games. Ultimately, while there seems to be potential for improvements,
Doolhof was accessible to the average user in our sample.

Moving to the other aspects of perceived ease of use, participants reported mostly neutral to
statement 4: ”The game gave me enough motivation and satisfaction.” This indicates that perhaps
the state of flow was not fully achieved. This is reinforced by some participants reporting that they
experienced puzzles in the game as too difficult in statement 5. Additionally, we later see this elab-
orated on through the reflective questions. Here, some participants refer to a particular puzzle that
required the player to exit the puzzle to explore the surrounding area to obtain hints. Through these
reflective responses, it became clear that this puzzle was vague, meaning that there is improvement
in line with Goal-Setting theory for this particular puzzle present. Further comments were made in
the reflective portion that gave us hints to the reason why a flow state was not achieved: Puzzles
were experienced as too difficult, specifically because none of these puzzles could be solved without
utilizing the handbook or robot companion. When the player attempts to solve these puzzles without
these tools, the challenge is overwhelmingly difficult, if not impossible. As almost a direct conse-
quence, the forced reliance on these tools for puzzles could instead have made puzzles too easy and
could have led to boredom. In particular, elaboration during the reflective questions by one player
indicated that the trivia-type puzzles to which the handbook gave the full answer were perceived
as ’boring’, compared to puzzles where the handbook or Rosie simply gave hints towards comple-
tion, and the player still had to solve part of the puzzle themselves. Taking all of this together, it
indicates that viability goals were not fully met, with players indicating various levels of engagement.

It should be noted that the lack of a complete flow state might not necessarily be a flaw in our
game design. As previously discussed, the state of flow is a powerful way to keep players engaged.
Engagement is vital in educational games as through deep engagement, players are more likely to
absorb the embedded learning content and engage with it critically. By using the theory of flow,
we hoped to achieve such a level of engagement as to encourage participants to critically engage
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with the learning content. However, the state of flow can be maladaptive when used excessively
[61]. The state can be quite alienating, for example. Additionally, flow has been found to have an
impact on patterns such as addiction [7]. With flow revolving around a strong rewarding feeling,
relying too much on flow runs the risk of individuals prioritizing the enjoyable aspects of the game
(such as puzzle-solving) over the actual learning content (performing output review). This would be
counter to the goal of educational games. Furthermore, it could be argued that the lack of flow
state is what allowed opportunities such as group play to emerge within our sample, as without full
engagement to the game, there was opportunity of engagement with other factors in the environment.

While not directly being a part of the TAM model, our custom questions regarding the game’s
tools gave us additional insight in the ease of use. The results in figure 25 showed that while the
handbook was very positively regarded in giving useful information, participants were divided
about the ease of use of the handbook. The handbook was intended to be more cumbersome to use
in comparison to the robot companion through a lack of easy search functions and representing the
use of a real book. However, we wish to consider that the disparity in this ease of use might have
led to some minor ease of use frustrations for some players. This raises questions on how to balance
the intended design of the handbook being more tedious to use compared with Rosie as a realistic
feature with perceived ease of use. Ideally, we would be able to mitigate the frustration while still
upholding this intended design. Despite this factor, the overall majority of participants is positive
or neutral, indicating that the effects of this intentionally cumbersome design are limited and were
not significant for all players. Thus, these mixed results could also indicate that our intended design
was actually successful, with it appropriately presenting the dilemma of cross-referencing sources
taking more effort.

Participants had mixed opinions regarding Rosie’s helpfulness and dependability, as seen in figure
26. This aligns with the intended design, as Rosie is intentionally not made to be consistently
reliable or dependable, hallucinating during various portions of the game. With player use of the
tools varying (different players might have accessed Rosie more or less often in certain sections of
the game), players might have also encountered a different amount of hallucinations. This said, we
wish to consider that while this design is intentional, it might have negatively affected perceived
ease of use. Considering Rosie is presented as a helpful and reliable companion, players might have
felt tricked by Rosie giving incorrect information to puzzles, leading to potential frustration. While
participants report that the game’s embedded learning content was clear, there are avenues to be
explored in teaching this content in a way that does not rely on player exploration (where the
player has to ’discover’ that Rosie hallucinated). Instead, the design could, for example, revolve
around detecting genAI hallucinations as a main gameplay feature, rather than being supplementary
to solving puzzles. In this type of design, the player would be made aware that the genAI tool
can hallucinate up front, circumventing the frustration that might have occurred here. However,
it should be kept in mind that the frustrations might, in our case, actually be beneficial: The
perceived punishment and frustration of being ’tricked’ by Rosie could serve to deepen the un-
derstand why it is important to critically assess the output, rather than blindly relying on it. It
could furthermore motivate players to perform output review, to avoid such frustrations in the future.

The results of perceived usefulness were displayed in figures 24. These results indicated that partici-
pants are positive about learning output review with Doolhof. Additionally, they agree that these
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kinds of games would be a good addition to their lesson curriculum. Interestingly, participants
are more neutral-leaning regarding whether Doolhof contributes to making learning the embedded
content easier. It appears that Doolhof might be just as effective as regular learning methods
at teaching these lessons in regard to difficulty, or alternatively, that output review overall is a
relatively non-complex topic as a concept; therefore the difference is negligible. Additionally, it
should be considered that all participants in our sample were already familiar with generative AI,
so the concept of output review might have already been known to the participants. Furthermore,
despite the majority being positive, there is a significant number of participants neutral when it
comes to whether they perceive that Doolhof teaches output review ’better’ or ’faster’. This could
potentially attributed to the aforementioned lack of flow state, which limited the effectiveness of
learning. Despite this, only two participants report they would rather be taught using traditional
learning methods to learn about genAI over Doolhof, while the majority still favors the latter. We
theorize that, while Doolhof might not necessarily be better for learning for output review, or make
it easier, participants generally believe that Doolhof makes the learning process more fun. Fun
has a significant positive effect on learning and attitude towards the learning content [55]. It can
be argued that the design of Doolhof encouraging adventure-style gameplay (through introducing
exploration, challenges, and risk) by itself introduces this source of fun, and therefore a state of
flow was not required to achieve this perceived fun [4]. Considering the positive effects of fun on
learning, leveraging educational games seems to have potential.

5.2 Output Review

This section discusses the results we obtained on output review. During both the direct questions
and the reflective questions, we observed that participants were aware that generative AI can be
incorrect and misleading, with the direct question results showing 80% agreeing with this statement
(in figure 27). Additionally, the reflective questions showed that almost all participants claim that
genAI makes mistakes (in figure 30b). In the game-specific questions regarding output review (as
seen in 28) the majority of participants believed Doolhof was clear in conveying the importance
of critically assessing generative AI. With teaching the need to critically review the output of
generative AI being the core of our embedded content, this indicates the said core goal was met.

Unfortunately, it appears the secondary core goal of motivating people to perform output review was
not as resoundingly met. Merely half of participants indicate they intend to perform output review
in the future within the direct set. Additionally, asking whether Doolhof motivated participants
to be more critical regarding their generative AI usage was met with divided opinions, centering
around neutrality. Supporting this observation, we see a similar division within the hypothetical
scenarios, where only half of the participants perform output review. This disparity between aware-
ness of the importance of output review and the motivation to actually perform it is noteworthy,
as the latter is the crux of our game design and research question. While it should be noted
that around 30% of participants report that Doolhof has managed to motivate them to be more
critical with their genAI usage, we wish to analyze how we could further motivate a larger portion
of participants. We discuss some potential reasons as to why Doolhof could be limited in this purpose.
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Firstly, Doolhof was designed to motivate output review through elements of reward and punishment,
which were implemented mostly through narrative design. In the game, the story informs the player
that escaping the maze will yield them a prize - a treasure - that only a singular player could obtain,
implemented through a small real-world trophy that could be obtained. The player with the highest
score at the end of the study session would receive this prize. This design encouraged players to be
fast and correct in their answers - as players lost points for answering slower or incorrectly. Through
this, the score system itself functioned as a form of reward and punishment. The narrative also pre-
sented an opportunity for the player to connect with Rosie emotionally, as Rosie took a supportive
and friendly attitude, aiming to help the player achieve this goal. As stated earlier, this could have
led players to feel ’tricked’ by Rosie whenever wrong answers were achieved by relying on their
output, forming an additional element of punishment aside from the one induced by the loss of points.

Oppositely, discovering and correcting mistakes that Rosie made could have been experienced
as a relief, forming a rewarding experience. However, we wish to consider that these rewards
and punishments could have been perceived as insignificant. With the play session of the game
being short - and the overall narrative therefore being constricted to being relatively simple -
players might have not had the time to develop any emotional connection with Rosie. Additionally,
players could have been uninterested in the prize. Furthermore, the penalties given to the player’s
point score were not directly visible, as the player only obtained the point score total earned
from a puzzle upon completion, and had no way of discerning exactly how many points they
lost from giving incorrect answers. This could have caused the punishment to feel negligible -
as while the player was aware that wrong answers caused a loss of points (as this was told in
the narrative) the game did not directly reflect this visually except for the score counter flashing red.

Alternatively, the narrative could have been too abstract, as the punishment for failing to output
review only applied in-game. Participants are not told that the subtraction of points and losing
out on the treasure is a metaphor on relying on generative AI without output review can lead to
problematic situations in the real world with further consequences than merely ’feeling tricked’
by the AI. To account for this, Doolhof could have included dialogue at the end of the game that
tied the lessons learned back to a realistic scenario. Ultimately, further research has to be done in
elements that could further push motivation to perform output review.

Despite these concerns, it should be noted that Doolhof was not fully ineffective at motivating partic-
ipants, as 30% does report that Doolhof has motivated them to be more critical with their AI usage,
indicating that there were elements present within Doolhof that achieved a motivational impact for
a part of this sample. Furthermore, with 47% reporting neutral to this same statement, it should
be kept in consideration that this question researched whether participants were motivated to be
more critical with their usage by Doolhof. Considering the participant background - where all were
already familiar with generative AI and potentially too with its limitations - it could simply indicate
that these participants were already appropriately motivated to treat genAI critically, and therefore
Doolhof did not further motivate them. Finally, it should be emphasized that even if Doolhof did not
successfully motivate the majority of participants further, the majority of participants do indicate
that Doolhof was clear in its embedded contents regarding the importance of output review, leading
us to believe the first three steps of Bloom’s Taxonomy (remember, understand and apply). were met.
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The reflective results in figure 30a support this, with 8 students reporting that Doolhof raised their
awareness and understanding about the importance of output review. This is still valuable in its
own right, as a proper understanding of the importance of output review is the first step towards
performing it.

5.3 Observational Data

In our observational data, we noted that male participants generally answered quicker but often
incorrectly due to not sufficiently utilizing the game’s tools to review the output and attempting to
’bruteforce’ the puzzles. While not visible in table 1 (groups are randomly indexed), group 1 and 5
were those that finished first in our sample. Additionally, both these groups were also those with
the lowest scores. In our design, we had intended for the score system to be a counter to this type
of behavior. These results cast doubt on the effectiveness of this design, indicating that the point
system by itself might not have provided enough motivation to perform output review. In contrast,
the group that scored highest was often seen relying on output review during gameplay. Female
participants generally seemed less inclined to bruteforce, on average having higher scores around
the 500-600 mark. Additionally, it was observed that the group that had the highest score was very
skilled at output review and understood the embedded learning content quite well. This does align
with the score design: Incorrect answers were penalized more heavily than slow answers, to reward
output review over bruteforcing.

In the previous section, we identified that the punishment for submitting wrong answers was
possibly insignificant or too abstract, causing some player groups to not be as motivated, which
could have influenced the score distribution. Furthermore, the game design itself also did not
account for group play, as the point system was designed and tested on participants playing alone.
In the actual experiment, players might have spent more time discussing with each other or trying
various strategies of answers compared to a single person, which could have led to more mistakes
being made or a larger time spent on a single puzzle as opposed to playing alone. The opposite
is also true: Group play could have, in some cases, led to players progressing faster, with players
filling in each other’s gaps in knowledge and assisting one another. Overall, this could have led to
more variance within the score distribution.

Two groups did not finish playing the game. One group was close, remaining in the last area when
the 25-minute session was over and scores were collected. We consider the potential that this group
overlaps with the participants who indicated being less familiar with games and therefore completed
it slower - as this is the pattern we saw occurring in our playtesting group. This indicates the
potential of us underestimating the time necessary for the study and that more time should have
been allotted. Fortunately, this group received most of the embedded educational content and
therefore provided a valuable perspective within the questionnaire. The other group did not make
it past the introduction, nor did they inquire for help, and spent most of the session distracted by
each other. While the teacher attending the experiment encouraged them to keep playing, Doolhof
did not capture their attention over talking to each other. We believe external factors to be present
here that are outside of the experiments’ sphere of influence. This factor should be kept in mind for
putting into perspective our results, as this group of participants is likely to have reported neutral
for most Doolhof-related statements, thus slightly skewing the results.

37



5.4 Limitations

This subsection discusses limitations faced in this study. Firstly, our study had a relatively small
sample size. 17 participants is hardly representative of the population (which would be all students
aged 16-18 within the Netherlands). This means our results do not quite generalize to the population.
While this should be kept in mind for future research, our results are still valuable and give us
a worthwhile indication that this area of research has potential. Furthermore, since our sample
was obtained through convenience sampling, sampling bias and selection bias could be present. In
our sample, all participants were students of a teacher that is enthusiastic about the use of AI
and is currently working on their own AI literacy curriculum. An effect of this can be observed
within the background of our study: All participants were already familiar with generative AI. An
underrepresented group thus exists, namely that of people who do not use generative AI technologies
at all. This could have led to participants already being familiar with concepts such as output
review. Consequently, those who already were familiar with output review could be more likely to
mentally dismiss the embedded educational content, assuming they already know the contents that
are being taught. Additionally, with the teacher being enthusiastic about AI and having attempted
to give AI literacy education before, participants’ opinions could be skewed positively in favor
of generative AI technologies. An alternative theory is that this could have led to participants
being more receptive to learning about output review, as it ties in to the teacher’s existing curriculum.

Another relevant limitation was the unexpected technical difficulties we encountered during the
empirical study. An unexpected problem was encountered with the schools’ hardware blocking
Doolhof, which was only found a short time before the empirical study took place. This problem
was circumvented through allowing participants to play Doolhof on their personal hardware. This,
however, caused a delay within the setup of our experiment. While students were still given the
intended 25 minutes for gameplay, the time that students had to fill in the questionnaire was shorter
than originally planned. Originally, 50 minutes were allocated in total for this experiment, of which
15 minutes were allocated for filling in the questionnaire. Since participants had another mandatory
class after this experiment, this lack of time could have led to participants rushing to fill in their
answers for the questionnaire. Consequently, this might have led to participants omitting detail
during open questions (as it would be time-intensive to write it out in full detail). For example,
participants could have intended to perform output review during hypothetical scenarios but might
have neglected to mention that they would, due to rushing to fill in the questions. To slightly
account for these technical difficulties, a portion of the questionnaires (3 to be exact) were instead
manually submitted by students the next day, as the teacher allotted time for these students to
finish the questionnaire during their class. This interestingly raises another concern for this subset,
as the hours passing between the experiment and the questionnaire being filled in could also result
in loss of detail in answers.

Further limitations were present in the design of Doolhof. With this thesis being limited in scope,
it was determined that an educational game that could be played within a lesson hour (such as
Doolhof) was more suitable to develop compared to a game that contained more hours of gameplay,
which could be spread out over multiple lessons. The latter would require further development time,
which was not feasible for this thesis. A larger development cycle could have also benefited Doolhof
in other ways, such as further polishing to the puzzle design. Furthermore, it could be argued that
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the design itself is limited in effectiveness. 25 minutes of exposure might be too short to have a
lasting effect on remembering and motivation. Consequently, this choice of limiting the gameplay
to 25 minutes might also have had a significant impact on our results. During our observations, we
noted that two groups were not able to finish the game in this given time, meaning these groups
did not explore the game’s full contents. Furthermore, from the playtests it could be derived that
those not familiar with games previously on average took longer than 25 minutes to finish the game,
corroborating the theory that the groups who did not finish the games might be those with less
familiarity with games. It should be noted that our playtesting group consisted primarily of people
familiar with games. This could have influenced our design, skewing puzzle difficulty to be more
difficult as it was tested on those familiar with these types of games.

An additional limitation within the design of Doolhof is the choice of how to represent Rosie.
The Robot Companion was fake AI, not directly using generative AI for generating output. This
limitation was caused by the various restrictions that utilizing real AI would have, such as using
real AI directly in-game being quite computationally expensive and thus not meeting feasibility
requirements. Further concerns are those of ethics: As this thesis aims to make clear: Generative
AI is inconsistent and occasionally produces undesired output through hallucinations and other
limitations. Therefore, using real AI without manually verifying the output could cause inappropri-
ate content to be displayed to the targeted age group, or content that was otherwise unsuitable for
the game experience. Developing a generative AI system that accounted for this was too resource
and time-intensive for the purposes of this thesis. To account for these limitations, dialogue was
instead manually scripted with the help of generative AI. However, this solution introduced bias
in the design, with the designer deciding exactly how to modify and use the generated output for
game dialogue, thus skewing how generative AI was represented to the player. Furthermore, when
and how Rosie hallucinated was thus also influenced, as hallucinations in places where it would
negatively affect the player experience were manually removed. However, it should be noted the
hallucinations that Rosie displayed within the game were all real hallucinations that ChatGPT
output during the prompting process.

Another noteworthy limitation is that the design of our empirical study merely regards the viability
and feasibility of the requirements set in section 3.1.1. As stated, in the construction of these
requirements, the educator was targeted as the end-user for desirability, while player concerns were
addressed through feasibility and viability. Despite this, we have not evaluated desirability. The
reasoning behind this choice is twofold: Our main interest within this research was finding how
to effectively design a game that motivates players to perform output review. To evaluate this, a
study focused on the player was strictly necessary. Furthermore, due to the aforementioned limited
scope of this thesis, we were unable to arrange for a secondary study that regarded desirability. To
evaluate how educators experience the use of Doolhof in the classroom, a much larger study would
be required over a longer period of time, which was simply out of scope for the study. Through
this limitation, one can debate the choice for choosing the educator as our end-user for desirability.
Ultimately, this decision was made as we wished to develop an educational game that fit within the
already existing efforts towards digital literacy and AI literacy within the Netherlands. For this
purpose, our game needed to be suitable for classroom usage. Subsequently, this choice allowed us
to build upon the existing competencies that the existing efforts regarding digital literacy intend to
teach, such as computational thinking skills. This is reflected in the puzzle design, with certain
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puzzles greatly benefiting from decomposition and pattern-seeking. Consequently, not evaluating
whether Doolhof actually fulfilled its desirability requirements might have caused an oversight as to
whether Doolhof truly fits within these existing efforts in digital literacy, as, for example, we have
not managed to evaluate whether Doolhof appeals to both AI skeptics and enthusiasts.

Lastly, many of the methodologies we used involved self-reporting, which introduces various kinds
of bias. For example, participants might have claimed to intend to perform output review because
of some kind of social pressure, e.g., wanting to appear more competent or aware. Although self-
reporting aligns with the goal of the research (as we mostly wish to investigate student perception
of these tools and their intentions), different measurements could have been used.

6 Conclusion

In this thesis we explored how educational games can be used for the purposes of promoting output
review. Firstly, in our related works, we dove further into why it is critical that we teach the
importance of critically assessing generative AI output. We saw that hallucinations are a frequently
occurring issue within generative AI, being a result of how AI is trained to learn patterns and
predict outputs and as such, even the best AI hallucinate. Despite these limitations, generative AI
has rapidly become adopted in various fields, with recent innovations such as within education,
where it can be leveraged both by educators and students. Studies have shown that the use of
AI tools within education can improve students’ engagement and motivation, but that there are
also limitations and pitfalls present. Using generative AI to substitute skills has been shown to
hinder learning, and recent studies suggest the over-reliance on these tools might even go as far
as to be harmful to learning. Furthermore, educators indicate other concerns within education,
such as that of accidental plagiarism and students using generative AI to cheat. To alleviate the
pitfalls of the rapid technological advancement and to prepare the new generations to be able to
navigate this landscape, there have been efforts in the field of digital literacy and AI literacy, both
locally and globally. These efforts also aim to teach people how to handle these new technologies in
responsible ways, for example, through fostering a basic understanding on how AI technologies
work. To expand on the goals set in these frameworks, this thesis introduced the term “output
review”, which we define as the act of analyzing generative AI output, intending to identify errors
these technologies might make to alleviate the posed risks. Motivating people to perform output
review is crucial for AI literacy, as it translates into critical AI usage. Furthermore, the nature
of output review is relatively non-complex as a concept, making it a simple yet effective point to
address after a basic understanding of how AI systems work has been achieved and is therefore an
important concept to teach.

In conclusion, in this thesis we highlighted the importance of teaching output review. Furthermore,
we successfully developed a game that taught people the importance of output review. We leveraged
multiple theorems and frameworks to guide the design process, successfully embedding the learning
goals within the game in a way that was preferred by students over traditional lesson methods.
Additionally, the game made the importance of critically treating generative AI output clear.
However, while Doolhof was effective at teaching the importance of critically assessing the output
of generative AI, it had limited success in further motivating students to perform output review.
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6.1 Future Work

Our research reveals potential for further research in this area. The aforementioned limitations in
scope highlight various alternatives in our initial game design that remain underexplored in this
study. One such possibility is the development of games that are designed to support educators
over a longer part of their AI literacy curriculum. These games could have repeatable gameplay or
more content not suited for a single gameplay session. These types of games could have various
benefits, such as having a more lasting effect on motivation or improving knowledge recall for
the embedded content. Furthermore, with these types of games allowing for longer exposure, it
eliminates constraints from the design so that it allows for more abstraction of the embedded
content in the design without that being counter to attaining the learning goal. Instead, this could
allow for a wider possibility of narratives and design within the game that could better motivate
participants. Similarly, further work could look at targeting different age groups. This would allow
for the fostering of AI literacy skills at an earlier age. Additionally, it could also improve avenues
for encouraging output review, as other age groups might be more receptive to certain types of
motivation. Another avenue is that of group play. As noted during observations, participants seemed
more engaged due to group play, and it was observed that group play was perceived as fun. We
believe that group play offers an expansion in possibilities to engage players further that is a
worthwhile area to investigate for future work.

Another previously mentioned limitation of this thesis was the focus on the player within the
empirical study, which meant that the desirability of Doolhof (which held the educator as the user)
was not properly analyzed. Future work regarding educational games to teach output review could
instead target the educator, investigating their acceptance of Doolhof or similar games. Additionally,
efforts could be made to ease adoption of games such as Doolhof within the classroom, by, for
example, designing games targeted at developing the AI literacy of the educators instead of the
students to support educators in keeping up with the rapidly developing landscape. Furthermore,
there were other aspects of desirability left unconsidered. Doolhof did not build upon computational
thinking skills or output review skills as much in the game design. While the assumption that
computational thinking skills were present was certainly relied upon within the game design, Doolhof
does not quite majorly expand on these skills, which neglects possibilities that the development
of these skills could offer. Building on these skills could cause performing output review to be
perceived as easier to perform, which could lead to an increase in motivation to use. Similarly, while
Doolhof certainly clarifies the importance of output review and aims to motivate performing this,
it teaches little about how to properly critically assess generative AI output. While this is not a
major concern (as output review is still relatively non-complex in principle), building upon this
through, for example, the use of the CRAAP test could have further benefits in encouraging the
use of output review [22].

Our study made use of the DVF framework. This framework is, by origin, not intended for educational
game design but to design commercial products. Further work is encouraged to investigate what
other frameworks could be used, or alternatively, whether a framework could be developed that suits
educational game design better. A different framework could also further take into consideration
both player and educator desirability, as arguably better results can be achieved when a framework
balances these concerns well. Additionally, research can be done towards using more theory-driven
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guidelines for game design, such as Self-Determination Theory and Experiential learning theory
[16]. Finally, this study marks a potential area of research in investigating what exactly motivates
people to critically assess the output of generative AI. This thesis has illustrated that it is effective
to leverage educational games as a method to teach importance of critically assessing generative
AI output, however the results indicated that our designed game was not as effective for raising
motivation. For future work, identifying which factors in the game design boosted motivation is a
crucial factor in enhancing the development of effective educational games for motivating output
review.
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A Characteristics

The Characteristics of our educational game. The first indented list describes the original require-
ments. Bullet points starting with • indicate characteristics.

Desirability (User Appeal)

1. The game should be suitable for classroom usage.

• The game ideally fits within curricula that aim to promote AI literacy.

2. The game should avoid discouraging the use of generative AI overall, but merely
encourage the use of output reviewing when AI systems are used, so that it remains
specific.

• We should avoid portraying artificial intelligence as harmful / unequivocally bad.
The goal of this game is to encourage responsible usage, not discourage AI usage at
all.

3. The game could teach tricks for good output review practices.

• We could recommend the CRAAP or EVERY framework within the game.

4. The game could aim to build upon computational thinking skills that students aged
16-18 are expected to have.

• Challenges within the game could rely on developing step-by-step solutions, pattern
recognition, abstraction or decomposition of problems. However, this is not the
game’s main focus and we should avoid over-relying on the assumption that CT
skills are present.

Feasibility (Technical Requirements)

1. The game must not be too short, as it will take away from the educative value if the
learning content is too compressed.

• In practical terms, the game must contain enough content and time to convey our
learning goals we determined using Bloom’s Taxonomy.

• As a lower bound, we estimate the game needs to be a minimum 15 minutes.

2. The game must not be resource heavy, to ensure it is accessible even to those with older
hardware.

• Therefore, 3D characteristics would be strongly discouraged.

• Furthermore, it would be best if the game’s visuals are kept simple, to save on
complexity.

3. The game must be completable for users not familiar with games.

• A beta-test group that ensures this might be necessary.

• An in-game hint system can be considered to ensure players do not get stuck.

4. Play sessions of the game should not be too lengthy, in order to ensure the user remains
engaged.
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• Balancing this with the Desirability, we wish for the game to work within traditional
high school class hours. In the Netherlands, these are 50 minutes.

• Assuming set-up time for the game is required, and a post-game questionnaire is
taken (both of which we average at 10 minutes). This yields us a window of 30
minutes as the outer bound on completion time.

• It should be noted the full game can be divided into several shorter sections that
can be completed within this time frame, if the game itself is longer than a class.

5. The game should have a simple control scheme, so even users unfamiliar with games
can easily navigate.

• If our game requires character or button cursor movement, it is strongly advised
we use the wasd and/or arrow keys for movement, as these form the most common
control schemes. WASD keys are intuitive to those familiar with games, and the
arrow keys are intuitive to those unfamiliar, as they provide easy affordances.

• Likewise, for selection-wise control schemes, the mouse is commonly used. We can
be inspired by old point-and-click games.

Viability (Practical Requirements)

1. The game must focus on educating the importance of critically reviewing the output of
generative AI.

– To achieve this, the game should utilize Bloom’s Taxonomy in its design to ensure
this focus is met.

• The game must feature a story beat or gameplay feature that directly ties back to
output reviewing generative AI.

• This means that there needs to be something present within the game representing
generative AI.

• However, due to Feasibility requirements, this cannot be actual generative AI, as
that would make it too resource-heavy. Furthermore, using AI might conflict with
Viability as we would need to ensure that the AI we use is suitable for classroom
usage.

• This means that for such a feature, a form of fake AI has to be utilized.

2. The game must focus on motivating people to critically review the output of generative
AI.

• This means that the earlier mentioned story beat or gameplay feature needs to invite
a critical mindset towards what we use to represent generative AI.

• We can introduce rewards as a gameplay feature (for example, gaining points) to
promote this critical mindset.

• We can introduce punishment (such as losing points, or losing life) for neglecting to
be critical of this feature or story beat.

3. The game must be intuitive to learn to play, even for those who do not regularly play
games.
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– To achieve this, the game should apply the principles of Goal-Setting Theory to its
design, so that the player knows their objective.

• In regard to interface design, we aim to follow the principles of HCI to ensure
affordances are clear.

• Goals in the game must be well-structured and feel achievable.

4. The game should aim to be engaging for the average high school students, taking in
account that their attention span might be short.

– To achieve this, the game should apply the principles of Flow Theory to its design.

• Ensure the player is rewarded for completing tasks.

• Goals in the game should not be overly complex.

• Challenges in the game must be tested to ensure they are neither too easy or too
difficult, so that the game remains engaging.

5. The game should directly tie back to critical thinking within the context of generative
AI, as if it were too abstract about this connection, educative value might be lost.

• Therefore, the story beat or gameplay feature introduced needs to represent genera-
tive AI directly so that there is no layer of abstraction present. The player must be
aware of the nature of this story beat or gameplay feature.

6. Ideally, the game could clarify generative AI’s stochastic nature and lack of consistent
reliability.

• Therefore, the story beat or gameplay feature introduced should convey generative
AI’s stochastic nature and lack of consistent reliability.

B Design Document

Below the original design document for Doolhof can be found. The structure of this document
was inspired by the design document of the original Grand Theft Auto games16. Final design of
elements in Doolhof might divert from the document presented below. In fact, it should be noted
several ideas in this design document have been removed from the final game to avoid complexity.

B.1 Specification

B.1.1 Concept

This document specifies a design for the gameplay with the provisional title “Doolhof”. It is designed
by Alette Farzad for the purposes of their thesis project, which researches how educational games
can aid in teaching students to critically review the output of generative AI.

Doolhof is a game in which the player finds themselves stuck in a maze. They are tasked with
solving puzzles to escape. To aid them on this adventure, the player has access to a ‘handbook’ and

16GTA Design Document: http://gamedevs.org/uploads/grand-theft-auto.pdf
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a ‘robot assistant’17 that can be relied upon to give them clues to the puzzles. The robot assistant
may at times provide unreliable or unhelpful dialogue, to encourage the user to critically regard its
statements.

B.1.2 Gameplay

Doolhof’s gameplay consists of sets of puzzles interconnected through narrative gameplay; e.g.
dialogue progression.

B.1.2.1 General Overview

Within this game there will be a variety of puzzles. The aim is for these puzzles to require complex
thought to tempt the player into utilizing the available assisting tools. However, puzzles themselves
should in theory be solvable without using these tools, as otherwise it might feel like an insur-
mountable task, which would decrease motivation.

We wish to simplify these puzzles as much as possible. In that regard, we decided to take inspiration
from classical point-and-click games, eliminating the need to figure out a player character sprite
and movement.

We wish for some of these puzzles to resemble day-to-day tasks that one might want to use artificial
intelligence for. Furthermore, we aim to seek inspiration in existing educational games. Below, we
describe the three different puzzle types that will be present in the game, and give an example of
each.

• Missing Section of the Dice

– A puzzle in which the player is shown images of dice from various sides. Then, the player
is shown an image of a dice with one face blacked out. (perhaps this can even be done
with a differently sided die?). The player is tasked to choose from a selection of options
with their guess on which face needs to be filled in. This is inspired by the cuboid of the
old ones, from the game Warhammer: Total War18

• Logic Puzzles such as Knights & Knaves

– This puzzle will be the classic logic puzzle of there being one guard who always lies, one
guard who always tells the truth. The player gets several dialogue options to choose
from, however, is likely to need to rely on the actual source info from the handbook to
solve this puzzle.

• Search-Query Puzzle

– This puzzle is meant to reflect a real search query one might use generative AI for. The
aim is to directly tie back the game to the actual context of generative AI.

17These names are tentative
18Cuboid of the Old Ones: https://steamcommunity.com/sharedfiles/filedetails/?id=1568246541
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– An example of a puzzle of this sort might include a puzzle in which a question is posed
that a player is unlikely to know the answer to, such as that of an obscure animal fact.
(e.g. the latin name of an animal?). The player is prompted to type the answer out
manually.

– The player may inquire for the robot assistant to give them an answer, however, the
robot assistant’s answer might not always be accurate. Alternatively, the player can
navigate through an encyclopaedia that might be more intensive to navigate through,
however they will gain the correct answer through this.

– The player can also ask the robot assistant how they can check this information.

B.1.2.2 Tools

In this game, the player has access to two tools that they can use to help them solve the puzzles,
this in the form of the Adventurer Handbook and the Robot Companion. We briefly describe the
gameplay of these objects below.
The adventurer’s handbook is a book that can be accessed through the player user interface. We
aim to make it functionally similar to a real book - holding an index, and page navigation. This
adventurer’s handbook will hold a random collection of information relevant to the puzzles in the
maze, alongside irrelevant knowledge unrelated to the game, making it a task for the player to find
the relevant content.

The robot companion is a display that can be accessed through the user interface. During certain
puzzles or moments in the narrative, the robot companion will be highlighted, prompting the player
to engage with it. The interaction robot companion will have three different states, based on the
player’s progression in the game.

During the first set of puzzles, the robot assistant will merely give a straightforward answer to the
puzzles when asked for help. After a few instances, the player will be reminded that they can rely
on the handbook to gather more accurate information.

During the second set of puzzles, after prompting the RC for help with a puzzle, the player may
ask a follow-up question. The options for this consist of (1) asking the RC for their ‘reasoning’
for the answer), and (2) Asking the RC where they can find more information themselves about
the topic, which will provide the player with an easy link to opening the guidebook on the right page.

At first, these options will be correct. However, during the third set of questions: The first option
might answer that the guidebook claims that, even when it doesn’t. Choosing the second option
may lead to a non-existent source, or a wrong page (e.g. the right page exists in the book, but the
RC gave the wrong page).

Outside of interacting with the robot during puzzles, there are instances where the player may
freely interact with them, engaging in more casual conversation to introduce it as a character.
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B.1.2.3 Other Gameplay Elements

This section describes a minor gameplay element we wish to include that might further enhance
the player experience, namely the score system for brute-force prevention and feedback.

During the game design, it quickly became clear that we needed an element to encourage the player
and give feedback, as well as have a mechanic that prevents the player from brute-forcing puzzles.
We do this by keeping track of a score, displayed on the top of the screen. This score will be referred
to in-game as ‘showing how good you are performing as an adventurer’, but otherwise holds little
to no connection to the narrative. The player starts out with a standard score, and gains points
based on how fast they answer puzzles (correctly). The player will be informed in the narrative
that answering questions faster will contribute to a higher score. Incorrect answers will penalize the
player by lowering their score. Aside from keeping track of a score, no leaderboards will be kept.

Furthermore, the player will be told through the narrative that other adventurers are also out for
the treasure, and that time is of the essence. This will further encourage a sense of competition in
the player, serving to encourage them to finish the puzzles in a timely manner, lest the player loses
out on the treasure.

B.1.3 Story

The game is set in an abstract world that combines modern elements (such as a robot assistant)
with a medieval setting, such as a classic maze/dungeon. The player character is a non-descript
adventurer who throughout the game will remain unnamed and shall be referred to using neutral
pronouns. They are a new adventurer that has headed out to the maze in search of treasure.
With them they have an Adventurer’s book that all adventurers have. They also have a Robot
Companion, a new gadget they received from the adventurer’s guild that uses artificial intelligence.

The robot companion is a tool carried by the player, which (is claimed) to use artificial intelligence.
It has been given to them by the Adventurer’s Guild (the entity who sponsors all adventurers). It
holds a simple, helpful personality. It presents its statements unambiguously, even when it might
be sharing incorrect information. We wish to create emotional engagement, showcasing the robot
companion off as a ‘friend’. It is intended to represent them in a way where it creates the impression
that the player and the agent need to solve the puzzle together. The robot is trained on data of all
adventurers.

An old adventurer appears in the story. They have rejected the use of the robot companion, and
they save the player a few times upon selecting wrong choices. This can yield as a way to have
wrong choices matter within the story.

The player’s goal is to reach the end of the maze, where a treasure is said to be. Furthermore, the
aim is to do so “before others reach the treasure”, with the others in this instance being other
adventurers that, while not present in-game, are claimed to be after the treasure as well.

The main theme of the narrative revolves around the critical use of generative AI. We aim to
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present the robot companion as a useful tool that can definitely save time with its use, but can at
times be wrong. We hope to clarify that output should not be relied upon blindly.

B.1.4 Visual Elements

The main theme of the narrative revolves around the critical use of generative AI. We aim to
present the robot companion as a useful tool that can definitely save time with its use, but can at
times be wrong. We hope to clarify that output should not be relied upon blindly. For our graphics,
aim to go for a pixel-based art style, as many assets are available for this kind of visual effect.
Furthermore, we believe it fits the vibe of old-school point-and-click games and mazes.

Figure 31: Basic User Interface Layout

Figure 31 shows the basic user interface design we have arrived at, incorporating the previously
named gameplay elements. We also include a menu.

B.2 Technical Breakdown

For developing this software, we have chosen to use the open-source game engine Godot. There were
several reasons behind this choice. First and foremost, Godot has plugins that make implementation
of narrative systems rather trivial, such as Dialogic. Furthermore, Godot allows for the use of
tilemaps, making designing the levels rather trivial as well.

For the purposes of development, we assume that the target systems maintain the following
minimum specifications:

• 4 GB of RAM
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• 1 GB of free storage space

• Processor: Minimum 1.1 GHz or faster, two cores.

• Operating System: Windows 10 version 10.0.19041 or higher

• Graphics: Forward+ renderer: Integrated graphics with full Vulkan 1.0 support

B.3 Gameplay Implementation

B.3.0.1 Dialogue
For implementing the narrative gameplay aspect we utilize Dialogic19, a plugin for Godot made
by Jowan Spooner. This plugin provides an interface that provides a highly adjustable dialogue
system comparable to that of many visual novels. For the purposes of our project, this provides a
rather simple and quick way to set up a dialogue to support the narrative, hence we have chosen to
utilize it.

B.3.0.2 Player Tools
We implement the robot companion through utilizing built-in Dialogic functions. We construct
them as a Dialogic character that can be accessed through the player UI, whose dialogue and
timeline changes based on progression flags within the story.

The adventurer’s handbook will be accessible through the player UI and can be accessed by clicking
it at any time. The player will be able to navigate through the book by clicking buttons at the
edges of the pages. Furthermore, the player will be able to skip to a specific page by utilizing the
number keys. The book will contain a page index (indicating what page covers what topic).

B.3.0.3 Puzzles
Our puzzles will be implemented differently based on puzzle type. For Puzzle Type 1 and 2, we
utilize a multiple-choice system implemented through Dialogic, where the user may select the
answer using their mouse. For puzzle type 3, the player will be able to type using the computer’s
keyboard to give their answer.

B.3.0.4 Score & Statistics
We use a global script that can be accessed through signals to keep track of the player’s score.
Statistics will be kept track of in a global script that can be freely accessed, similar to the score. At
the end of the gameplay, we generate a file locally to store the player statistics.

B.4 Acknowledgments

The structure of this document was inspired by the design document of the original Grand Theft
Auto20.

19Dialogic: https://github.com/dialogic-godot/dialogic
20GTA Design Document: http://gamedevs.org/uploads/grand-theft-auto.pdf
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C Other Data

In this section, the graphs that were not included within section 4 are included. Notable is figure
35 which displays further statistics of our direct questions.

Figure 32: Gender Distribution of Study Participants

Figure 33: Age Distribution of Study Participants

Figure 34: Game Variation Distribution of Study Participants

56



Figure 35: Mean, Median, Mode and Std. Dev of Direct Question answers

Figure 36: Participants’ opinions on educational games
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Figure 37: Participants’ opinions on Generative AI

Figure 38: Participants’ experience with Doolhof
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