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Abstract

Due to their versatility and efficiency, machine learning algorithms have become more important
in the field of computer science in recent years. However, evaluating their performance and
reliability can be challenging due to their black box nature. This is especially true for difficult
to interpret models such as neural networks. Specifically, these neural networks may be
vulnerable to adversarial attacks. In these attacks, seemingly insignificant alterations to the
input can cause incorrect predictions. With neural network verification, we can assess the
robustness of a neural network against such an attack. This thesis investigates the effectiveness
of neural network verification using Auto-Verify, a tool that can utilize a portfolio of various
neural network verification tools to improve efficiency. By using a training set to measure
the performance of a verification tool in a specific configuration, efficiency can be improved
further. By doing this, Auto-Verify should be able to construct portfolios of verification tools
where the strengths of the configurations of each verification tool complement each other. The
software offers an interface to configure and run various verification tools in parallel. One of
these verification tools is NNENUM, a CPU-based verification tool. Although Auto-Verify
uses portfolio construction to improve efficiency, prior work suggests that there are still
improvements to be made. Our research will focus on analyzing the performance of a portfolio
consisting of complementary configurations of NNENUM. We focus on NNENUM to simplify
the experimental setup and to run the experiments on a larger scale because it is CPU-based.
With our experiments, we aim to determine to what extent Auto-Verify is able to improve
the efficiency of portfolio construction using only configurations of NNENUM. To do this, we
will analyze the impact of various parameters that Auto-Verify uses to construct a portfolio.
These include the number of configurations of verification tools that should end up in the
portfolio, the number of problem instances that are used during the tuning process, and the
number of neural networks that are taken into account during the tuning process. These
experiments are all run on a dataset of MNIST images, and we use the wall-clock time to
evaluate the performance. In the process of setting up these experiments, we improved the
quality of the code by patching several mistakes in the code that could have prevented the
portfolio-building process. Although we did find a major bug that prevented Auto-Verify from
using portfolios with the correct configurations, all results indicate that Auto-Verify is not
able to take advantage of portfolios with complementary configurations of verification tools
for the tested verification tool NNENUM.
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1 Introduction

Machine learning algorithms have become increasingly important in the field of computer science in
recent years. These algorithms implement methods that enable systems to learn from data without
the input of a programmer. The application of these algorithms allows the extraction of patterns
from large amounts of complex data and can be applied in numerous fields, such as healthcare
[ ], finance | ], and engineering | ]. Training such an algorithm is relatively simple,
but assessing the performance and reliability of machine learning algorithms can be challenging.
One prominent class of these machine learning algorithms is neural networks | |. These neural
networks consist of interconnected layers of nodes (neurons) that learn how to process input data.
Analyzing this class of machine learning algorithms can also be challenging. Training such a neural
network and using it to perform predictive tasks might give good results, but they operate as a
black box. This means that it is difficult to understand how it makes their decisions. This makes it
possible to perturb the input to a neural network to get a different prediction. These perturbations
can be so small that a human might not be able to make a distinction between them, but the neural
network does. These perturbations are called adversarial attacks. There are specific methods to
determine whether a neural network is robust enough against such an attack, called neural network
verification.

The program Auto-Verify | ] is a tool to perform neural network verification with different
verification tools. It is essentially an interface to install, use, and configure parameters of different
algorithms to perform neural network verification. These algorithms include the CPU-based

verification algorithm NNENUM | | and multiple GPU-based verification algorithms such as
VeriNet | ; ] and AB-Crown | ]. It also implements the concept of constructing a
portfolio | | of algorithms in different configurations to improve verification efficiency. This

not only provides the option of utilizing the strengths of different algorithms in parallel but also to
utilize the strengths of differently configured algorithms in parallel. An algorithm with a specific
configuration might perform well in some problem instances, but this often comes at the cost
of performance loss on other problem instances. This concept of using multiple complementary
configurations of the same algorithm is utilized by using them in a solver portfolio | ].
Auto-Verify can optimize the configuration of a verification algorithm with the hyperparameter
optimization method Hydra [ |. This is achieved by using a set of input problem instances to
find a configuration that is more efficient in solving these problem instances.

However, Auto-Verify is not performing as well as theorized | ]. Some algorithms produce
errors and the performance improvements reported by Spek | | from constructing a portfolio
of algorithms are not as high as previous work | ].

In this thesis, we will analyze the performance of a portfolio of different NNENUM configurations.
The focus lies on specifically the NNENUM algorithm because it is CPU-based, which simplifies
the experiment setup and hardware requirements.

This research aims to formulate an answer to the following research question: To what extent
can Auto-Verify take advantage of the benefits of a portfolio of the NNENUM neural network
verification algorithm?



The neural network verification process has many variables that can have an impact on its
performance. To guide us through this process, the research will answer the following sub-questions:

1. How do the parameters of Auto-Verify influence the effectiveness of its neural network
verification?

2. What is the performance gain in terms of CPU-time of using a portfolio of NNENUM
configurations over using a singular configuration of NNENUM?

In this thesis we will answer these questions by first covering background information about neural
network verification and Auto-Verify. Then we will discuss the implementation of Auto-Verify and
describe how we have set up experiments. After this we can answer the research questions and give
recommendations for further work on Auto-Verify.



2 Background and Related work

We will first describe the workings of neural networks. There are various types of neural networks,
but for this research, we will focus on the basic concepts. In contrast to conventional algorithms,
machine learning models are of a black-box nature. Once such an algorithm has been implemented,
it does not need any more adjustments from a programmer to learn from input data. These networks
consist of layers of nodes, and the connections between these layers have specific weights. During
the training process, the input data is processed and adjustments are made to the weights in the
neural network. This allows the neural network to detect patterns in the data and make predictions
on data that falls outside the training dataset. A visualization of the structure of such a network
can be found in Figure 1.

Connections

with weights

—

R p—
\ ) Output
layer
Input
layer
Hidden

layer

Figure 1: A simplified visualization of a neural network showing different types of layers

2.1 Adversarial attacks

It is necessary to evaluate the reliability of a neural network to ensure that it provides correct
predictions. After training a neural network to make predictions on a dataset it is important to
benchmark the neural network to verify if it can correctly predict all outcomes. For example, a
neural network used to do image classification needs to be tested with each type of classification
that it should be able to predict. This ensures that it is able to make every type of prediction, but
there might also be cases where it produces unexpected predictions.

While it is reasonable to say that a network trained for image classification may correctly interpret an
image, we cannot say the same if we make small alterations to the image. If a seemingly insignificant



alteration to the image is made, the neural network should not change the interpretation. But if it
does change its interpretation, the neural network might have a robustness problem.

This fact can be used to intentionally change the prediction outcome with specific perturbations. If
it is discovered at which point a neural network changes its decisions, the amount of perturbations
can be minimized. By doing this you can make the perturbations look insignificant. For instance,
take a neural network used to perform image recognition. By determining which specific series of
pixels need to be changed to make the neural network classify the image differently, the neural
network can be forced to output any classification. While this does involve altering the input, you
might not need to alter the image drastically. These perturbations with the goal of changing the
output of a neural network are called adversarial attacks.

One type of adversarial attack is a Fast Gradient Sign Method (FGSM) | |. This method
calculates how much the outcome changes for each of the input nodes when altering the values.
This is then used to change each of the inputs just enough to make sure that the neural network
changes its decision. For image recognition, this might just look like the image has some added
noise, while the image looks nearly identical. Other methods, such as a Jacobian-based Saliency
Map Attack (JSMA) | ] focus on changing the lowest number of input nodes. This means
that it might be more obvious to human inspection, but is still able to influence the decision process.
These types of attacks are visualized in Figure 2.
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Figure 2: A visualization of how adversarial attacks can change the prediction of a neural network.
Source: https://kennysong.github.io/adversarial.js/
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2.2 Robustness verification

There are methods to determine if a neural network is robust enough to withstand an adversarial
attack. To do this, neural networks can be analyzed with robustness verification techniques | ].
These neural network verification techniques can provide a mathematical proof of whether specific
conditions hold. Based on this proof we can say if a neural network is prone to adversarial attacks
[Lin-21].

This proof can be accomplished by proving that for every possible input problem instance that can
be used for a neural network, another input problem instance within a certain radius will result
into the same output. Given a neural network with ky-dimensional input, k,,-dimensional output,
input z € D, C R™ and output y € D, C R¥" where D, and D, are the domains of possible
values for z and y. By defining the neural network like this, you can have it represent a function
f, as f(z) =y . To complete a proof for a verification problem, we will have to determine if the
input-output relationships of f hold. We do this by verifying if input problem instances x, that fall
within range of a predefined radius of perturbations ¢ measured from z result in the same output
class. The problem can be formulated as follows:

Vo ||z — x|l < €= f(x) = f(x0)

Robustness verification techniques are characterized by soundness and completeness. Formal verifi-
cations can be characterized as sound if it only states that a property holds, if it actually holds.
They can be characterized as complete if it correctly states that a property holds, whenever it

holds.

Verification algorithms can produce three different results to a verification query: satisfiable,
unsatisfiable and unknown. If a property is unsatisfiable, there does not exist an adversarial
perturbation that causes a misclassification. If the result is satisfiable, it means that there exists an
adversarial perturbation that causes a misclassification. Sound algorithms may produce the result
“unknown” while complete algorithms are guaranteed to state if a property holds with enough time
and resources. An additional result is usually added to verification algorithms because verification
techniques can take a long time to run. This is the timeout result, which is a predetermined amount
of time that is allowed to be spent on the verification query before the process is stopped.

One example of a robustness verification tools is the Neural Network Enumeration Tool (NNENUM)
[ |. This tool uses optimized abstraction refinement to analyze the behavior of networks. It is
particularly efficient at verifying ReLU neural networks and relies on utilizing CPU power rather
than GPU power.

2.3 Hyperparameter optimization

For these verification tools, optimizing their configurations can improve performance. These tools
have a set of hyperparameters that can be configured to change how they perform. In the case of
NNENUM, some hyperparameters affect the branching mode and approximation methods.

There are tools that can optimize the configurations of verification tools. SMAC | |is a
sequential model-based optimization (SMBO) approach that can optimize the configuration of
an algorithm or tool for a given set of problem instances. By measuring the performance of a
verification tool with different configurations, it can approximate how the verification tool should



be configured to optimize its performance on these problem instances. If these problem instances
are well-selected, it results in performance increases outside the training set.

2.4 Portfolio-based Neural Network Verification

Every neural network verification tool with an optimized configuration has its strengths and
weaknesses. Hyperparameters can be adjusted to improve the performance for specific problem
instances, but it can also come at the cost of performance over other problem instances. When
analyzing the performance of neural network verification tools, we can find evidence for strong
performance complementarity over differently configured verification tools | |. This means
that performance improvement over a subset of problem instances might be significant, but comes
at the cost of performance in other problem instances.

We can take advantage of this by using multiple instances of a verification tool in different
configurations to improve verification efficiency | |. While it does come at the cost of dividing
computing power over multiple configurations of a verification tool, the performance gains outweigh
the negatives of the division of resources.

Hydra | | is a method for portfolio construction. It is a greedy algorithm that chooses the
next algorithm and algorithm configuration based on its performance. Let P; be the portfolio after
iteration ¢, with Py := {} being an empty portfolio. After iteration 1 of the algorithm, we obtain
the first configuration 6; using a configurator like SMAC and we get the portfolio P, := {#;} . In
the next iteration we measure the performance of the portfolio with an added configuration. If this
measured performance is worse than before we added the configuration, we keep the old portfolio.
If the measured performance is better than before we added the configuration, we keep the new
configuration in the portfolio. By doing this, the performance of the portfolio is evaluated in each
iteration and the portfolio is updated with improved performance. This results in a new portfolio
P,=P_1U{6b4,...,0,}.

Portfolio construction can be used with multiple configurations of the same verification tool, but
also in combination with different algorithms. By doing this, you can take advantage of the strengths
of specific verification tools. However, we will focus only on using one type of verification tool in a
portfolio in this research.

2.5 Auto-verify

The software package Auto-Verify aims to provide a way to perform neural network verification
with different tools | |. The Python library provides an interface to install, configure, and
run different verification tools. Together with an implementation of Hydra and usage of a SMAC
library, it makes it possible to create portfolios of verification tools with optimized configurations.
This makes it a complete package to perform experiments with neural network verification tools,
but also with a portfolio of tools.

Auto-Verify contains interfaces to several verification tools. These include interfaces to the CPU-
based verification tool NNENUM | | and the GPU-based verification tools a, S-CROWN
[ ], VeriNet | ; | and OvalBab | ; |. The software can use different
configurations for all of these tools and can also use them in a portfolio.

Aside from making these tools more accessible, it provides interfaces to work with data that is
used in the VNNCOMP benchmarks | |. This competition is an annual event that provides



a variety of datasets to benchmark the performance of verification tools. The structure of these
benchmarks is standardized, which simplifies the benchmarking process. Each benchmark contains
a series of problem instances. These problem instances comprises an ONNX file, containing data
about the neural network structure | ], and a VNNLIB file with data about the network
nodes | ]. The number of neural network structures present over all problem instances in
each benchmark may vary. This varying number of neural network structures will also be something
we will be looking into in this research. Additionally, there is a specified timeout in each problem
instance indicating the maximum amount of wall-clock time a verification tool is allowed to spend
on the problem instance.

While Auto-Verify provides an accessible framework for neural network verification, it still needs
work and research to improve its performance. While there is evidence that it achieves performance
gains when using multiple verification algorithms in a portfolio | ], it does not match the
theorized performance improvements | ]



3 Tool and Implementation

The Auto-Verify software package offers a comprehensive solution for performing neural network
verification using various verification tools. It is written in Python and uses many modern Python
libraries to improve the developer experience such as tox!, several continuous integration tools, and
automated documentation generation.

3.1 Analysis of opportunities

There are a few reasons why the performance of Auto-Verify might not match the theorized
performance increase that solver portfolios should make possible. These can be divided into
technical opportunities that need software engineering work to be analyzed, and opportunities that
require experimentation to see how the software can be used optimally.

3.1.1 Technical opportunities

On the technical side of the implementation of Auto-Verify, the framework may limit the performance
of the software. The library makes use of virtual environments to run each verification tool in a
portfolio. This extra layer of abstraction might hurt the performance as more resources are used
that could have been used for the verification process.

Additionally, the resource division strategy between verification tools can be improved. Auto-Verify
distributes the amount of resources evenly across all verification tools in the portfolio. While this
can improve performance, it may not be optimal. Some tools might be better at solving a specific
type of problem instance while using fewer resources. Optimizing the resource allocation strategy is
something that has not yet been explored.

3.1.2 Experimental opportunities

To start tuning a portfolio for neural network verification with Auto-Verify, some parameters
can be set that change the tuning process and have an impact on the performance of a portfolio.
These parameters include the available verification tools, the number of network types used, and
the number of example problem instances used by Hydra in the tuning process. Although other
parameters exist, this research focuses on these specific ones.

Auto-Verify provides interfaces to a multitude of verification tools, but it is still unknown if it
can use multiple configurations of the same tool in different configurations to take advantage of
portfolio-based verification. While there are noticeable performance gains when using different tools,
there is no evidence that the complementary configurations of the same verification tool would
improve performance.

Having multiple network structures present in the training problem instance during the tuning
process can also affect performance. While the structures of several networks might be similar,
they might behave differently when analyzed. If the portfolio tuner needs to take large differences
between the training problem instances into account, it may cause performance issues.

https://tox.wiki/
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The number of problem instances used during the tuning process significantly impacts the per-
formance of the portfolio beyond the training set. Using a few problem instances might result
in overfitting, even though the portfolio becomes efficient at solving those problem instances.
Conversely, using many problem instances prevent overfitting, but requires more tuning time.

3.2 Resolution of dependency issues

Dependency issues are usually one of the first issues that will arise when assessing a software
package. To see if a package is still behaving as intended, the first thing to try might be running
the test suite. For Auto-Verify, this test suite failed without being able to run the actual tests.
The issue stemmed from the pytest-lazy-fixture dependency, which required freezing at version
0.6.3. Additionally, the pytest package itself needed freezing at version 7.3.2 for compatibility. After
doing this, all the functionalities of the test suite have been restored. However, this is a temporary
fix because the newest version of pytest package is already a major version ahead. If Auto-Verify
is to be developed further, replacing pytest-lazy-fixture or rewriting its functionalities in
Auto-Verify’s code base is something to take into consideration.

3.3 Impact of External Verification Tool Usage

Auto-Verify utilizes optimization techniques to improve the performance of neural network verifi-
cation tools, but its effectiveness relies on the performance of external verification tools. If a tool
malfunctions or yields poor results, Auto-Verify cannot optimize their configurations effectively.
Different verification tools may crash more often than others, which might cause problems during
the tuning process. Deciding how encountered errors during a verification process should be handled
can be a difficult choice. Some tools may also not be suited to solve certain verification problems,
which also makes it hard to compare performance improvements when constructing a portfolio.
While these errors may not be fatal to the tuning process, it does make the tuning process less
efficient.

These errors that external verification tools may cause are unfortunately hard to take into account.
Auto-Verify has no role in the development of these tools, and it is a difficult task to determine how
it should run the verification tools to minimize the negative effects on portfolio creation of these
errors. One solution could be to investigate if there are ways to analyze if certain hyperparameters
cause more errors during the tuning process. However, investigating processes within Auto-Verify
to identify hyperparameter configurations that increase error rates falls outside the scope of this
research.

3.4 Resolution of portfolio verification bug

While testing Auto-Verify for bugs, it became apparent that using the verification tools in different
configurations was not functioning properly. In Figure 3a, we tested an instance of o, S~-CROWN
by optimizing its configuration with problem instances of neural networks for the CIFAR dataset
[ |. After doing this, we see that it performs almost identically to an instance of «, 5-CROWN
with an unmodified default configuration. This observation is supported by the fact that all results
lie around the diagonal of Figure 3a. This suggests that Auto-Verify does not parse or apply
configurations correctly to the verification tools.
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Figure 3: Performance of AB-Crown on the VNNCOMP CIFAR dataset

When investigating this behavior, we discover that this is caused by a bug in the code. The bug
occurs during runtime when Auto-Verify submits jobs to a task scheduler for parallel execution of
verification tools. The specific configuration for each tool is not correctly passed to the scheduler,
resulting in the default configuration being used. Adding line 17 of Listing 1 to the code resolves
this issue by ensuring that the correct configurations are passed to the verification tools.

def verify_instances(
self,
instances: Iterable[VerificationInstancel],
*

)

out_csv: Path | None = None,

vancompat: bool = False,

benchmark: str | None = None,

verifier_kwargs: dict[str, dict[str, Anyl]] | None = None,
uses_simplified_network: Iterable[str] | None = None,

) -> dict[VerificationInstance, VerificationDataResult]:

future = executor.submit (
self. _verifiers[cv].verify_instance,
target_instance,
config=cv.configuration,

)
Listing 1: Code snippet of Auto-Verify where configurations of a portfolio are being parsed

After applying this bug fix, we can see that using a different configuration has an impact on
the performance. In Figure 3b we can see that the configured instance of a, B-CROWN behaves
differently in comparison to the instance with a default configuration. Whether the performance has
increased or decreased is not relevant to this issue as we just need evidence that behavior changes
when applying a different configuration.
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3.5

Overview of contributions

To improve the Auto-Verify software package, the following contributions have been made to the

code.

These can all be found on its GitHub repository?.

Resolution of a bug preventing portfolio verification®

There was a bug that caused Auto-Verify to be unable to pass the correct configuration of
a verification tool to the task scheduler. Correctly adding a parameter to the task creation
process fixed this issue.

Resolution of dependency issues?

The deprecated pytest-lazy-fixture library was incompatible with newer versions of the
pytest library. This caused the test suite to fail and made it difficult to verify if the package
was in a working state. Freezing the dependencies to a specific version fixed the issue.

Update the VeriNet installer®
The installation process of the VeriNet verification tool was malfunctioning. Updating a
library for this tool was necessary to work with the VeriNet integration of Auto-Verify.

Documentation improvements®
Some parts of the documentation were not easy to understand as a new user. The documen-
tation has been restructured and some parts were added.

Update formatting in full code base’
An update in formatting rules of the Continuous Integrations tests caused the pipeline to fail.
This contribution made sure that all files followed the correct formatting rules.

Zhttps://github.com/TrisCC/auto-verify-experiments

3https://github.com/ADA-research/auto-verify/pull/98
‘https://github.com/ADA-research/auto-verify/pull/97
Shttps://github.com/ADA-research/auto-verify/pull/96
Shttps://github.com/ADA-research/auto-verify/pull/92
"https://github.com/ADA-research/auto-verify/pull/87
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4 Experimental Setup

To investigate the effectiveness of Auto-Verify’s portfolio creation, we set up a series of experiments
where the parameters of the tuning process are varied. These experiments aim to determine how
these parameters have an impact on the performance of the tuned portfolios.

4.1 Objective

Using multiple different configurations of the same verification tool can improve overall performance
[ |. Multiple configurations of the verification tool MIPVerify | ] have been used in a
portfolio to improve overall performance. However, there is no evidence that this concept works
when working with Auto-Verify.

It is uncertain if Auto-Verify is able to create a portfolio of complementary configurations for
a single verification tool because of how Auto-Verify was used in previous work | ]. While
there is evidence of performance improvements when using different types of verification tools to
construct a portfolio, there are no results that suggest that it can improve performance by creating
a portfolio with multiple complementary configurations of the same verification tool.

To determine Auto-Verify’s effectiveness at creating a portfolio with complementary configurations
of a single verification tool we will be doing experiments with the verification tool NNENUM. This
CPU-based verification tool requires less resources and crashes less often in comparison to the other
supported verification tools. This will ensure that we can easily run a large number of experiments
and the tuning process is not constrained by errors that might occur when solving verification
problems.

4.2 Experiment parameters

There are three parameters of the portfolio tuning process that we are going to focus on in
our experiments. These parameters have an impact on how Auto-Verify will be constructing the
portfolios and should affect the performance of the resulting portfolios.

e Number of NNENUM configurations
Before Auto-Verify starts the portolio construction process, the number of configurations
that will end up in the portfolio needs to be specified. In these experiments, the resulting
portfolios will consist of either one, two, or three configurations of NNENUM.

e Number of verification problem instances
To start the automated tuning process, an input dataset is required to tune a configuration.
The size of this dataset can be an important factor for the effectiveness of the resulting
portfolio. In the experiments the number of verification problem instances are varied between
8 and 512.

e Number of neural network structures
Having a portfolio that is created to solve problem instances for a specific neural network
structure can be more efficient or needs less configuration time than a portfolio created to solve
problem instances for multiple neural network structures. In the original VNNCOMP MNIST
benchmark, three different neural network structures are being used. In these experiments

12



the number of neural network structures is reduced to one to observe if it has an impact on
portfolio performance.

After creation of the portfolios with different input parameters, they are ran against a set of test
problem instances. These test problem instances consists of a large number of problem instances
that have also been verified using one instance of NNENUM with its default configuration. By
doing this, we can compare the wall-clock time that each portfolio takes to solve a problem instance,
and compare it to a default configuration. We also run NNENUM in its default configuration on
the training set. This will give us an indication of the changes in performance caused by the tuning
process.

4.3 Dataset

The dataset of networks that are used for all experiments is derived from a type of network that
works with the MNIST dataset | ]. It is a well-known dataset and the problem instances
generated with this dataset are relatively quick to solve. NNENUM performs well on this dataset,
and it does not often run into crashes during the verification process. This makes it a suitable
dataset to run a large number of experiments.

We need to create two different datasets to differentiate between the different numbers of neural
networks used. The problem instances of the dataset with multiple neural networks follow the same
timeouts as given in the VNNCOMP benchmarks. This is done to differentiate between the network
types because less complex neural networks should be solved in a shorter amount of time. For the
dataset with a single type of neural network, we increased the timeout of all problem instances to
make sure that Hydra had enough time to tune the NNENUM configurations.

4.4 Hardware and software specifications

Both the tuning process portfolios and the testing of the portfolios on the datasets are run on
nodes of a computing cluster. Each experiment run gets its own node with the following hardware
available to it:

e Intel Xeon E5-2683 CPU, 2.10 GHz, 32 cores
e 64 GB RAM

We give Hydra 24 hours to train each portfolio on a single node with the latest version of NNENUM.
The latest version of Auto-Verify is being used (0.1.3), together with solutions to the problems
given in Section 3. Each node runs on CentOS Linux 7, and we use the Slurm workload manager to
schedule the experiment tasks.

After training, we give the portfolios as much time as they need to solve enough problem instances
to provide us with meaningful data. This data is presented in Section 5.

13



5 Results

As described in Section 4, each experiment first creates a configured portfolio where we alter some
input parameter for the portfolio construction process. After doing this we can run the portfolio
against the test dataset and analyze how it compares to a singular instance of NNENUM in its
default configuration.

To do this we look at the wall-clock time that a portfolio needs to solve an MNIST problem instance
and put the resulting data in a scatter plot. Each of these plots has been set up by putting the
wall-clock time an experimental portfolio needs to solve a problem instance along the logarithmic
x-axis and the wall-clock time a default configuration of NNENUM needs to solve a problem
instance along the logarithmic y-axis. In these plots each blue dot represent a specific problem
instance of the test set, and each red dot represents a specific problem instance of the training
set. A diagonal line is also added to each plot to provide a clear view on how an NNENUM in its
default configuration compares to a portfolio of NNENUM instances.

Not all experiments will be shown in this section, but the full set of experiments can be found in
Appendix A. The scripts used to run these experiments, the constructed portfolios and results to
the experiments can be found in the GitHub repository ® of this project.

8https://github.com/TrisCC/auto-verify-experiments
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5.1 Configuration tuning using different numbers of NNENUM config-
urations

In this set of experiments, we configure portfolios with different numbers of NNENUM configurations.
We do this by specifying that Hydra should tune a specific number of NNENUM configurations to
end up in the portfolio.

Figure 4 shows the outcomes of these experiments. Notably, almost all problem instances in the test
set indicate that the tuned portfolio performs worse than NNENUM in its default configuration.
We can see this by looking at the diagonal line in each of the graphs. If the majority of the results
are below the diagonal of the graph, we can say that the constructed portfolio performs worse than
NNENUM in its default configuration. The portfolios were not able to improve performance in the
training set either. It is expected that at least some of the training problem instances have been
solved quicker because they were used in the training process, but this does not seem to be the case.
This might indicate that there is a problem with the tuning process. It is especially noteworthy to
see that a singular tuned configuration of NNENUM performs worse than an instance of NNENUM
with its default configuration. This implies that Auto-Verify actively makes the performance of a
specific configuration worse instead of improving it.
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Figure 4: Performance of portfolios with different numbers of NNENUM configurations.
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5.2 Configuration tuning using different sizes of training sets

By using different sizes of training sets, there should be differences in performance from the
configured portfolios. Given that all portfolios had the same amount of time to be tuned, the
smaller training set sizes should have results that stand out more because the portfolios had more
time to focus on each problem instance. The results of these experiments can be seen in Figure 5.
Each of these portfolios was set to be configured with 2 configurations of NNENUM.

With the parameters that have been set, there should be differences in performance between using
different training set sizes. However, the graphs do not suggest that any of the experiments were
able to improve the performance of the portfolios. All graphs have results below the diagonal, which
indicate that there were no performance improvements by using the portfolio. This is the case for
both the results from the test set, and the training set. While the clusters of results are placed
slightly different in each graph, these differences don’t seem significant enough to conclude that
there were any performance differences between the experiments. This can be caused by either
Auto-Verify not being able to effectively construct portfolios with complementary configurations,
or the tuning process being limited by the restricted tuning time.
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Figure 5: Performance of portfolios with different numbers of training problem instances.
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5.3 Configuration tuning using a single neural network structure

In this series of experiments, a single neural network structure has been used to see if this change
has an impact on the performance of constructed portfolios. By having one neural network structure
to work with, the tuning process should run more efficiently and create better performing portfolios.
The results of these experiments can be found in Figure 6.

This set of results looks different from the other sets of experiments because the change in timeout
has an impact on the shape of the clusters in the plots. This change was made to give the tuner
more time to process each problem instance and adjust the configurations more efficiently. The
observations are similar to the previous experiments. In this set of experiments, the majority of
the results are placed below the diagonal, which indicates that the portfolio did not outperform
NNENUM in its default configuration. This is the case for both the test set results and the training
set results. Each graph has clusters of results in slightly varying places which indicates that the
constructed portfolios were different from each other. These observations mean that the constructed
portfolios are not better than using NNENUM in its default configuration. The different shapes of
clusters do imply that the tuning process results into unique portfolios, but these differences don’t
have a major impact on the performance of each portfolio.
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Figure 6: Performance of a portfolio of 2 configurations of NNENUM tuned with 1 network structure.
Each portfolio is trained with a different number of problem instances.
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5.4 Portfolio performance overview

To accompany the visual analysis of the experiments, some statistics of the experiments can be
analyzed. After completing all experiments, some statistics were calculated that can inform about
the performance of the constructed portfolios. A sample of these statistics can be found in Table 1
and the full table of statistics can be found in Appendix B. For each combination of the amount of
NNENUM configurations present in a portfolio and the number of problem instances used in the
tuning process, we can find the mean wall-clock time, the number of timeouts and the PAR10 score.
An often used metric in algorithm configuration literature is the PAR10 score. This score is
calculated similarly to calculating the mean of wall-clock time each problem instance needed to be
solved. The only difference is that the wall-clock time of problem instances that reached the timeout
cutoff were multiplied by 10. This penalizes portfolios that are unable to solve more problem
instances within the specified time than other portfolios. This is needed because a portfolio should
be able to solve as much problem instances as possible

In its default configuration, NNENUM has a better PAR10 score than all the constructed portfolios.
It means that constructed portfolios have not been able to improve upon a default configuration
of NNENUM. Both with a single tuned configuration of NNENUM and multiple configurations
of NNENUM this was not possible. The number of timeouts and mean wall-clock also seems to
be significantly worse when they are being solved with constructed portfolios. This matches our
findings in the visualizations from the previous sections.

Portfolio properties Performance results
# NNENI.JM # problem Mearf wall-clock # timeouts PARI10 score
configurations instances time (s) (s)
1 (default) - 47 143 339
1 16 79 374 490
1 32 80 374 531
1 64 84 389 538
2 16 79 374 490
2 32 80 374 531
2 64 84 389 538
3 16 78 320 496
3 32 82 324 624
3 64 81 346 527

Table 1: Overview of the performance of the constructed portfolios for solving verification problem
instances. The number of problem instances refers to the amount of problem instances that were
being used during the tuning process of the portfolio.
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6 Conclusions and Further Work

This research had the goal of analyzing the effectiveness of Auto-Verify’s ability to create portfolios
of neural network verification tools. By running these verification tools in parallel in complementary
configurations, we should see performance improvements during the verification process. The
software package combines various components to create these portfolios and provides an interface
to run neural network verification experiments. While Auto-Verify is able to create portfolios of
configurations of verification tools and execute portfolio-based neural network verification, the
effectiveness of complementary configurations is still unknown.

To analyze the effeciveness of Auto-Verify’s portfolio construction, portfolios were constructed
with several numbers of configurations of NNENUM tuned with problem instances of the MNIST
dataset. We chose NNENUM because it requires less resources than other verification tools, and also
because it crashes less during the verification process than the other supported verification tools for
Auto-Verify. This minimizes any problems with the verification tool itself. In the experiments the
performance of these portfolios were measured against a singular default configuration of NNENUM.
By analyzing the differences in performance between these two methods of performing neural
network verification, we can say if Auto-Verify is able to effectively create portfolios of neural
network verification tools with complementary configurations. These portfolios consisted of one,
two and three configurations of NNENUM and used different numbers of problem instances to
tune their configurations. We also used different numbers of neural network structures to further
compare performance differences.

Based on these experiments, we draw several conclusions about the effectivity of Auto-Verify and
can give some recommendations for further work on Auto-Verify.

6.1 Conclusions

Our first conclusion is that the number of NNENUM configurations available for portfolio con-
struction do not have a positive impact on the performance of the resulting portfolio. Compared
to NNENUM in its default configuration, all portfolios consisting of optimized configurations
of NNENUM performed worse. It seems that Auto-Verify is unable to effectively optimize any
configuration of NNENUM because both the test set and training set used to benchmark the
portfolios seem to do worse compared to a singular default configuration of NNENUM. This means
that Auto-Verify is not able to optimize configuration of a verification tool.

Experimenting with the number of training problem instances used during the tuning process did
not yield positive results for Auto-Verify’s ability to construct portfolios. We varied the number
of MNIST problem instances used during the tuning process between 8, 16, 32, 64, 128, 256 and
512 to see if that had any impact on the performance of the portfolios. We observed no significant
improvements of the portfolios over NNENUM in its default configuration as all results from the
portfolios seem to be worse. Auto-Verify does not seem to be able to optimize the configurations of
verification tools when presented with different sizes of training sets.

Using a different number of network structures during the tuning process did not result in better
performing portfolios as well. Instead of using 3 different network structures in the training set of
problem instances, we used a single network structure. While the results seemed to look different
from the other experiments, the conclusion we can draw from them is the same. Almost all results
from the portfolios are worse than the results from the singular default configuration of NNENUM.
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In this set of experiments, Auto-Verify does not seem to be able to improve the configuration of
the verification tools.

In all experiments conducted in this research, none of them suggested that any of the portfolios
constructed by Auto-Verify with tuned configurations of NNENUM were more efficient at solving
verification problem instances than a singular default configuration of NNENUM. It is notable
that every created portfolio scores worse than NNENUM in its default settings. This can mean
that there is a major bug that causes problems with the tuning process or there are other factors
causing performance issues that need to be explored further.

6.2 Further work

While the core functionalities of Auto-Verify work, there are still several issues with the software.
The software has lots of parts working together, which might cause integration issues to occur.
Each of the functionalities of this software must be evaluated thoroughly to examine if there are
bugs that have a major impact on the effectiveness of Auto-Verify. The experiments suggest that
the tuning process actively makes the configurations of the portfolios worse, so a deeper look at
the implementation of Hydra is a good first step when looking to improve Auto-Verify. Other
components that are a good starting point to look for performance issues are the resource strategies
class which computes which resources are allocated to a specific verifier, and the portfolio runner
class which sets up the execution of a portfolio of verifiers.

While we have looked at the behavior of NNENUM in a portfolio with the VNNCOMP MNIST
benchmark as a dataset, other algorithms and dataset combinations can be explored further to
see if they produce the same results. We focussed on NNENUM and MNIST because they offered
a reliable way to experiment with Auto-Verify, but other verification tools and datasets might
interact better with the configuration optimization strategy of Auto-Verify.
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Figure 7: Performance of a portfolio of 1 configuration of NNENUM tuned with a dataset with 3
network structures
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network structures

24



% test set g’ test set

.g training set .g training set

; 107 { g 102 4

£ ; &

s | 5

o -1 =

% I 15

h-l E ':

£ ’ £

Z 1014 £ 101

a [}

£ E ;

g e af il

3 3 |-

= 100 + . . = 100 + : T
10° 10t 102 100 10! 102

Wall-clock runtime with a tuned portfolio (s) Wall-clock runtime with a tuned portfolio (s)
(a) Tuned portfolio using 8 problem instances (b) Tuned portfolio using 16 problem instances

E test set E test set

c =

-E training set ) .g training set

5 10?4 4 5 102 4

o m

£ ]

1014 £ 10!

a @

£ £

8 3 me

g 3

= 100 . . = 100 . T
109 10* 10? 10° 10! 10?

Wall-clock runtime with a tuned portfolio (s) Wall-clock runtime with a tuned portfolio (s)
(c) Tuned portfolio using 32 problem instances (d) Tuned portfolio using 64 problem instances

Figure 9: Performance of a portfolio of 3 configurations of NNENUM tuned with a dataset with 3
network structures

25



(a) Tuned portfolio using 8 problem instances

(¢) Tuned portfolio using 32 problem instances

(e) Tuned portfolio using 128 problem instances

Wall-clock runtime with a tuned portfolio (s)

Wall-clock runtime with a tuned portfolio (s)

Wall-clock runtime with a tuned portfolio (s)

z . testset
s . training set
c
2 >
5 10 <
£ .
€
8
=
S
L
T
°
®
=
3 10!
9
£
S
g
2 .
- P .
3 NG
9
3
= 100

10t 102
Wall-clock runtime with a tuned portfolio (s)

(b) Tuned portfolio using 16 problem instances

(d) Tuned portfolio using 64 problem instances

< . testset z . testset
S + training set H + training set
B B
5 102 5 102 .
3 10 3 10 -
© e 3
€ £
s s
8 S
= P
S S
Pt pd
7] ]
< <
© o
£ 5
3 10! £ 1014
@ o
£ E
=) El
€ £
2 2
~ ~ .
8 We . s 8 . A
3 3
3 k] :
S 100 S 100
100 10! 102 100 10! 102

Wall-clock runtime with a tuned portfolio (s)

< . testset z . testset
S + training set 2 + training set
® ]
5 102 5 102
3 10 3 10
© e
c £
s 5
8 S
= P
S S
Pt pd
© ]
< <
© o
£ s
3 10! . 2 41
9 @
£ S E g
=) El
€ g
2 2
< x L
8 8 R E
v v
i} i}
S 100 S 100
100 10! 102 100 10! 102

Wall-clock runtime with a tuned portfolio (s)

< . testset 2 . testset
s . training set s + training set
B ]
5 2 5 2 4
5 10 3 10
& &
€ £
8 8
e =
S 5
z z
T ]
° ©
© o
= I
% 10! % 10! o
@ .t rﬂl" o _-F.’
£ e H 1 Py
= k=
g g
H H -
X x R
8 3 B et
9 3
3 k] §
= 100 = 100
100 10t 102 100 10! 10?

Wall-clock runtime with a tuned portfolio (s)

(f) Tuned portfolio using 256 problem instances

(g) Tuned portfolio using 512 problem instances

Figure 10: Performance of a portfolio of 2 configurations of NNENUM tuned with a dataset with 1
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B Performance of constructed portolios

# NNENUM # problem | Mean wall-clock . PARI10 score
. . . # timeouts

configurations instances time (s) (s)
1 (default) - 47 143 339
1 8 84 381 237

1 16 79 374 490

1 32 80 374 531

1 64 84 389 538

1 128 ol 161 356

1 256 93 433 568

1 512 88 404 523

2 16 79 374 490

2 32 80 374 531

2 64 84 389 538

2 128 67 287 358

2 256 65 276 346

2 512 66 274 357

3 8 78 332 508

3 16 78 320 496

3 32 82 324 624

3 64 81 346 027

Table 2: Overview of the performance of the constructed portfolios. The number of problem instances
refers to the amount of problem instances that were being used during the tuning process of the
portfolio.
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