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Abstract

In recent years, co-creative AI has emerged as a novel approach to facil-
itate ideation tasks. Contemporary AI systems tend to exhibit conforming
behavior. In human collaboration, dissenting partners often enhance cre-
ativity by fostering divergent thinking and preventing groupthink. This
study examines whether the same applies to AI, investigating whether
interaction with a dissenting co-creative AI leads to more creative story-
writing outcomes and how it affects adoptability.

Participants engaged in a co-creative story-writing task, after which
expert evaluators assessed the creativity of the written stories using the
consensual assessment technique. The likelihood of adoption was ex-
amined using the Unified Theory of Acceptance and Use of Technology
(UTAUT).

The results indicate that, on average, participants produced more cre-
ative output when collaborating with a dissenting AI than a conforming
AI. However, the difference did not reach statistical significance (p =
0.111), rendering the results inconclusive. The UTAUT analysis revealed
a slight variation in adoption tendencies between the two AI conditions.
Participants who interacted with a dissenting AI reported higher levels of
anxiety and perceived a higher effort expectancy than those who inter-
acted with a conforming AI. These differences were only minor, and all
other of the six determinants did not show further variation in adoption
tendencies between the two AI conditions. This led to the conclusion that
a dissenting AI is equally adoptable as a conforming one.
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1 Introduction

In the field of computational creativity, the goal is to design programs that
can enhance human creativity without necessarily being creative themselves
(Jordanous, 2014). Presently it has become increasingly common to engage in
co-creative ideation with generative AIs. Especially when working with large
language models, it becomes possible to have ‘brainstorming sessions’.

A key issue with AI systems is that they contain biases (Schwartz et al.,
2022). Some of these biases, such as groupthink and confirmation biases, can
cause AIs to be overly conforming, which can hinder ideation processes when
working with AIs. These concepts will be further explained in section 2. This
paper poses the research question: “In the context of co-creative story-writing,
does interaction with a dissenting co-creative AI lead to more creative outcomes
compared to a conforming AI, and how does interacting with a dissenting AI
impact its adoptability?” This study hypothesizes that interaction with a dis-
senting co-creative AI in story-writing leads to more creative outcomes than
interaction with a conforming AI. This hypothesis was developed by first exam-
ining human-human interactions (HHI), and then analyzing how these concepts
translate to human-computer interaction (HCI). Existing literature indicates
that in HHI, dissent stimulates creative ideation (Nemeth, 1995).

2 Literature review

2.1 Introduction

This section discusses the human psychology of ideation and poses three ques-
tions, firstly: “What are the primary challenges during ideation sessions in
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human-human interactions?” Secondly: “What are potential solutions or strate-
gies to overcome these challenges?” And lastly: “How can these solutions be
used in practice?”

2.2 Challenges and solutions during ideation

According to Runco (2010), divergent thinking is a key element in creative
ideation. He argues that although divergent thinking does not have a one-on-one
relation with creativity, it is often a strong indicator of novel ideas. An example
of when the effects of divergent thinking are visible is during brainstorming.
Runco (2010) found that brainstorming in groups hinders the creative process
more than it helps. It was found that there is a linear relation between the
number of people in a group and the decreased quality of an idea, and the most
optimal situation is to do ideation alone. This reduction in quality is among
other things attributed to the tendency of people not to present ideas that do
not fit in the group consensus. This is known as groupthink (Janis, 1972).
Creativity requires a certain degree of boldness and people tend to inhibit that
boldness in larger groups and accommodate the ideas of others, even at the cost
of their own ideas.

According to Janis (1972), ‘groupthink’ is a phenomenon that does not allow
groups to come to an optimal solution, especially when they are cohesive, under
stress, or have a highly directive leader. Nemeth (1995) hypothesized that a
method to counter groupthink in discussions is by stimulating dissent in the
group. She performed experiments to study the effect of minority disagreement
in groups and found that minority disagreement stimulates divergent thought.
People think about the issue from multiple perspectives, one of which is that
held by the minority (Nemeth, 1995). Having a dissenting minority breaks this
group cohesion and allows other people to more easily see other perspectives
and come up with ideas that are not necessarily within the mainstream line of
thought. Nemeth (1995) argues: “Dissent is the cure to groupthink.”

A contradiction that stems from this argumentation should be addressed.
The literature suggests that working in groups is harmful to the ideation process.
However, the literature also suggests that dissent helps the ideation process.
There can only be dissent between two people or more, therefore we should
work in groups. Nemeth (1995) also identifies this problem and shows us how
our reasoning is incomplete. She argues that defective decision-making in groups
is caused by cohesiveness or directive leadership. The problem of groupthink
does not lie with an abundance of people but with fear of rejection, and the
need for cohesion. Finally, Nemeth (1995) concludes that the lack of dissent
may be the most important aspect of groupthink and that a way of effectively
combating groupthink is to divide groups into smaller clusters where at least
one person should be assigned to a devil’s advocate role in each cluster. Doing
so creates an environment where both the problems of groupthink are reduced
and the benefit of dissent in groups can be gained.
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2.3 Dissent in practice

A method to utilize conflict during the ideation process is to deploy a devil’s
advocate (DA). Although this is not an end-all solution to groupthink, it is an
effective tool to stimulate free and open discussion and creativity (MacDougall
& Baum, 1997). This does come with some caveats, the use of DA has to
be applied selectively and is inferior to authentic dissent (Nemeth, Brown, &
Rogers, 2001). That being said, having a DA is in most cases more effective
than having no conflict at all. For example, having a DA in a group where
some people hold a certain authority over certain subjects, is very effective. In
a more even grounded group having a DA is not as effective (MacDougall &
Baum, 1997).

There are some questions regarding the practicalities of controlled dissent.
Should there be dissent during the full duration of the discussion? Or should dis-
sent be a tool that should be used at selective moments? Nemeth and O’Connor
(2019) argue that there needs to be consistency and maintenance of a position
over time. A single expression of a different view does not suffice. In the DA
experiments by MacDougall and Baum (1997) the person who took the DA
position, was also consistent throughout the entire discussion. The literature
agrees that in general, it is better to not take half-measures when it comes to dis-
sent. Nemeth and O’Connor (2019) do point out the importance of authenticity.
When having a DA, that person is playing a role. This means that other people
know that they can not change their opinions, regardless of their arguments.
This can cause the other person to further reinforce their own beliefs. When
the participant thinks that the dissenter disagrees authentically, this problem
does not occur.

2.4 Evaluation of creativity

One challenge faced by research projects involving creativity is the definition
of creativity itself. Creativity is notoriously subjective and difficult to define.
However, most people have an internal understanding of what is and what is not
creative, though this understanding is highly subjective (Amabile, 1982). The
subjective nature of creativity poses a significant challenge in gathering empir-
ical data. For this study, Amabile’s (1982) Consensual Assessment Technique
(CAT) was used as a workable method to evaluate creativity. This method
was chosen because it is a common standard in research where creativity is
measured.

CAT utilizes experts to grade products based on their creativity, with these
evaluations serving as the measure of creativity. This approach relies on two
primary assumptions. First, it is assumed that creativity can be recognized by
experts within their domain. Second, creativity is treated as a gradient scale,
where experts can, to a degree of agreement, determine that one product is more
creative than another.

According to Amabile (1982), there are a few requirements that must be
met when conducting the assessment procedure. First, experts should have
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some experience within the relevant domain. While the level of experience does
not need to be identical among experts, the method requires that all experts
have developed familiarity with the domain over time. Importantly, experts are
not required to have personally produced creative products within their domain.

Second, experts must perform their assessments independently. This en-
sures that evaluations are based solely on individual standards of creativity and
reduces the likelihood of bias influencing the grading process.

Third, experts should evaluate additional dimensions beyond creativity, such
as technical aspects or aesthetic appeal separately. This makes it possible to
examine the degree of relatedness of those dimensions to creativity.

Fourth, experts should instructed to use a relative grading approach rather
than an absolute scale. Relative grading allows experts to assess creativity
based on the range of products presented within the specific project, avoiding
potential bias stemming from high standards within their domain.

Finally, the products should be presented to experts in a randomized order.
Presenting all products in the same order could introduce order effects, where
items seen first or last are rated differently than they would have been if placed
in a different position within the dataset.

2.5 Unified theory of acceptance and use of technology

Adoption and acceptance play an important role in the development of new
information technologies (Venkatesh et al., 2003). To measure adoption and
acceptance, the unified theory of acceptance and use of technology (UTAUT)
was developed by Venkatesh et al. (2003). This model is a unification of eight
competing acceptance models that describe user acceptance. The model uses
determinants to make a statement about expected usage behavior. The model
keeps track of moderators that influence determinants. The base model is shown
in Figure 1.

The determinants used in this research are: performance expectancy,
effort expectancy, attitude toward using technology, social influence,
self-efficacy, anxiety, behavioral intention to use the system, and fa-
cilitating conditions. The moderators used will be age, gender, and expe-
rience. These determinants and moderators are chosen to get as close to the
original UTAUT model as possible. Some determinants and moderators that
were not applicable to this study were left out.

2.6 Findings of the literature review

This section aimed to answer three questions, firstly: “What are the primary
challenges during ideation sessions in human-human interactions?” Secondly:
“What are potential solutions or strategies to overcome these challenges?” And
lastly: “How can these solutions be used in practice?”.

The literature suggests that groupthink is a significant challenge during
ideation sessions involving human-human interactions (Runco, 2010). To miti-
gate this issue, research suggests that encouraging dissent within these sessions
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Figure 1: UTAUT framework diagram (Venkatesh et al., 2003)

can be an effective strategy (Nemeth, 1995). To implement this solution, the
literature suggests dividing large groups into smaller clusters (Nemeth, 1995)
and assigning one person to a devil’s advocate role (MacDougall & Baum, 1997).
The devil’s advocate is tasked with presenting consistent but reasonable dissent
to stimulate divergent thinking and prevent conformity (Nemeth & O’Connor,
2019).

The tasks performed during the experiments of the referenced papers were
mostly within two domains: ‘Ideation’ and ‘Problem-solving’. The experiments
analyzed group discussions where a task had to be executed, such as coming
up with legislation (MacDougall & Baum, 1997) or finding associations between
abstract images (Nemeth, 1995). These studies argue that the findings have a
general applicability to ideation as a whole, rather than being confined to the
specific tasks examined.

However, these papers do not provide detailed guidelines on how these groups
should be formed or how many people should be in each group. The generality
applies to this aspect as well; All groups, regardless of size, are susceptible to
groupthink (Janis, 1972). Nemeth (1995) suggests that dividing larger groups
into smaller ones can mitigate groupthink, implying that its manifestation varies
with group size and composition but is not entirely eliminated. Therefore it is
reasonable to think of a pair as a group in the context of groupthink, which is
the group size that was used for the experiments in this research.
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3 Related work

3.1 Introduction

In the previous section different psychological phenomena during co-creative
ideation tasks with human-human interaction were discussed. The focus of this
section is on computational creativity and human-computer interaction. Two
questions will be answered, first: “Do AIs generally dissent or conform during
co-creative ideation tasks?” and Secondly: “Does human behavior toward others
translate effectively to interactions with computers?”.

3.2 Do AIs dissent or conform?

One objective of this study is to determine whether increased dissent in co-
creative AI enhances the creativity of human collaborators. Before addressing
this, it is essential to first examine the baseline behavior of co-creative AI in
ideation tasks. Specifically, we pose the question: “Do co-creative AIs generally
exhibit dissent or conformity in a co-creative task?”

To explore this, we analyze the response patterns of a widely used AI sys-
tem, ChatGPT-3.5. ChatGPT is a large language model that generates textual
responses based on user prompts. The following section presents examples of
prompts and the corresponding outputs to assess the model’s tendency toward
conformity or dissent.

Prompt: “I would like to make a work of art that explores the 4th dimen-
sion. My idea is to create a hypercube that actually goes into the 4th dimension
a bit. What do you think of this idea and do you have tips on what to add to it?”

Output: “Your idea to explore the 4th dimension through a work of art centered
on a hypercube (also known as a tesseract) is a fascinating and intellectually
stimulating concept. ...”

Prompt: “I want to create a painting using quicksilver as an alternative for
paint in a never done before painting. What do you think of this idea and do
you have tips on what to add to it?”

Output: “Using quicksilver (another name for mercury) in painting is an in-
triguing idea due to its unique liquid metal appearance and reflective surface.
However, it’s very important to consider the significant health and environmen-
tal risks associated with mercury! ...”

Prompt: “For my final assignment for the fine arts master class I want to
make a realistic painting of the famous cat “Garfield”. What do you think of
this idea and do you have tips on what to add to it?”

Output: “That sounds like a fun and engaging project! Garfield, with his
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distinctive personality and appearance, could be an exciting subject for your
painting. ...”

ChatGPT appears to exhibit a strong tendency toward confirmation, mak-
ing it unlikely to challenge users’ ideas, even when they are flawed, risky, or
physically impossible. For instance, when users present ideas that could en-
danger their careers, propose hazardous activities such as handling mercury, or
attempt to conceptualize entering the fourth dimension, the model consistently
responds with encouragement. It often frames the ideas as novel and interest-
ing. While the system does attempt to mitigate potential issues by suggesting
safer alternatives, such as recommending substitute materials for mercury or
proposing a virtual reality simulation for exploring higher dimensions, it avoids
outright rejection. Although this observation is based on anecdotal evidence ex-
isting literature such as Schwartz et al. (2022) suggests that AI language models
generally exhibit a tendency toward conformity.

ChatGPT was trained on a data set of text collected from various public web
pages, such as Wikipedia or digitalized books. During the training, a method
called ‘Reinforcement Learning with Human Feedback’ (RLHF) was employed
(OpenAI, n.d.). RLHF uses human demonstrations and preference comparisons
to guide the model toward desired behavior. This means that ChatGPT takes
on some human characteristics that are present in the data (Schwartz et al.,
2022). Due to this this system of reinforcement through human preferences,
it is possible that the AI was taught to give answers to its users that was al-
ready in-line with their prior beliefs. In psychology, this phenomenon is known
as confirmation bias (Oswald & Grosjean, 2004), a similar mechanism could
contribute to conformity in AI-generated responses. This hypothesis is rein-
forced by Schwartz et al. (2022), who provide evidence that AI models exhibit
confirmation bias and tendencies toward groupthink.

This raises the question wether ChatGPT is representative for all co-creative
AIs. Another example of a co-creative AI is genjam (Biles, 2003). This AI
created in the 90s̀ was trained to improvise and play jazz music. genjam is a
genetic learning algorithm where human feedback serves as its fitness score and
applies genetic factors to create improvisations that seem novel. This mechanism
suggests that confirmation bias may also emerge in other co-creative AIs that
learns through human feedback. Again, conformity could emerge in this system
because humans selected its preferred output.

More broadly, co-creative AI systems often exhibit a tendency toward con-
formity. AIs are often trained on human data, with human feedback, and have
moderation mechanisms to ensure socially acceptable interactions (Schwartz et
al., 2022). To answer the question of this section, it seems that co-creative AIs
generally tend to conform or in some cases stay neutral. No research has yet
shown us the effects of dissenting co-creative AI.
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3.3 Does human behavior translate well to AI?

The literature so far discusses two important components of this research. First,
during HHI co-creative ideation tasks, a surplus of conformation hurts the qual-
ity of ideas (Runco, 2010). Second, most co-creative AIs generally tend to
conform rather than dissent during co-creative ideation tasks. This leads to a
last important question that needs to be answered: “Do humans exhibit the
same social responses to computers as to other humans?”

Reeves and Nass (1996) present a compelling argument regarding the influ-
ence of social behavior on human-computer interaction (HCI). They illustrate
this through an anecdote involving the mayor of New York, who frequently
greeted crowds with the question, “How am I doing?” The immediate, instinc-
tive response from most individuals was a positive affirmation, such as “You
are doing well!” It was unlikely that individuals would provide a critical assess-
ment of the mayor’s political performance in such a direct and public interaction.
However, when a New York Times pollster later posed the same question: “How
is the mayor doing?” in a more anonymous setting, respondents provided more
candid and less favorable evaluations.

Reeves and Nass subsequently ask whether the initial responses given to
the mayor constituted a deliberate lie. They argue that these responses were
not lies but rather expressions of politeness, driven by social norms. This phe-
nomenon aligns with prior discussed psychological theories on social cohesion
and group interaction. Both Janis (1972) and Reeves and Nass (1996) suggest
that individuals often suppress certain thoughts or critiques to maintain social
cohesion, a tendency that is highly relevant to HCI, where users may exhibit
similar patterns of politeness and conformity when interacting with artificial
agents.

The question remains: do these social patterns persist in HCI? Nass et al.
(1994) argue that they do. They performed an experiment where 33 participants
were invited to interact with a computer that would present them with facts
and ask questions about those facts. Afterwards, the participants were asked
to grade the performance of the computer, either on the computer itself or
a computer on the other side of the room. The results showed that people
exhibit politeness to computers as well. The participants graded the computer
that they worked on as significantly more friendly (p < 0.001) and competent
(p < 0.01) when they had to enter the grades on the computer they worked on,
as opposed to when they had to grade the computer that they worked on, on
another computer located elsewhere in the room (Nass et al., 1994).

These results, suggest that humans do exhibit at least some of the same
social responses to computers that they exhibit to other humans. Reeves and
Nass (1996) present the following rationale: “Computers, in the way that they
communicate, instruct and take turns interacting, are close enough to human
that they encourage social responses. ... When it comes to being social, people
are built to make the conservative error; When in doubt, treat it as human.”
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3.4 Findings of related work

This section has examined AI biases that lead to conforming behavior and con-
cluded that 1: most co-creative AIs tend to be conforming, and 2: that during
HCI humans exhibit behavior to computers, partially the same way they exhibit
behavior to other humans. These components contribute to the hypothesis that
during HCI, it is favorable to interact with dissenting AI to produce more cre-
ative output,

The examples provided in this section mostly talk about AIs that have a
human component that can lead to biases. It should be mentioned that this is
not strictly required for AIs to develop biases (Schwartz et al., 2022). This paper
focuses on a small portion of biases because these specific biases (conformation
and groupthink) are identified to be leading problems causers during ideation
processes (Runco, 2010).

4 Research Design and Methodology

This section outlines the experimental design and the formulation of hypotheses.
From the research question, two hypotheses are derived. This section explains
their falsifiability and how they can be tested.

4.1 Hypotheses

To address the research question of this study: “In the context of co-creative
story-writing, does interaction with a dissenting co-creative AI lead to more
creative outcomes compared to a conforming AI, and how does interacting with a
dissenting AI impact its adoptability?” the following hypotheses are formulated:

• HA1: Interaction with a dissenting co-creative AI in story-writing leads
to more creative outcomes than interaction with a conforming AI.

• HA2: A dissenting AI is more likely to be adopted by users than a con-
forming AI.

Each hypothesis is associated with a null hypothesis:

• H01: Interaction with a dissenting co-creative AI in story-writing does
not lead to more creative outcomes than interaction with a conforming
AI.

• H02: A dissenting AI is not more likely to be adopted by users than a
conforming AI.

4.2 Falsifiability

The falsifiability of the hypotheses is determined as follows: HA1 can be tested
by evaluating the creativity of participants’ written stories under two experi-
mental conditions:
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• Interaction with a dissenting AI.

• Interaction with a conforming AI.

These conditions function as an independent variable. Creativity, rated by
expert judges using Amabile’s Consensual Assessment Technique (CAT) (1982),
serves as the dependent variable. If the creativity ratings of stories produced
in co-operation with the dissenting AI are not significantly higher than the
ratings of stories produced in co-operation with conforming AI, HA1 would be
falsified. H01 can be falsified if stories generated with the dissenting AI receive
significantly higher creativity ratings than those generated with the conforming
AI.

HA2 is tested by applying the UTAUT framework to participants who inter-
acted with either a dissenting or a conforming AI. The determinants measured
within UTAUT serve as indicators of adoptability. If participants who worked
with the dissenting AI do not show a significantly higher likelihood of adoption
based on these measurements, HA2 would be falsified. H02 can be falsified if
participants who interacted with the dissenting AI exhibit significantly higher
adoption scores compared to those who interacted with the conforming AI.

4.3 Experimental Design

To test the hypotheses as outlined in the previous sections, participants will
engage in co-creative tasks. Specifically, participants will complete a short story-
writing exercise and receive feedback on their output. Feedback will be provided
by either a conforming or dissenting AI, randomly assigned to each participant.
Subsequently, participants will review the feedback and proceed with a second
round of story-writing. The creativity of the stories produced during the second
task will be evaluated by experts. The following subsections provide a detailed
discussion of the experimental elements.

4.3.1 Story-writing

To facilitate creative expression, a suitable medium was selected for participant
engagement. Story-writing was chosen as the medium due to its accessibility
to a broad audience and its ease of integration into a co-creative computerized
system, compared to other creative disciplines. While this choice is primarily
practical, literature on creative ideation, such as Runco (2010), suggests that
the principles applied are not restricted to written text and could extend to
other creative media.

During the experiment, participants were instructed to complete an unfin-
ished story rather than create an entirely new one. This decision was based
on pilot testing, which revealed that participants often experienced confusion
about the dimensions and specifics of their writing or struggled with starting
from scratch under time constraints. Providing an incomplete story for partici-
pants to finish effectively addressed these challenges.
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A time constraint of 10 minutes was imposed on each story-writing task
because the time constraint ensures a level playing field. Participants with
extended time might produce more creative outputs than those working within
a limited time frame. Thus, the 10-minute limit standardizes the conditions for
all participants and ensures the experiment does not last too long.

4.3.2 Generative AI

Co-creative AI encompasses a wide range of artificial intelligence systems; how-
ever, not all such systems are suitable for this study. The AI used in this
experiment must meet specific requirements.

First, the AI must clearly be able to express either dissent or conformity,
as vague expressions of these attitudes would fail to create distinct conditions,
leaving no meaningful differences in circumstances to measure. Second, practical
considerations such as time and resource constraints necessitated the use of
a pre-trained generative AI model. Consequently, the LLaMA 3.1 model was
selected. LLaMA 3.1 is an open-source, pre-trained large language model known
for its ease of use and adaptability (Dubey et al., 2024). The downside of using
a pre-trained model is that will require good prompting for desired outputs.
The prompting will be discussed in the next section.

4.3.3 Prompt engineering

As outlined in the previous section, this experiment employed a pre-trained
model. One limitation of using a pre-trained model is the difficulty in steering
it towards conforming or dissenting behavior. As highlighted in the literature,
most large language models exhibit a natural tendency toward conforming atti-
tudes (Schwartz et al., 2022). This raises a key challenge: how can a LLM,
designed with a conforming bias, be guided to produce dissenting outputs?
Although it is possible to prompt a conforming LLM to generate dissenting
responses, this requires crafting a carefully designed prompt. To achieve this,
several goals were established for the AI prompt:

• The AI should provide actionable feedback that participants can imple-
ment within 10 minutes.

• When instructed to adopt a conforming attitude, the AI should adjust its
tone accordingly but maintain the same level of feedback quality as if no
specific attitude had been specified.

• When instructed to adopt a dissenting attitude, the AI should adjust its
tone accordingly but maintain the same level of feedback quality as if no
specific attitude had been specified.

Additional practical constraints were also set. For instance, the AI should not
disclose its instructed attitude to remain authentic, it should remain respectful,
and limit its output to 10 sentences or fewer. These constraints were trivial to
implement and are not relevant for further discussion.
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Since there are few, if any, established standards for designing a prompt that
fulfills these objectives, a trial-and-error approach was adopted, guided by the
following principles: The prompt is structured with a main body containing
practical information and an “attitude extension.” The main body remains
consistent across both the dissenting and conforming AI versions. The dissenting
prompt was developed first because it required greater refinement to produce
desirable outputs. Once the dissenting prompt met the desired criteria, neutral
statements were copied to the conforming prompt, and instances of ‘dissent’
were replaced with ‘conform.’

This method was chosen to promote fairness and minimize researcher bias.
A simple instruction such as “Be dissenting” is ineffective because the model
was not trained for dissenting behavior. When prompted to be dissenting dur-
ing testing, the AI would either disregard the instruction or cease to provide
actionable feedback, focusing solely on identifying user mistakes. Contrarily,
the conforming AI faced no such issues, as conformity aligns with its default
behavior (Schwartz et al., 2022). To guide the dissenting AI towards desirable
outputs, additional phrases such as “play the role of a devil’s advocate” or “do
not offer criticism without suggesting improvements” were incorporated. Once
the dissenting prompt met all established goals, the text was adapted for the
conforming AI, replacing dissenting directives with conforming ones. The full
prompt can be found in the appendix, section A.

In a trial-and-error process, there is a temptation to tweak prompts until
the AI produces output that aligns with the researcher’s hypothesis. However,
the primary objective of the prompts was to simulate a realistic dissenting AI
as closely as possible. The rules outlined above were intended to minimize bias
by ensuring that any unfair advantages given to the dissenting AI were equally
applied to the conforming AI. Nonetheless, this approach does not entirely elim-
inate researcher bias. The implications of this bias are discussed further in the
limitations section of this paper.

4.3.4 Biases and randomization

To mitigate biases in the experiment, participants were unaware that they were
interacting with either a dissenting or conforming AI. They were led to be-
lieve that all feedback provided was genuine and independent, as suggested by
Nemeth and O’Connor (2019).

To prevent researcher bias, AI partners were assigned to participants ran-
domly. This randomization ensured that the researcher could not influence the
allocation of dissenting or conforming AI to specific participants or groups based
on perceived creativity. To achieve approximately equal group sizes, partici-
pants were alternately assigned to either a dissenting or conforming AI. Partic-
ipants enrolled for the experiment through self-selected time slots, introducing
randomness into the order of participation, which further supported unbiased
allocation.

To eliminate potential researcher influence during task execution, the re-
searcher exited the room while participants performed their tasks (Mahtani et
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al., 2018).

4.3.5 UTAUT & questionnaire

At the end of the experiment, participants were asked to complete a question-
naire. This section outlines the purpose of each question and the rationale
behind their inclusion. A full list of questions is provided in Table 1, while the
corresponding answer options are detailed in Table 2.

The first question, which asks for the participant’s name, serves the sole pur-
pose of matching responses to the stories generated during the experiment. Fol-
lowing the designated withdrawal period for personal data, all data is anonymized
and all names are deleted.

Questions 5 and 6 aim to assess whether participants had prior knowledge
relevant to the experiment, which could potentially influence their responses and
the perceived creativity of their submissions as evaluated by experts. A brief
analysis will be conducted to determine whether prior knowledge significantly
impacted participant responses.

Questions 7 and 8 are designed to capture participants’ self-assessed creativ-
ity, which is important in the context of technology adoption. For instance,
individuals who perceive their work as less creative when collaborating with a
dissenting co-creative AI may be less inclined to adopt such technology, even if
the measured creativity of their outputs was enhanced.

Questions 2-4, and 9–24 are adapted from the framework provided by Venkatesh
et al. (2003) for the UTAUT analysis. These questions were slightly modified to
align with the specific requirements of the experimental context. A shortened
version of the questionnaire was employed to mitigate the risk of respondent
fatigue, as supported by findings by Sharma (n.d.).

Due to a translation error, question 19 was incorrectly answered by some
participants. Question 19 will not be included in the analysis, but the results
will be reported as ‘anxiety*’; the results without question 19 will be referred
to as ‘anxiety.’

4.3.6 Semi-structured interview

At the end of the experiment a semi-structured interview was employed as a
qualitative tool to gain more insight into the experiences of the participants.
Some elements of this study are highly subjective, therefore it can be valuable
to allow participants to further explain their thought process. Participants were
asked about their own perceived creativity, their opinions about adoptability,
and general questions that are too subjective to record with a questionnaire.
The full outline for the interview can be found in the appendix section B.

4.3.7 Expert grading

To perform the consensual assessment technique (CAT) proposed by Amabile
(1982), three experts were asked to grade all stories from least creative to most
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Table 1: UTAUT questions

Num Question Category
1 Your name (first + last) Practical
2 What is your age? UTAUT
3 What is your gender? UTAUT
4 What is your profession? UTAUT
5 Did you know the Casablanca story before this

study?
Prior knowledge

6 I often use generative large language models.
Select the answer that describes your situation the
best.

Prior knowledge

7 The feedback of the AI had a high impact
on the creativity of my answers in task 2.

Creativity

8 My answers for task 2 were generally more creative
than my answers in task 1.

Creativity

9 I would find the feedback system useful in a profes-
sional setting, if I had to do ideation tasks.

Performance
expectancy

10 Using the feedback system would increase my pro-
ductivity when I need to do a creative task.

Performance
expectancy

11 If I had to work with the feedback system in the
future, my interactions would be clear and under-
standable.

Effort expectancy

12 It would be easy for me to become skillful at using
the feedback system.

Effort expectancy

13 Using the feedback system is a good idea. Attitude towards
technology

14 The feedback system would make creative work more
interesting.

Attitude towards
technology

15 Working with the feedback system is fun. Attitude towards
technology

16 I think that people who influence my behavior (such
as my boss, coworkers or peers) think I should work
with generative large language models.

Social influence

17 In general, my workplace has supported the use of
generative large language models.

Social influence

18 I could complete a job or task using the feedback
system If...

Self-efficacy

19* I felt apprehensive about using the feedback system. Anxiety*
20 I would hesitate to use the feedback system for fear

of making mistakes I cannot correct.
Anxiety

21 The vfeedback system is intimidating to me. Anxiety
22 I am planning to use a generative large language

model in the next few months.
Behavioral inten-
tion to use the sys-
tem

23 I feel I have the knowledge necessary to use large
language models.

Facilitating condi-
tions

24 I feel I have the resources necessary to use large lan-
guage models.

Facilitating condi-
tions
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Table 2: UTAUT answers

Num Answer
1 String
2 18-30, 31-45,46-60, 60+
3 Woman, Man, Non-binary / Third gender, Prefer not to say
4 String
5 Yes, No
6 Never, Rarely, Once a month once a week, Multiple times a week,

Multiple times a day
7 Strongly agree (SA), Agree (A), Neither agree nor disagree (N),

Disagree (D), Strongly Disagree (SD)
8 SA, A, N, D, SD
9 SA, A, N, D, SD, Not applicable (NA), I don’t know (DK)
10 SA, A, N, D, SD, NA, DK
11 SA, A, N, D, SD, NA, DK
12 SA, A, N, D, SD, NA, DK
13 SA, A, N, D, SD, NA, DK
14 SA, A, N, D, SD, NA, DK
15 SA, A, N, D, SD, NA, DK
16 SA, A, N, D, SD, NA, DK
17 SA, A, N, D, SD, NA, DK
18 If there was no one around to tell me what to do as I work, If I

could call someone for help if I got stuck, Only if I had constant
guidance from someone who knows how the system works

19* SA, A, N, D, SD, NA, DK
20 SA, A, N, D, SD, NA, DK
21 SA, A, N, D, SD, NA, DK
22 SA, A, N, D, SD, NA, DK
23 SA, A, N, D, SD, NA, DK
24 SA, A, N, D, SD, NA, DK
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creative. Experts were not informed about the research question and did not
know about the dissenting and conforming AI groups. Afterward, the experts
were given a questionnaire with questions regarding their rating process and
whether they felt they could separate creativity from technical quality. The
questionnaire can be found in Appendix C.

4.4 Statistical tests

Several statistical tests were used to gain insight from the data that was collected
during the experiments. In this section, these statistical tests are discussed and
explained why each is chosen for specific data sets. The statistical analysis was
performed using JASP open-source statistical software.

4.4.1 Creativity rankings

The experts ranked all stories from most creative to least creative. To get
insight on wether there is a correlation between how high a story is ranked,
and the AI group it was from, a Mann–Whitney U test was used. The Mann-
Whitney U test determines whether there is a significant difference between the
distributions of two independent groups. It assesses whether the ranks of values
in one group tend to be consistently higher or lower than the ranks of values
in the other group (Mann & Whitney, 1947). The Mann-Whitney U test uses
ordinal data which fits the use case of this data. In this specific case, the two
groups are all stories written with a dissenting AI partner and all stories written
with a conforming AI partner. The ranked values are the creativity rankings
that have been assigned by the experts.

4.4.2 Expert agreement

To asses whether experts are in agreement on their rankings, the Kendall rank
correlation coefficient (Kendall’s Tau) was used (Kendall, 1938). This statistic
measures the concordance between two variables, with higher values indicating
greater similarity in their rankings. Kendall’s rank correlation is particularly
suited for ordinal data, such as the data collected in this experiment. This
statistic only works pairwise so will only be used to analyze agreement between
two experts. A standard for interpreting Kendall’s Tau has been set by Schober
et al. (2018). Their guideline suggest that 0.00 ≤ τ < 0.40 indicates a weak
agreement, 0.40 ≤ τ < 0.70 indicates moderate agreement, and τ ≥ 0.70 indi-
cates strong agreement.

For evaluating the overall agreement among all experts, Kendall’s W, also
known as the coefficient of concordance, was utilized (Kendall, 1945). Kendall’s
W quantifies the level of consensus among multiple raters, compared to their
combined average. To aid in the interpretation of Kendall’s W, Siegel and
Castellan (1988) propose heuristic guidelines. According to these guidelines,
0.00 ≤ W < 0.30 indicates weak agreement, 0.30 ≤ W < 0.50 indicates mod-
erate agreement, 0.50 ≤ W < 0.70 indicates good agreement, and 0.70 ≤ W ≤
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1.00 indicates strong agreement.

4.4.3 Perceived creativity

Participants were asked to evaluate their perceived creativity and the extent to
which they felt the feedback influenced their creativity (see Questions 7 and 8
in Table 1). These questions are intended to give three insights, 1: to assess
whether participants perceive a change in their creativity due to interaction
with the system, 2: to determine whether the perceived change in creativity
differs depending on the assigned AI partner, and 3: to evaluate the magnitude
and direction of any observed influence.

To examine whether participants experienced a change in perceived creativ-
ity, a Wilcoxon signed-rank test was conducted. The test evaluates the alter-
native hypothesis that the median response differs from the neutral response
category, Neither agree nor disagree (Wilcoxon, 1992). If no statistically sig-
nificant difference is found (p > 0.05), the alternative hypothesis is rejected,
indicating no significant deviation from the neutral response.

To assess whether participants assigned to a dissenting AI differed signifi-
cantly in their responses compared to those assigned to a conforming AI, a chi-
squared test of independence was performed. The null hypothesis suggests that
there is no association between group assignment and participants’ responses.
A p-value greater than 0.05 fails to reject the null hypothesis, suggesting that
any observed differences are not statistically significant (Pearson, 1904).

Finally, if a significant association is identified, the strength of this asso-
ciation is examined using the contingency tables. A standardized residual of
≥ 2 is considered indicative of a statistically significant deviation from expected
response patterns (Pearson, 1904).

4.4.4 UTAUT - determinants

Prior to conducting statistical analyses on the responses collected using the
UTAUT framework, it is essential to determine whether the data follows a nor-
mal distribution. This distinction is crucial because non-normally distributed
data necessitates the use of non-parametric tests. To assess normality, the
Shapiro-Wilk test was applied. The null hypothesis of the Shapiro-Wilk test
states that the population follows a normal distribution. If the test yields a
p-value below 0.050, the null hypothesis is rejected, indicating non-normality in
the data (Shapiro & Wilk, 1965).

To evaluate whether participants exhibited strong opinions regarding the
UTAUT framework determinants, another Wilcoxon signed-rank test was uti-
lized (Wilcoxon, 1992). In this context, the test was applied to determine
whether participants generally agreed or disagreed with the statements pre-
sented in the UTAUT framework. Furthermore, descriptive statistics were gen-
erated to provide additional insight into the direction and strength of these
relationships.
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4.4.5 UTAUT - moderators

The statistical analyses performed on the UTAUT determinants in conjunction
with the moderator variables largely mirror those employed for the determi-
nants alone. However, the primary distinction lies in the separation of the data
based on each moderator variable prior to analysis. For each subgroup defined
by a moderator, a Wilcoxon signed-rank test was conducted, accompanied by
descriptive statistics to complement and contextualize the findings where nec-
essary.

4.5 Ethical considerations

The experiment was approved by the LIACS Ethics Commission and conducted
in accordance with ethical guidelines, including informed consent, data confi-
dentiality, and participant rights.

4.6 Detailed experiment description

This section will contain a detailed description of how the experiments were
performed.

• The participant arrives and receives the consent forms.

• The participant receives an explanation of the tasks they will be perform-
ing and is allowed to ask questions.

• The participant is instructed to read a short story.

• Once the participant is ready, the researcher sets a timer of 10 minutes
and leaves the room.

• During the 10 minutes, the participant writes three short story endings.

• Once the time is up, the researcher enters the room. The participant
can finish their sentence if necessary. The participant is instructed to
press “next” in the user interface to start feedback generation. During
the feedback generation, there is a 5-minute break.

– The feedback is generated by either an AI that is instructed to be
dissenting, or an AI that is instructed to be conforming.

• When the break is over, the participant is tasked to write three more story
endings. Again the researcher sets a timer for 10 minutes and leaves the
room.

– Participants are told they can use the feedback any way they like,
they can choose to apply it or ignore it, which is up to their own
discretion. The goal is to be creative and they should evaluate whether
the feedback helps them with that goal.
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• The participant completes a questionnaire about their experience.

• The participant partakes in a semi-structured interview hosted by the
researcher.

• The experiment is completed and the participant receives a debriefing
form.

Total time estimate: ∼ 60 minutes

5 Results and analysis

This section will go over the results of this study and analyzes those results.
Because the research has two sub-questions, this section will treat each sub-
question separately. The first analysis discusses how the experts graded the
work of the participant and whether there is a significant difference in creativity
between the group working with dissenting AI and the group working with
the conforming AI. The second analysis will discuss whether dissenting AI is a
technology that is likely to be adopted.

5.1 Creativity

For this study 22 participants applied. Each participant was assigned either a
dissenting AI or a conforming AI, resulting in eleven participants working with
a dissenting AI and eleven participants working with a conforming AI. Each
participant wrote three story endings, totaling 66 story endings.

Three experts graded the stories. Each expert graded all the stories from
most creative to least creative.

5.1.1 Descriptives

This section provides an overview of the distribution of participants across ex-
perimental groups. Group ‘C’ comprises individuals who interacted with a con-
forming co-creative AI, whereas Group ‘D’ consists of those who engaged with
a dissenting co-creative AI.

Table 13 in Appendix D presents the gender distribution of participants
within each group. Table 14 details participants’ prior experience with gener-
ative AI and its distribution across groups. Finally, Table 15 displays the age
distribution of all participants, categorized by group.

5.1.2 Results: Expert ranking

The expert ranking is shown in Table 3. Each ranking represents a story and is
labeled by the attitude of the AI partner. Stories written in co-operation with a
dissenting AI are marked as ‘D’ (red) and stories written with a conforming AI
are marked as ‘C’ (blue). The table displays the ranking ‘R’ and the attitude
of the story as rated by the three experts: ‘E1’, ‘E2’, and ‘E3’. A 4th column
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‘Avg’ displays the average rank of each story. This is calculated by adding each
rank from each expert for each story and sorting the stories based on their new
sum rank. Cells that have a superscript (yellow) are stories that had a combined
rank that was equal to another story. Each story that has a tied rank could be
ordered in any arbitrary way, the current display in the table is also arbitrary.

For each expert ranking a p-value was calculated using the Mann-Whitney
U test, these values are shown in Table 4. Note that the average rankings have
an upper bound and lower bound. The upper bound is calculated by treating
all dissenting stories, that tied the rank of conforming stories, as a higher rank.
The lower bound is calculated by treating all conforming stories, that tied the
rank of dissenting stories, as a higher rank. The ‘average mean’ is calculated as
the average of the p-value of the lower bound and the higher bound averages.

Lastly, Appendix C, contains the questions that experts were asked about
their grading process. These questions were asked to get an insight on whether
experts were able to separate creativity from technical quality. The data gained
from this questionnaire is mostly qualitative, the answers will be discussed in
the expert ranking analysis section.

5.1.3 Analysis: Expert ranking

When examining Table 3, the data suggest that the creativity rankings of stories
produced by participants who interacted with dissenting AI partners (Group D)
tend to cluster higher than those produced by participants who interacted with
conforming AI partners (Group C). This observation is supported by the Mann-
Whitney U test results in Table 4, which indicate that although only one expert
graded the work from Group D as significantly more creative than that of Group
C, there was general agreement among experts that Group D’s output was, on
average, more creative. This trend is further reflected in the combined average
rankings of all experts, which yielded a p-value of 0.111. While this value
does not achieve statistical significance, it may suggest a potential relationship
between interacting with dissenting AI and enhanced creative output.

After completing the grading process, the experts were asked to reflect on
their evaluations through a questionnaire (see Appendix C). The responses in-
dicate that while technical quality and aesthetic appeal had some influence on
their perception of creativity, this effect was not particularly strong. However,
experts note that the variability in technical quality among the submissions
made it challenging to fully disregard these factors in their assessments. On
average, the experts characterized the overall range of creativity in the submis-
sions as “somewhat varied.” This degree of variation is beneficial, as it facilitates
differentiation between submissions, ranking stories with highly similar levels of
creativity would have been a more complex task (Amabile, 1982).

5.1.4 Results: Expert agreement

Figure 2 shows a visual representation of the expert agreement. Each scatter
plot displays all the stories as they are ranked by two experts A and B. The
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Table 3: Expert ranking

R E1 E2 E3 Avg R E1 E2 E3 Avg R E1 E2 E3 Avg
1 D C D D 23 C C D C 45 C D D C
2 D C D D 24 C D C C 46 C C D C
3 C D D D1 25 C D C C 47 C C C C
4 C C D C1 26 D C D C 48 D D D D
5 D D C D1 27 C C C C 49 D D D D5

6 D D D D2 28 D D C D 50 D C C C5

7 D D C C2 29 D D C D 51 C C D D
8 C D C D 30 D C D C 52 D C C C
9 D C C D 31 D D C C 53 C D C C
10 C C D D 32 C C C C 54 D C D D
11 C D C D 33 C D D D 55 C C C C
12 C C D D3 34 C D C D 56 C D C D
13 D D C C3 35 D C D D 57 C C D C
14 D C C C3 36 C C C D 58 D D D C
15 C C D C 37 C C C D 59 C D D D
16 D D D D4 38 C D C C 60 C C D D
17 D C C C4 39 D D C C 61 D C D C
18 D D D D 40 D D C D 62 C C C C
19 D C D D 41 D C C C 63 C C C C
20 D D D D 42 D D C C 64 C D C C
21 D D C C 43 C D D D 65 C D D D
22 D D C C 44 C C D D 66 C C D D
Note. Red cells represent a dissenting AI partner. Blue cells represent a con-
forming AI partner. Yellow cells represent a tie in a ranking with other cells
with the same superscript.

Table 4: Mann-Whitney U test: Expert ratings

Expert p-value

Expert 1 0.041
Expert 2 0.254
Expert 3 0.404
Average lower bound 0.103
Average upper bound 0.120
Average mean 0.111

Note. For all tests, the alternative hy-
pothesis specifies that group C < group
D.
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X-axis displays the rank given to a story by expert A, and the Y-axis displays
the ranks given to a story by expert B. The reference line indicated complete
expert agreement. A scatter plot has been created for each possible expert
pair, displayed in Figure 2a, 2b and 2c. Figure 2d displays the rating of each
expert compared to the average. Table 5 shows the agreement between each
expert using the Kendall rank correlation coefficient. Note that the rank corre-
lation coefficients are symmetric, so no additional data is shown for the reversed
expert combinations. The experts had the following professional or academic
backgrounds:

• Expert 1: MA Literary studies

• Expert 2: MA Linguistics

• Expert 3: Performer / Director / Theater Writer

Table 5: Kendall’s Tau Correlations: Expert agreement

Kendall’s tau

Expert 1 - Expert 2 0.580
Expert 1 - Expert 3 0.343
Expert 2 - Expert 3 0.372

Kendall’s Tau: 0 ≤ τ < 0.40 indicates
weak agreement, 0.40 ≤ τ < 0.70 indi-
cates moderate agreement

Kendall’s W

Average 0.741

Kendall’s W: 0.70 ≤ W ≤ 1.00 indicates
strong agreement

5.1.5 Analysis: Expert agreement

Figure 2a demonstrates that Expert 1 and Expert 2 show a moderate degree
of agreement, as indicated by the Kendall’s Tau coefficient presented in Table
5. According to the heuristic proposed by (Schober et al., 2018), this level of
agreement could be classified as moderate agreement. Both Expert 1 and Expert
2 appear to have comparatively lower agreement with Expert 3 (see Figure 2b
and 2c), a finding further supported by the Kendall’s Tau coefficients in Table
5. The degree of agreement between Experts 1 and 2 with Expert 3 could be
categorized as weak agreement, following the guidelines set by Schober et al.
(2018).

Table 5 also presents the collective expert agreement, as measured by the
coefficient of concordance, W . The calculated value of W = 0.741 indicates
a strong collective agreement among the experts, in accordance with Siegel &
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(a) Rankings of expert 1 compared to
rankings from expert 2.

(b) Rankings of expert 1 compared to
rankings from expert 3.

(c) Rankings of expert 2 compared to
rankings from expert 3.

(d) Rankings of all the experts compared
to the average rankings.

Figure 2: Scatter plots with expert rankings.
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Castellan’s classification. An interesting observation is that the Kendall’s W co-
efficient exceeds the average Kendall’s Tau value of the individual expert pairs.
This phenomenon is common, as Kendall’s Tau reflects pairwise comparisons
between individual expert rankings. In contrast, Kendall’s W involves compar-
ing each expert’s ranking to the average ranking of all experts, which tends to
amplify the level of overall agreement, thereby yielding a higher coefficient. This
effects is visually represented in Figure 2d where the data points clearly cluster
closer to the average line. Both observations are relevant and will be further
discussed in the discussion section.

5.1.6 Results: Perceived Creativity

Table 6 presents the results of the Wilcoxon signed-rank test assessing whether
participants reported a significant change in perceived creativity and whether
they thought the system had an impact on their creativity. Additionally, Table
7 displays the results of the chi-squared test examining whether perceived cre-
ativity differed depending on the assigned AI partner. The contingency tables
detailing the distribution of participants’ responses are provided in the appendix
(Tables 17 and 18).

Table 6: Wilcoxon singed-rank test: Perceived creativity

p

Impact creativity 0.786
Perceived creativity 0.674
Impact creativity (Group D) 0.902
Impact creativity (Group C) 0.786
Perceived creativity (Group D) 0.674
Perceived creativity (Group C) 0.914

Note. For the Wilcoxon test, the alter-
native hypothesis specifies that the me-
dian is different from 3 (neither agree
nor disagree).

Table 7: Chi-Squared Test: Perceived impact on creativity

df p

Perceived impact on creativity 4 0.533
Perceived changed creativity 4 0.215

Note. Null hypothesis suggests that
there is no relation between answers
given and group participants were in.
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5.1.7 Analysis: Perceived creativity

Table 6 presents the p-values obtained from the Wilcoxon signed-rank tests un-
der various hypotheses. The results indicate no statistically significant evidence
that participants perceived an influence of the AI partner on their creativity.
Furthermore, there is no significant indication that participants rated their sec-
ond ideation task as more creative than their first. Additionally, no significant
differences were observed between participants assigned to Group D or Group
C.

Similarly, the chi-square test results in Table 7 do not provide significant ev-
idence that participants’ perceptions varied depending on the AI partner they
were assigned. The contingency tables in Table 17 and Table 18 also do not
suggest a significant effect of the AI partner on participants’ perceived creativ-
ity. However, Table 18 does reveal that participants in the dissenting AI group
more frequently reported an improvement in their creativity compared to those
in the conforming AI group. Despite this observation, the standardized residu-
als for the “agree” (1.536) and “strongly agree” (1.106) categories do not meet
the conventional threshold of 2 standard deviations required for statistical sig-
nificance. Consequently, there is no strong empirical support for the claim that
participants felt more creative due to their assigned AI partner, regardless of
group allocation.

These findings are interesting in contrast to earlier findings, which suggested
that participants in the dissenting AI group produced outputs that were, on
average, more creative than those in the conforming AI group (p = 0.111).
This discrepancy suggests a potential dissonance between subjective perceptions
of creativity and measured creative performance. Such a misalignment could
have implications for technology adoption, as individuals who do not perceive a
creativity-enhancing effect from the system may be less inclined to use it, even
if it could potentially enhance their creative output.

5.2 UTAUT

This section presents the results and analysis based on the Unified Theory of
Acceptance and Use of Technology (UTAUT). The analysis aims to address two
key aspects; first: the extent to which participants would adopt the experimental
system as it was presented to them in its entirety; and second, whether the
adoptability of the system differs depending on whether participants interacted
with a dissenting AI or a conforming AI.

5.2.1 Results: Determinants

Tables 8, and 9 present the p-values from the Wilcoxon rank-sum test for each
determinant in the analysis, without distinguishing between the dissenting and
conforming AI groups. The alternative hypothesis for each determinant in Table
8 states that the median is lower than 3 (neither agree nor disagree). Noted that
the values for “Anxiety” were inverted for easier analysis. This is a practical
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implementation so that low p-values would reflect favorable adoptability and
otherwise the answers would provide double negatives, e.g. strongly disagreeing
with a statement about anxiety is favorable for adoption.

Table 9 displays the p-value for self-efficacy, where the alternative hypothesis
specifies that the median is lower than 2 (i.e., “If I could call someone for help
if I got stuck”). All responses marked as “I do not know” or “Not applicable”
were treated as missing data points.

Furthermore, Table 10 presents the p-values from the Mann-Whitney U test,
which examines whether responses from participants in the conforming AI group
differ significantly from those in the dissenting AI group. High p-values suggest
that participants in both groups provided similar responses, indicating agree-
ment on adoptability for those specific determinants. In contrast, low p-values
indicate significant differences in responses, suggesting variability in perceived
adoptability between the two conditions.

5.2.2 Analysis: Determinants

Prior to conducting further statistical analysis, it is crucial to determine whether
the UTAUT data follow a normal distribution. To assess normality, a Shapiro-
Wilk test was performed, with the results presented in Table 16. The null
hypothesis of the Shapiro-Wilk test asserts that the sample originates from a
normal distribution. For each determinant, a p-value of < 0.050 was obtained,
leading to the rejection of the null hypothesis in all cases. Therefore the as-
sumption is made that the data is not normalized, and non-parametric tests
will be used for further analysis.

Most determinants presented in Table 8 provide good evidence supporting
the alternative hypothesis, which states that the median response is lower than 3
(“neither agree nor disagree”). This indicates that participants generally agreed
or strongly agreed with the statements in Table 1, suggesting a favorable dispo-
sition toward system adoption. The two exceptions are “Behavioral Intention
To Use The System” and “Social Influence”. “Behavioral Intention To Use The
System” yielded a p-value of 0.082, falling just short of significance. The mean
response for this determinant, as shown in Table 16, is 2.474 (SD = 1.349), in-
dicating that there is no strong consensus on whether participants intend to use
the system in the future, but are somewhat leaning to agree with the statements.

Social influence scored a p-value of 0.923. On further inspection Table 16
shows a mean answer of 3.306 (SD = 1.390) suggesting that participants also
do not feel like they strongly agree or disagree with the statements regarding
social influence and are slightly leaning to disagreeing with the statements for
social influence. This is neither favorable nor unfavorable for system adoption.

Regarding “Self-Efficacy”, Table 9 shows significant support for the alterna-
tive hypothesis that responses were below the median (2, “If I could call someone
for help if I got stuck”). This suggests that participants felt confident in using
the system independently, which is favorable for adoption.

Table 10 presents the p-values of the Mann-Whitney U test, which examines
whether responses differed significantly between participants in the dissenting
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AI group (D) and the conforming AI group (C). The results indicate significant
differences for “Effort Expectancy”, while “Anxiety” shows a notable trend (p
= 0.079), albeit not reaching statistical significance. The mean responses for
these determinants, presented in Tables 19 and 20, provide further insight. Par-
ticipants in the dissenting AI group reported a mean response of 2.364 (SD =
0.848) for “Effort Expectancy”, compared to 1.900 (SD = 0.447) in the conform-
ing AI group. This suggests that participants in the conforming AI group found
the system somewhat easier to use, potentially indicating a higher willingness
to adopt it.

“Anxiety” was rated higher in the dissenting AI group (M = 3.667, SD =
1.155) than in the conforming AI group (M = 4.238, SD = 1.221). This suggests
that participants interacting with the dissenting AI reported somewhat more
anxiety, which may negatively impact adoption in the dissenting AI group. For
all other determinants, mean responses were largely similar across both groups,
indicating minimal variation in perceived adoptability.

Table 8: Wilcoxon test: UTAUT

p

Performance expectancy < .001
Effort expectancy < .001
Attitude towards technology < .001
Behavioral intention to use the system 0.082
Facilitating conditions 0.001
Social influence 0.923
Anxiety* <0.001
Anxiety <0.001

Note. For the Wilcoxon test, the alter-
native hypothesis specifies that the me-
dian is less than 3 (neither agree nor dis-
agree).
Results for anxiety were inverted due to
double negatives.

Table 9: Wilcoxon test: UTAUT - Self-efficacy

p

Self-efficacy 0.001

Note. For the Wilcoxon test, the alter-
native hypothesis specifies that the me-
dian is less than 2 (If I could call some-
one for help if I got stuck).
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Table 10: Mann-Whitney U test: UTAUT

Category p

Facilitating conditions 0.930
Performance expectancy 0.794
Social influence 0.783
Self-efficacy 0.350
Behavioral intention to use the system 0.297
Attitude towards technology 0.258
Anxiety 0.079
Anxiety* 0.074
Effort expectancy 0.050

Note. For the Mann-Whitney U test,
the alternative hypothesis specifies that
group 1 ̸= group 2.

5.2.3 Moderators

As previously mentioned, UTAUT incorporates moderators to analyze determi-
nants of usage intention and behavior. The moderators considered in this study
are gender, age, and experience. Tables 13, 14, and 15 present the distribution
of these moderators within the participant population.

Table 13 indicates that the study was conducted with 14 women, 5 men,
and 3 participants who preferred not to identify as male or female, resulting
in a participant pool where 64% identified as female and 22% as male. This
disproportionate representation could influence the results and should be con-
sidered when interpreting findings. Similarly, Table 15 demonstrates that the
majority of participants belong to the 18–30 and 31–45 age groups, indicating
an overrepresentation of younger individuals. These demographic imbalances
may introduce potential biases, causing careful consideration when assessing
the moderating effects in this analysis to be needed. These potential biases will
be further discussed in the discussion section.

5.2.4 Results: Moderators

For the statistical analyses of the moderators, all the data was sorted for each
moderator. Specifically, Table 11 presents whether participants provided re-
sponses similar to those of others within their respective age, gender, and expe-
rience groups. A low p-value indicates a high variance in responses. Whenever
a statistically significant result was identified, descriptive statistics for those
moderators were computed to examine mean responses and standard deviations
(see Tables 21 - 25).
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Table 11: UTAUT Moderators

Category p gender p age p experience
Performance expectancy 0.985 0.824 0.385
Effort expectancy 0.077 0.337 0.157
Attitude towards technology 0.900 0.029 0.252
Social influence 0.015 0.476 0.001
Self-efficacy 0.382 0.765 0.182
Anxiety 0.032 0.402 0.364
Anxiety* 0.010 0.746 0.629
Behavioral intention to use the system 0.104 0.097 0.012
facilitating conditions 0.004 0.536 0.050
Note. Red is p ≤ 0.050.
For gender: The Mann-Whitney u test alternative hy-
pothesis suggests that Group 1 ̸= Group 2. For age and
experience: The Kruskal-Wallis test hypothesis suggests
that Group 1 ̸= Group 2 ̸= Group N

5.2.5 Analysis: Moderators

The previous section analyzed the role of determinants in the UTAUT frame-
work. This section explores potential interactions between moderators and de-
terminants. It is important to note that examining all possible interactions
between determinants and moderators results in a large volume of data. Conse-
quently, the likelihood of obtaining statistically significant p-values by random
chance increases, thereby elevating the risk of false positives (Type I errors).
Furthermore, the sample sizes for this analysis are relatively small (see Tables
13, 14, and 15), reducing statistical power. Therefore, the objective of this anal-
ysis is not to provide definitive conclusions but rather to identify patterns that
may warrant further investigation in future research.

The moderator gender is associated with three determinants that show sta-
tistically significant differences in responses between male and female partic-
ipants (see Table 11): Social Influence, Anxiety, and Facilitating Conditions.
Examining the responses by gender in Table 21 reveals that women, on average,
report lower agreement with statements related to social influence. Specifically,
women tend to disagree with such statements, whereas men, on average, respond
neither agree nor disagree, with a slight tendency toward agree. This suggests
that social influence may play a different role in technology adoption for men
and women.

Similarly, Table 21 indicates that men tend to strongly disagree with state-
ments related to anxiety, whereas women, on average, report disagreement
rather than strong disagreement. This pattern suggests that anxiety may exert
a differential influence on technology adoption between genders. Lastly, the re-
sponses concerning facilitating conditions suggest a different evaluation depend-
ing on gender: men provide responses that vary between agree and strongly dis-
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agree, whereas women predominantly respond neither agree nor disagree. This
variation implies that the role of facilitating conditions in technology adoption
may differ by gender.

These differences in responses could be indicative of a broader information
technology gender gap (Galyani Moghaddam, 2010). Determinants such as So-
cial Influence, Anxiety, and Facilitating Conditions are closely linked to socio-
cultural factors, which may contribute to the observed variations in responses.

The moderator age is significantly associated with only one determinant:
Attitude Toward Technology (see Table 11). Table 22 shows that participants
aged 18–30, on average, respond neither agree nor disagree to statements re-
garding attitude toward technology, whereas all other age groups tend to agree
with these statements. This suggests that attitudes toward technology may
vary across age groups. This finding is somewhat unexpected, as the UTAUT
framework generally predicts that younger individuals exhibit a more positive
attitude toward technology compared to older individuals (Venkatesh et al.,
2003). One possible explanation for this discrepancy is the limited number of
participants in the older age groups, which may introduce uncertainty and limit
the generalizability of these findings.

Finally, the moderator experience is significantly associated with three de-
terminants: Social Influence, Facilitating Conditions and Behavioral intention
to use the system. The responses in Table 23 indicate an almost linear rela-
tionship between experience and social influence. Participants with no prior
experience using large language models tend to disagree or strongly disagree
with statements regarding social influence. Conversely, those who use large
language models daily generally agree with such statements. A similar trend
is observed for facilitating conditions: participants with no experience tend to
disagree with statements about facilitating conditions, whereas those with ex-
perience tend to agree or strongly agree (see Table 24). This is also true for
behavioral intention to use the system (see Table 25). Participants that very
often use large language models, show a high intent to keep using them in the
future. Those with less experience show less intention to use large language
models in the future.

These findings suggest that both social influence and facilitating conditions
may have different effects on technology adoption depending on the user’s level
of experience. These findings align with the expectations of the UTAUT frame-
work, which poses that individuals with limited experience are more likely to
operate in environments where the use of such systems is not encouraged by
peers. Conversely, those with greater experience are more likely to be in envi-
ronments where social reinforcement supports engagement with these technolo-
gies. The same applies to facilitating conditions, as individuals with little to
no experience are less likely to have access to resources that support the use
of these technologies, whereas experienced users are more likely to benefit from
an infrastructure that facilitates their adoption. Behavioral intention to use the
system may have a strong effect on the adoption of the system, however it is
expected that people with a lot of experience in using large language models
intend to keep using them.
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5.3 Semi-structured Interview

Participants engaged in a semi-structured interview to provide insights into
their experiences during the experiment. The findings from these interviews are
discussed in this section.

Participants were asked whether they encountered any complications during
the experiment and whether their English proficiency or typing speed impeded
their ability to express themselves creatively. No participants reported experi-
encing significant difficulties during the study. However, two participants noted
that their typing speed limited their ability to fully articulate their responses,
one from the dissenting AI group and one from the conforming AI group. Given
the equal distribution of these cases across groups, no substantial impact on the
overall analysis is expected.

Participants were also asked whether they perceived creative writing as a
natural skill. Their responses were classified into two categories: those who
felt that creative writing came naturally to them and those who did not. The
distribution of responses is presented in Table 12. The results indicate that
the conforming AI group included three more participants who identified as
naturally creative compared to the dissenting AI group. This might favor the
rankings of stories written by participants in the conforming AI group slightly,
but due to the small number of participants, the effect is not expected to be
big.

The remaining interview data are qualitative in nature. The remainder of
this section provides a general overview of key themes and differences between
the two AI conditions.

A notable difference was observed between participants assigned to the dis-
senting and conforming AI groups. Participants who interacted with the dis-
senting AI often described it as “mean” or “condescending.” For some, this led
to feelings of frustration or annoyance, whereas others reported experiencing a
sense of rebelliousness and perceived the AIs challenges as an opportunity for
improvement. Some participants suggested that a dissenting AI could be useful
in workplace settings but emphasized the need for a more balanced approach to
its feedback style.

In contrast, participants assigned to the conforming AI characterized it as
“polite,” “supportive,” or “neutral.” They generally perceived the feedback as
focusing on refining and polishing their ideas rather than critically challenging
them. A number of participants in this group viewed the AI as a practical
tool for assisting with writing tasks in non-creative contexts but questioned its
effectiveness in enhancing creativity.

Several patterns were observed across both groups. Many participants ac-
knowledged that while the AIs feedback may have helped refine their writing,
it did not significantly enhance their creativity. A recurring argument was that
human creativity can not truly be grasped by AI. Additionally, participants
expressed concerns regarding data privacy, high energy consumption, and the
substantial time investment required for AI-assisted writing. Many indicated a
preference for receiving feedback from a human rather than an AI system.
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The key takeaways from these interviews suggest that while participants
found the conforming AI more pleasant and validating, its feedback was often
perceived as generic and less stimulating. Contrarily, the dissenting AI elicited
a broader range of reactions, from frustration to motivation, but was generally
considered less enjoyable to interact with. Concerns about adoption centered
primarily on practical considerations, efficiency, and privacy, which applied to
both AI conditions.

Table 12: Self reported creativity

Naturally creative Not naturally creative
D 6 5
C 9 2
Total 15 7

6 Discussion and future research

This section outlines potential improvements to the present study and discusses
directions for future research to build upon these findings.

6.1 Findings

The goal of this study was to answer the question: “In the context of co-creative
story-writing, does interaction with a dissenting co-creative AI lead to more
creative outcomes compared to a conforming AI, and how does interacting with
a dissenting AI impact its adoptability?” This section presents the findings
and outlines the analysis conducted to address this research question based on
the experimental data. For clarity, the research question is divided into two
sub-questions, each examined separately.

The first sub-question is formulated as follows: “In the context of co-creative
story-writing, does interaction with a dissenting co-creative AI lead to more
creative outcomes compared to a conforming AI?” To test this, the following
null hypothesis was proposed: “Interaction with a dissenting co-creative AI in
story-writing does not lead to more creative outcomes than interaction with a
conforming AI.”

The experimental results do not provide sufficient evidence to reject this null
hypothesis. Specifically, the obtained p-value for the relevant experiment was
0.111± 0.009 (see Table 4). As this p-value exceeds the conventional statistical
significance threshold (e.g., α = 0.05), the results do not support the alternative
hypothesis. Consequently, the null hypothesis cannot be rejected, rendering
the experiment inconclusive. However, this does not necessarily indicate that a
dissenting AI is incapable of fostering greater creativity. Limitations in the study
may have reduced the statistical power of the tests, potentially obscuring an
effect that could be detected with a larger sample size and refined methodology.
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Future research addressing these limitations may yield statistically significant
results. Moreover, the absence of statistical significance does not imply a lack
of meaningful findings. Given that the expected effect size was modest, the
consistent trend of higher creativity rankings for the dissenting AI suggests
that, under appropriate conditions, dissenting AI could facilitate more creative
outcomes. This will be further discussed in the limitations section.

To reach these results the consensual assessment technique was employed
to rate creativity. To validate these results an analysis was employed to judge
expert agreement. The analysis showed that there was minor to moderate agree-
ment among pairs of experts, but when combined there was strong agreement
across the experts as a group. The high agreement of the experts on average is
a good indicator that the CAT was a fairly accurate measure of creativity. The
lower agreement among expert pairs might however indicate that the technique
was not performed optimally. this will be further discussed in the limitations
section.

The second sub-question is: “How does interacting with a dissenting AI
impact its adoptability?” To address this, the Unified Theory of Acceptance
and Use of Technology (UTAUT) framework was applied to both the dissenting
AI and conforming AI groups. First, overall system adoption was analyzed,
followed by an examination of determinants that exhibited significant or near-
significant variation between the groups.

The overall system adoption analysis indicated that only social influence
and behavioral intention to use the system had a neutral or negative in-
fluence on adoption, as determined by the Wilcoxon test (Tables 8 & 9). These
determinants were, on average, rated close to “Neither agree nor disagree,” sug-
gesting that they neither facilitate nor hinder adoption. All other determinants
were positively associated with system adoption.

Analysis of determinants, sorted on AI group revealed that effort expectancy
exhibited statistically significant differences between groups, while anxiety ap-
proached statistical significance. Participants in the conforming AI group more
strongly agreed with statements regarding effort expectancy, suggesting a higher
likelihood of adoption based on perceived ease of use. Additionally, participants
in the dissenting AI group exhibited higher anxiety levels, as reflected in lower
agreement with statements regarding anxiety. These findings suggest that a
conforming AI may be perceived as more adoptable due to reduced cognitive
effort and emotional discomfort.

Increased anxiety when interacting with a dissenting AI is not unexpected, as
the AIs design inherently incorporates a critical and oppositional stance toward
the user. Similarly, differences in effort expectancy may stem from participants
interpreting dissenting feedback as indicative of their own lack of proficiency.
This notion is partially supported by qualitative data from semi-structured in-
terviews, where some participants described the AI as “mean” or “unpleasant
to work with.” While these interpretations remain speculative, they provide
avenues for future research.

The null hypothesis (H02) associated with the second sub-question: “How
does interacting with a dissenting AI impact its adoptability?” cannot be re-
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jected based on the presented data. Consequently, HA2 is rejected, leading to
the conclusion that a dissenting AI is not more likely to be adopted than a
conforming AI. Furthermore, the observed differences in effort expectancy and
anxiety suggest that conforming AI may be slightly more adoptable, warranting
further investigation into these determinants in future research.

Analysis of UTAUT framework moderators yielded additional insights, though
these results were not central to the primary research question due to sample
size limitations. However, given the framework’s inclusion of moderators, ex-
ploratory analyses were conducted to identify potential directions for future
studies. Given the limited sample size, all findings related to moderators should
be interpreted as inconclusive.

The findings suggest that gender may serve as a relevant moderator in
predicting adoptability, potentially due to differences in how men and women
are socialized in their use of technology. While the current study lacks sufficient
evidence to confirm this hypothesis, it highlights an area for future investigation.
Due to the limited dataset, it was not possible to examine how moderators
influenced the adoptability of dissenting AI relative to conforming AI.

Age exhibited a minor effect on system adoptability, with only attitude
toward technology differing significantly by age group. However, the available
data are insufficient to draw firm conclusions regarding the role of age in AI
adoption.

Experience demonstrated an effect on adoptability consistent with UTAUT
model expectations, suggesting it may be a relevant moderator in future re-
search.

Lastly, a short analysis regarding perceived creativity was performed. This
is formally not part of the UTAUT framework but could provide interesting
insights into how participants experienced the interaction with the system. The
analysis suggests that participants did not feel more creative after having re-
ceived feedback from the AI, and felt that the AI had no large impact on their
creativity. Furthermore, the data also suggests an indication that participants
in the dissenting AI group are on average more creative than those in the con-
forming AI group, albeit not statistically significant. If participants do not
experience an increase in creativity, regardless of whether their actual output
was more creative or not, it could have a negative impact on adoption. If a
system designed to improve creative ideation does not give the user a feeling of
improved creativity, it could cause the user to not want to use the system.

6.2 Limitations

This study was subject to several limitations that may have influenced its out-
comes. This section outlines these limitations and proposes potential actions to
mitigate their impact in future research.

One primary limitation is the potential for researcher bias in AI prompt
engineering. As detailed in Section 4.3.3, the prompts were developed primarily
through an iterative trial-and-error process. While efforts were made to ensure
neutrality in prompt design, this approach inherently introduces subjectivity.
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A more systematic, empirical method could help mitigate this bias. Ideally,
separate models would be trained with predefined dissenting and conforming
attitudes, eliminating the need for extensive prompt engineering and ensuring
more consistent experimental conditions.

A second limitation was sampling bias. The participant sample was not
representative of the broader population, as illustrated in Tables 13 and 15. This
lack of representativeness may have influenced the study’s findings, limiting their
generalizability. One approach to addressing this issue would be to substantially
increase the sample size, thereby improving demographic diversity and reducing
the risk of biased results.

A third potential source of bias is observer bias, resulting from the absence of
a double-blind experimental design. Due to the reliance on custom software and
scheduling systems, the researcher was aware of participant group assignments.
While this approach facilitated more practical data collection and minimized
logistical errors, it also introduced the possibility of unintentional influence on
participant responses. To mitigate this limitation in future studies, a fully au-
tomated scheduling and data collection system could be implemented, enabling
a double-blind procedure and reducing potential observer bias.

Another constraint was the limited duration of the experimental sessions.
Several participants noted in the semi-structured interviews that the allotted
time was insufficient to fully experience the effects of dissent or conformity.
They expressed a preference for longer interactions and an opportunity for open
dialogue with the AI. Extending the interaction period and incorporating more
dynamic dialogue could amplify the observed effects and provide deeper insights
into the mechanisms underlying dissenting and conforming AI interactions.

Finally, limitations were identified in the application of the consensual as-
sessment technique. According to Amabile (1982), expert raters should conduct
a separate technical evaluation to ensure that creativity is assessed indepen-
dently of technical quality. However, implementing such an approach would
have significantly increased the experts’ workload, making it impractical within
the scope of this study. To partially address this limitation, experts completed
a questionnaire in which they reflected on the extent to which technical qual-
ity and aesthetic appeal influenced their judgments. Their responses indicated
that technical quality did play a role in their assessments, though its impact
was relatively limited. The absence of a dedicated technical evaluation may
have contributed to greater variability in expert ratings. However, other fac-
tors, such as differences in professional backgrounds or time constraints, may
have also influenced inter-rater agreement.

6.3 Future work

The findings of this study suggest a potential relationship between dissenting
co-creative AI and enhanced creativity. Additionally, the adoptability of a dis-
senting AI system appears comparable to that of a conforming AI system. How-
ever, further research is required to establish statistically significant evidence
supporting the efficacy of dissenting AI in stimulating creativity. A moderator

37



analysis could provide deeper insights into the factors influencing the adoption
of dissenting AI.

Future studies could explore the practical applications of dissenting AI in
creative processes. The results indicate that some participants perceived the
AIs dissenting behavior as rude or condescending and did not necessarily feel
more creative. To facilitate the adoption of dissenting AI, it may be necessary to
develop mechanisms that differentiate constructive dissent from perceived rude-
ness, thereby ensuring that the system remains both engaging and acceptable
to users.

Moreover, future research could extend beyond the domain of text genera-
tion. While large language models are presently popular, their selection in this
study was primarily driven by ease of implementation. Prior literature suggests
that dissent can manifest across various forms of creative ideation. Therefore,
future work could investigate the role of dissenting AI in other creative do-
mains beyond story-writing, such as visual arts, music composition, or design
processes.

Additionally, future research could delve into cultural differences in creativ-
ity and ideation. The system used in this study was a language-based artificial
intelligence that can be interpreted differently depending on culture and lan-
guage.

Lastly, future work could be aimed at eliminating the limitations of this
study such as, training a large language model to be dissenting, rather than
prompting it. Having a larger sample size and allow more experts to spend
more time on their ratings.

7 Conclusion

This research aimed to find whether there are meaningful differences in the
ideation process when participants co-operate with dissenting or conforming
AI. The research question of this study was: “In the context of co-creative
story-writing, does interaction with a dissenting co-creative AI lead to more
creative outcomes compared to a conforming AI, and how does interacting with
a dissenting AI impact its adoptability?”

The findings of this paper suggest that the only differences regarding the
adoption of the system seem to lay in anxiety and effort expectancy. These two
determinants favor the conforming AI system over the dissenting AI system, but
these effects are not strong enough to suggest that conforming AI is significantly
more adoptable. Additionally, both systems score favorably on most UTAUT
determinants, suggesting an overall favorable disposition on adoptability for the
system.

Additionally, the moderator analysis was done on small sample sizes with
weak statistical power so no hard claims can be made. The analysis suggests
that men are slightly more likely to adopt the technology as a whole than women.
People with less experience with large language models are slightly more likely
to adopt the system than those with a lot of experience. Lastly, the analysis
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suggests that younger people might be slightly less likely to adopt the system
than older people.

Lastly, there is no definitive proof to say that interacting with dissenting co-
creative AI yields more creative outputs than interacting with conforming AI.
However, there is a strong enough trend that suggests that participants produce
more creative output in co-operation with dissenting AI for future research to
pick up on and potentially prove the effectiveness of dissenting AI.
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A Prompt

Context prompt Consider the following context story that I did not write:
“There was a great battle at sea. One could hear nothing but the roar of the
big guns. The air was filled with black smoke. The water was strewn with
broken masts and pieces of timber which the cannon balls had knocked from
the ships. Many men had been killed, and many more had been wounded. The
flag-ship had taken fire. The flames were breaking out from below. The deck
was all ablaze. The men who were left alive made haste to launch a small boat.
They leaped into it, and rowed swiftly away. Any other place was safer now
than on board of that burning ship. There was powder in the hold. But the
captain’s son, young Casablanca, still stood upon the deck. The flames were
almost all around him now; but he would not stir from his post. His father had
bidden him stand there, and he had been taught always to obey. He trusted
in his father’s word, and believed that when the right time came he would tell
him to go. He saw the men leap into the boat. He heard them call to him to
come. He shook his head. ‘When father bids me, I will go,’ he said. And now
the flames were leaping up the masts. The sails were all ablaze. The fire blew
hot upon his cheek. It scorched his hair. It was before him, behind him, all
around him.” This is the end of the context story. I am given the task to write
3 story endings for the Casablanca story in only 10 minutes and be as creative
as I can. I want you to give me feedback on my writing so I can improve on my
creativeness. Deliver the feedback directly without prefacing it with statements
about providing feedback or reflecting on the process. Do not give feedback for
each individual story ending, but give feedback on my writing across all endings.
Do not mention the context story, only my own written story answers. Keep
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your answer to less than 10 sentences.

Message prompt Here are my story endings listed: <Participant answers
here>. When giving feedback, only consider my story endings, do not give
feedback on the context story, because I did not write that.

Dissenting attitude extension prompt Please have a strong dissenting
attitude and take on the role of a devils advocate and focus on criticism. Give me
constructive feedback and mostly focus on what you think needs improvement.
Do not offer criticism, without also suggesting a way to improve. Do not praise
me but be respectful. When giving feedback, focus on aspects of my endings
that I can improve on in my 10 minute time limit, such as sentence structure,
or small narrative tweaks to enhance creativity and impact. Avoid suggesting
major revisions like expanding character development or significantly altering
plot structure, as these are not feasible within my time limit. Keep your feedback
concise and actionable. Try to avoid giving too many examples. Do not mention
the time limit at all in your feedback.

Conforming attitude extension prompt Please have a strong conforming
attitude, use language that emphasizes encouragement and affirmation and be
very polite. If you do feel the need to offer advice, focus on aspects of my
endings that I can expand on in my 10 minute time limit, such as sentence
structure, or small narrative tweaks to enhance creativity and impact. Avoid
suggesting major revisions like expanding character development or significantly
altering plot structure, as these are not feasible within my time limit. Keep your
feedback concise and actionable. Try to avoid giving too many examples. Do
not mention the time limit at all in your feedback.

B Semi-structured interview

Practical

• How did the task go? Did you understand everything that was expected
of you?

• Would you say that creative writing comes naturally to you?

• How would you rate your own English proficiency?

• How would you rate your own typing skills?

Creativity

• Did you use any of the feedback provided by the AI. Did the feedback
have an impact on your answers in the second round?

• In the questionnaire you were asked whether the interaction with the AI
had influenced your answers. Can you elaborate your answers?
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• Were there any other factors besides creativity that were influenced by
the answers of the AI that had an impact on the creativity of your ideas?
For example: Motivation, Fear of rejection, etc.

Adoption

• What do you think are the limiting factors of using this technology in a
real-life situation?

• How did you feel about the attitude of the AI?

• In the questionnaire you were asked about adoption. Can you elaborate
your strongest opinion?

C Expert questionnaire

• How varied was the creativity of the story submissions? Were the most
creative responses significantly more creative than the least creative ones,
or were they similar?

• Technical quality or aesthetic appeal of a story ending had a great impact
on whether that story was creative or not.

• It was difficult for me to judge the stories based on creativity without
factoring in other elements and biases.

• What specific elements or qualities made a story stand out as particularly
creative?

• Is there anything else you would like to share about the grading process?

D tables

Table 13: Division of gender

Male Female Prefer not to say / third gender
D 2 6 3
C 3 8 0
Total 5 14 3
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Table 14: Division of experience

Never Once a month Once a week multiple times a week
D 4 4 2 1
C 3 5 2 1
Total 7 9 4 2
Question asked: I often use generative
large language models.

Table 15: Division of age

18-30 31-45 46-60 60+
D 4 4 2 1
C 4 3 3 1
Total 8 7 5 2

Table 16: Shaprio-Wilk tests

Valid Mean Std. Deviation Shapiro-Wilk P

Effort expectancy 42 2.143 0.718 < .001
Attitude towards technology 66 2.455 1.098 < .001
Social influence 36 3.306 1.390 0.001
Self-efficacy 22 1.500 0.598 < .001
Anxiety* 62 3.839 1.244 < .001
Anxiety 42 3.952 1.209 < .001
Behavioral intention to use the system 19 2.474 1.349 0.002
Facilitating conditions 43 2.349 1.213 < .001
Performance expectancy 44 2.227 1.075 < .001
Perceived impact on creativity 22 3.091 1.306 0.039
Perceived change in creativity 22 3.182 1.332 0.014

Table 17: Contingency Table: Perceived impact on creativity

Perceived impact on creativity
Attitude SD D Neither A SA Total

Conforming Count 1 3 3 2 2 11
Std. residuals −0.621 0.509 1.106 −1.373 0.621

Dissenting Count 2 2 1 5 1 11
Std. residuals 0.621 −0.509 −1.106 1.373 −0.621

Total Count 3 5 4 7 3 22

Note. Significance is reached when the
standardized residual ≥ 2 standard de-
viations.
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Table 18: Contingency Table: Improved perceived creativity

Improved perceived creativity
Attitude SD D Neither A SA Total

Conforming Count 2 1 6 1 1 11
Std. residuals 0.000 1.024 1.773 −1.526 −1.106

Dissenting Count 2 0 2 4 3 11
Std. residuals 0.000 −1.024 −1.773 1.526 1.106

Total Count 4 1 8 5 4 22

Note. Significance is reached when the
standardized residual ≥ 2 standard de-
viations.

Table 19: UTAUT questionnaire answers - Dissenting AI group

Mean Std. Deviation

Performance expectancy 2.182 1.097
Effort expectancy 2.364 0.848
Attitude towards technology 2.606 1.144
Social influence 3.235 1.348
Self-efficacy 1.636 0.674
Anxiety* 3.581 1.177
Anxiety 3.667 1.155
Behavioral intention to use the system 2.222 1.394
Facilitating conditions 2.381 1.359

Table 20: UTAUT questionnaire answers - Conforming AI group

Mean Std. Deviation

Performance expectancy 2.273 1.077
Effort expectancy 1.900 0.447
Attitude towards technology 2.303 1.045
Social influence 3.368 1.461
Self-efficacy 1.364 0.505
Anxiety* 4.097 1.274
Anxiety 4.238 1.221
Behavioral intention to use the system 2.700 1.337
Facilitating conditions 2.318 1.086
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Table 21: Answers by gender

Social influence Anxiety Facilitating conditions
Male Female Male Female Male Female

Mean 2.667 3.857 4.700 3.692 1.600 2.852
Std. Deviation 0.866 1.315 0.483 1.289 0.516 1.231

Table 22: Answers by age

Attitude towards technology
18 - 30 30 - 45 45 - 60 60+

Mean 3.000 2.333 1.933 2.000
Std. Deviation 1.319 0.796 0.884 0.632

Table 23: Answers by experience: Social influence

social influence
Never Monthly Weekly Daily

Mean 4.500 3.500 3.333 2.000
Std. Deviation 0.837 0.926 1.528 0.000

Table 24: Answers by experience: Facilitating conditions

Facilitating conditions
Never Monthly Weekly Daily

Mean 3.167 2.333 2.250 1.500
Std. Deviation 1.329 1.118 0.957 0.707

Table 25: Answers by experience: Behavioral intention to use the system

Behavioral intention
Never Monthly Weekly Daily

Mean 4.000 2.000 1.500 1.500
Std. Deviation 1.265 0.577 0.577 0.707
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