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Abstract. Since the release of ChatGPT in late 2022, large language models (LLMs) have
been gaining popularity due to their ability to deal with complex problems. While the con-
sensus of the general public is that LLMs are just as, if not smarter than their users, experts
argue that LLMs are incapable of intelligence and warn for their impact. In this paper, we ex-
amine the behavior of LLMs and investigate if they can be considered intelligent. We employ
multiple games as testbeds to observe the LLM’s behavior. We let our choice of subsequent
games be informed by the behavior shown in prior games. We first explored chess, a baseline
in the field of AI for decades. Based on the obtained results, we explored checkers followed
by tic-tac-toe. Given the performance of the LLM in these board games, we finally opted for
the text-based game Zork. The LLM exhibits a multitude of problems within these games,
and most prominently shows a lack of reasoning abilities, which can be tied to known LLM
shortcomings. This leads us to believe that the behavior displayed by the LLM can not be
considered intelligent.

1 INTRODUCTION

All throughout history, advancements and inventions have heralded in new revolutions and
eras, forever changing how humans live their lives. The First Industrial Revolution (late
1700s - early 1800s), succeeding the Second Agricultural Revolution, used steam and water
power to transition hand-production methods into machine-powered production methods
(Deane, 1979)(Liao et al., 2018). The Second Industrial Revolution (late 1800s - early 1900s)
brought us extensive railroad and telegraph networks, allowing electricity, people and ideas
to flow faster and more freely around the world (Mokyr and Strotz, 1998). The Third In-
dustrial Revolution (late 1900s) brought us the widespread digitization of communication
and industrial processes via personal computers and the Internet (Roberts, 2015). There is
debate around whether the developments in the field of artificial intelligence (AI) herald us
into the Fourth Industrial Revolution (Babu et al., 2024), or whether AI is the culmination
of the Third Industrial Revolution. One thing is for certain: we are currently at the dawn of
the AI era.

AI has been around for a decades, but it wasn’t until the current AI boom (2013)(Miyazaki
and Sato, 2018) that AI was as extensively applied and used to the extent that it is today.
The AI boom brought with it generative AI technologies, including large language models
(LLMs) and AI image generators. LLMs quickly took the world by storm, in particular the
Chat Generative Pre-trained Transformer (ChatGPT) which reached an estimated amount
of 100 million users just two months after its launch in early 2023 (Milmo, 2023).

LLMs are enabled by multiple technologies, such as Big Data, AI, Cloud Computing, Edge
Computing and Human Computer Interaction (Yenduri et al., 2023). In turn LLMs, and
in particular the Generative Pre-trained Transformer (GPT) models, have had a significant
impact on several applications, such as education, healthcare, agriculture and more (Al-
hafni et al., 2024)(Haltaufderheide and Ranisch, 2024)(Shaikh et al., 2025). However, not
only industries have been affected. Individuals have also started relying on these models for
their daily tasks, helping them with their scheduling, email drafting and information gath-
ering (Shi, 2024). Students in particular have been a large consumer of the service, with
numbers as high as roughly 90% of students using ChatGPT in their schoolwork (Etting-
hausen, 2025). Experts have voiced their concerns stating that ChatGPT usage might have
a negative impact on students’ higher-order thinking skills (Klopfer et al., 2024), assessment
practices, while opening up to new problems related to scientific integrity (Farhi et al., 2023).

LLMs have many known shortcomings (Kucharavy, 2024), yet many people are not equipped
with the knowledge to notice these failures, and instead blindly rely on the output of these
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models. This begs the question: How reliable are these models really? And are these models
actually intelligent? In this research, we use games as testbeds to observe LLMs’ behavior.
In doing so we hope to answer the following question: ”How do LLMs behave in different
games, and can they be considered intelligent?”.

1.1 Overview

We will first discuss the history of AI in games, and emphasize the usefulness of games in
research, to set the stage for LLMs. We will then describe LLMs, their known problems and
provide a definition of intelligence. Equipped with these principles, we will then describe
a separate methodology for each of the games we employed. Each of these methodologies
then ties into the subsequent results. The patterns as observed within these results are
then analyzed and compared to the earlier defined known LLM problems as well as the
definition of intelligence to provide an answer to our research question. Finally, our research,
its shortcomings and its implications for future research are discussed.

2 RELATED WORK

2.1 Game AI

Games have long been an emblematic medium for AI development, either as challenges,
experimental grounds or opportunities for actual commercial applications.

Deep Blue In 1997, after a 6 game match IBM’s Deep Blue chess computer (Campbell
et al., 2002) reigned victorious against Garry Kasparov, the then-reigning world champion
in chess. It was the first to win a game, or even a match against a figure of that stature
under regular time controls. Prior to this win, chess proficiency had been a goal for AI
developers for decades (Iqbal, 2010). Following this win, games of greater complexity, such
as Go, have replaced chess as the new challenge. What seemed like an impossible feat decades
prior quickly turned into a milestone in the ever-evolving field of AI. Even decades after the
struggle between man and machine, we can see the influence that Deep Blue had in fields
like philosophy, artificial intelligence and computer science (Hoekenga, 2007).

AlphaGo While Deep Blue was able to conquer chess using a brute force-based computa-
tional method, this approach could not be scaled to Go due to the vastly greater complexity
of the game. Google DeepMind’s AlphaGo model (Silver et al., 2016) attempted to solve
this by using deep neural networks with advanced search algorithms, namely MCTS. Using
this approach, they successfully beat the European Go champion five to zero in 2016, and in
2017 won against the number one Go player in the world in a three-game match, after which
AlphaGo was retired. AlphaGo is succeeded by AlphaZero (Silver et al., 2017), which has a
100% win-rate against the former. The success of AlphaGo and AlphaZero further solidified
the strength of the underlying neural networks in complex domains, as well as how the usage
of reinforcement learning allowed the solving of harder problems through trial-and-error.

AlphaStar StarCraft was heralded by some scientists at DeepMind as the next target
after Go would be beaten. After AlphaGo succeeded in doing exactly this in 2016, DeepMind
introduced AlphaStar (Arulkumaran et al., 2019) in 2019 as the first AI system to beat a
professional player at StarCraft II, a game which is arguably harder than Go due to several
factors such as the real-time play, partial observability and the complexity of the rules. The
success of AlphaStar has been argued by scientists at DeepMind to benefit systems that need
to operate on partially observable information, such as self-driving vehicles or robots.

Hide and Seek Similarly to how the Alpha models by DeepMind, using reinforcement
learning, were able to train using self-play, OpenAI was able to train agents by pitting them
against themselves in a game of Hide and Seek (Baker et al., 2020). The agents playing this
game of Hide and Seek show several emergent strategies. While initially the hiders simply
run around trying not to get caught, eventually they interact with boxes present in the level
as shown in Figure 1. These boxes are then used to block the entrance to a present structure,
essentially leaving the seekers unable to reach the hiders. Through this adversarial play, the
seekers eventually develop the strategy of taking a ramp to scale the walls and enter the
structure in which the hiders barricaded themselves. In response to this, the hiders learn to
take the ramp with them into the structure, leaving the seekers unable to scale the walls.
This back and forth between hider and seeker is emergent behavior from its self-play: no
other external factors influence the agents to move in this fashion.
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Fig. 1: Shown is a sample OpenAI Hide and Seek environment in which the hiders (blue) have to
avoid capture from the seekers (red). This environment contains a structure with two doorways,
a ramp and two boxes. Interactable items are colored yellow and can be moved or locked by the
hiders to prevent the seekers from doing this themselves. Image courtesy of (Powell et al., )

Video games for research Several properties of games allow them to find different
purposes in research (Gómez-Maureira et al., 2022). Games are a great tool for invoking a
measurable emotion or reaction in the player. Games used to achieve this, are used with
the purpose of it being a stimulus. A game being used as a stimulus is supposed to evoke a
short-term reaction (Ferreira et al., 2023). Should the goal be to change the behavior of the
player (for their own benefit) on the long-term, the games can be used with the purpose of
intervention. Yet another purpose of games is their incentive. Undesirable tasks can be made
more appealing when presented in the context of a game (Deterding et al., 2011). Finally,
games can be used to model. Here, a process in the game is the subject of study. This process
can be on a conceptual level or this process can be an as accurate as possible representation
of another topic of interest. Contrary to the previous three, the focus of modeling mostly
lies in the system rather than the player.

2.2 LLMs

Transformers, a neural network structure as introduced in the ”Attention is all you need”
paper (Vaswani et al., 2023), form the building blocks for LLMs. With the transformer comes
the introduction of the attention mechanism. This mechanism allows the model to weigh the
importance of parts of the input sequence, which allows the model to capture the relevance
between different parts in this input sequence, even if these parts are far apart.

Transformers consist of two parts: an encoder part and a decoder part as shown in Figure
2. The encoder part takes an input and creates an embedding from this input. Rather than
simply creating embeddings on word-level, essentially creating an embedding per word, the
transformer has a fixed output size representative of the entire input sequence. This means
that an input of one word has the same sized embedding as an input the size of an entire doc-
ument. The transformer is thus trained to not simply embed words, but actually embed the
meaning behind and, using the attention mechanism, between words and sentences. Using
these embeddings we can then compare inputs, be it words, sentences or documents, to each
other based on the underlying meaning behind the text rather than the words themselves
used in the text. This is one of the use-case examples of LLMs which only use the encoder
part of the transformer. A prominent encoder-only LLM is the Bidirectional Encoder Rep-
resentations from Transformers(BERT) (Devlin et al., 2019) used for tasks such as question
answering and language interference.

The decoder part of the transformer takes input and, based on this input, predicts an output.
More specifically, it outputs a list of words, with each word having a probability of it being
the most likely output given the input. Using the attention mechanism allows the model
to refer to previously mentioned words in its output, creating believable human-like text.
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Fig. 2: The transformer architecture, adapted from (Vaswani et al., 2023) by (Nyandwi, 2023). The
left side is the encoder part of the transformer, whereas the right side is the decoder part. Both
parts contain their own attention segment.

Each output is appended to the input and then again used to predict the next output. This
essentially iteratively builds a sentence from scratch by simply predicting the next word in
the sequence. A model that uses the decoder-only transformers is the Generative Pre-trained
Transformer (GPT) model (Radford et al., 2018), popularized by the ChatGPT framework.

2.3 LLM intelligence

Given their excellence at seemingly human-like speech, there is a debate around whether or
not LLMs are in fact intelligent. The vast majority of the population seems to think that
the LLMs they use are just as smart, if not smarter than themselves (Bureau, 2025). This
belief is further solidified by the fact that LLMs were recently able to pass the Turing test
(Jones and Bergen, 2025), a test that has long been used as a metric for machine intelligence.
However, experts argue that the test is outdated, or not representative of true intelligence,
given that it focuses more on the imitation and tricking of humans rather than an actual
measure of intelligence (Churchland and Churchland, 1990). While LLMs perform seemingly
well, they don’t come without their shortcomings (Kucharavy, 2024):

Generative LLMs cannot be factual Given the probabilistic manner in which LLMs
generate their responses, a prompt that is new to the LLM will be based on what the LLM
deems a plausible response, rather than grounded in facts. If a prompt was part of the
training data, and seen enough during this training process, the LLM might generate an
item memorized from its training dataset. But for the vast majority of unseen prompts, this
is not the case.

LLMs with auxiliary tools still struggle to be factual External databases can be
used by LLMs to provide factual information. However, this is not a process without its own
problems (Glaese et al., 2022)(Shuster et al., 2022). Firstly, the LLM needs to understand
the information need of the user. Secondly, the LLM needs to generate a proper query for
the external tool. Thirdly, there is a chance that the factuality of the information provided
by the external tool might be compromised. Finally, the LLM needs to be able to follow
instructions and summarize the information provided by the external tool.

Generative LLMs will leak private information Certain LLM-families have been
shown to be particularly good at their memorization capabilities. Models like ChatGPT have
been able to recall personal information such as names, phone numbers, email addresses, bank
information and similar items (Carlini et al., 2021). It should thus not be assumed that these
items remain private between the LLM and the current user.
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Generative LLMs have trouble with reasoning LLMs have been trained to gen-
erate the most probable response to the prompt based on similar prompts in the dataset. As
such their reasoning abilities do not exceed what they’ve encountered multiple times in this
training dataset. This means that they are able to perform a simple arithmetic operation
and perform basic reasoning (Brown et al., 2020), yet they do not have inherent reasoning
abilities.

Generative LLMs forget fast and have a short attention span The attention
span of LLMs is limited by the amount of tokens they can process at once. Models like
GPT-3 have a span of around 2 pages, meaning it has trouble referencing and remembering
text prior to this.

Generative LLMs are only aware of what they saw in training Given that
LLMs learn to respond to prompts seen in the training set, their ability to respond to
prompts too dissimilar from anything they’ve seen in the training set drops significantly
when presented with such. This pertains to things like current events, or subjects too niche
to have been properly represented in the training set. A workaround to this problem is the
utilization of external tools, which introduces problems in itself.

Generative LLMs can generate highly inappropriate texts Larger LLM models
are trained on a vast amount of training data. This data can be obtained from various
sources, and often large parts of the internet fit this bill. This includes online forums where,
sometimes entirely unprovoked, bad language is prevalent. This language then ends up in the
training data, and given that the LLM does not inherently understand the meaning behind
this language, it will end up in the LLMs vocabulary, using this language against the users.

Generative LLMs learn and perpetrate societal bias Just as inappropriate lan-
guage can end up in the LLMs vocabulary, biases might also be perpetrated. Biases are often
prevalent in historical texts, e.g. suggesting women or men have rigid roles within society.
These historical texts are still important to learn from, even if society has moved on from
these believes. The LLM, unable to inherently discern between the past and current bias,
might thus perpetrate past societal bias.

What is intelligence? Intelligence is defined in a multitude of ways. But all of these
converge around the same core principles of this psychological element. Some argue that
intelligence can be defined as the general mental ability for reasoning, problem solving and
learning (Colom et al., 2010). Others would expand on this by adding planning, thinking
abstractly, comprehending complex ideas, and differentiate between learning quickly and
learning from experience (Gottfredson, 1997). A final addition to this definition is argued
to be the inclusion of the ability to adapt effectively to the environment, and the ability to
overcome obstacles by taking thought (Neisser, 1996).

3 METHODOLOGY

In this paper, we follow an explorative methodology by testing LLMs capabilities to play
games. We start with current benchmark games in the field (e.g. chess) and, subsequently,
we use the results to inform the next game choice. Each exploration aims to reveal certain
aspects of the way LLMs interact with playful environments. The process is based on draw-
ing hypotheses through speculation from the play results and testing the hypotheses in new
appropriate game environments. All experiments are performed using the llama3.2:latest
model (Meta, ).

3.1 Chess

The first game we employ to investigate the behavior of LLMs within games is chess. Chess
is chosen as a starting point, aside from being the typical game on which AI has been tested
historically, due to several properties that this game has. Firstly, chess is, compared to most
modern video games, a relatively simple game: The entire game is played on an eight-by-
eight board where both players have perfect information of all the pieces in play, meaning
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Fig. 3: Chess interface in the terminal. The LLM is prompted asking it to play chess, after which
the LLM performs the first move. After each move the current state of the board is printed to the
terminal.

that each player can see all pieces at all times. Furthermore, chess contains, while still
vast, a finite number of possible legal positions (1040 (Steinerberger, 2015)). This increases
the likelihood of the LLM being able to develop strategies. Finally, the rules of chess are
clearly defined. Seeing as chess is one of the most popular games ever created with a large
backlog of strategies and tournament data, the LLM is highly likely to have been trained
on the rules of chess and the strategies surrounding this game, making the LLM boast a
larger understanding of chess than a more niche game which has not been represented in the
training data. This allows us to simply prompt the LLM by asking it to play a game of chess,
without being required to first explain the entire ruleset of chess, as can be seen in Figure
3. Our first attempt explored existing chess software, which was modified to directly take
LLM output as input and convert this input into a legal move. Our other attempt explores
playing chess against the LLM in the terminal, without intermediary software. Each player
(LLM and prompter) takes turns performing a move. The LLM keeps track of the current
state of the board and visualizes this in the terminal after every move.

3.2 Checkers

The second game we employ to investigate the behavior of LLMs within games is checkers.
Checkers is structurally similar to chess in a multitude of factors: Both games are played on
an eight-by-eight board, both players have perfect information of all the pieces, and there is
a finite number of possible legal moves (1020 assuming perfect play (Schaeffer et al., 2007)).
The major difference between these games however, is that while chess uses multiple different
kinds of pieces, each with their own set of possible legal moves, checkers only uses two kinds
of pieces (a ”man” and a ”king”). This, combined with the fact that checkers is only played
on the black squares of the board, makes the number of rules in the game of checkers a lot
lower than chess. These factors reduce the action space which in turn reduces the complexity
of the game. As a result, the LLM should have an easier time playing checkers than chess.
Once again, we simply prompt the LLM, asking it to play a game of checkers. Both the LLM
and the prompter take turns performing a move on the board, which is kept track of by the
LLM. After every move, the LLM visualizes the board in the terminal.

3.3 Tic-Tac-Toe

The third game we employ to investigate the behavior of LLMs within games is Tic-Tac-
Toe. Even simpler than both chess and checkers, Tic-Tac-Toe is played on a three-by-three
board (grid). Once again, both players have perfect information and there are only a finite
number of possible board states (39). On this board each player takes a turn placing their
corresponding sign (cross or circle) until one player has three of their signs in a row, or the
board is filled making no further move possible. Due to it’s simplicity, the expectation is
that an LLM should be able to successfully and competitively play a game of Tic-Tac-Toe.
Once again, we simply prompt the LLM asking it to play a game of Tic-Tac-Toe, assuming
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it already possesses knowledge of the rules. Both the LLM and the prompter take turns
performing a move on the board, with the LLM keeping track of said board and visualizing
the current state of the board in the terminal after every move that has been performed.

3.4 Zork

The final game we employ to investigate the behavior of LLMs within games is Zork. Rather
than a game that takes place on a board with clearly defined rules, we opted for a game that
should come more natural to an LLM. In particular, what makes LLMs so popular is their
ability to process and reproduce text in a human-like fashion. Zork uses these conversational
aspects by allowing the player to prompt the game with an action, to which the game replies
with a scenario as a result of said action. This creates a back and forth between game and
player not too dissimilar from a story being told. An example of such a scenario is shown in
Figure 4.

Fig. 4: The Zork interface. Shown is the initial scenario at the start of the game. The player can
respond by providing an action and a subject of said action (e.g. open mailbox).

Zork requires input of a certain format, namely an action plus a subject which this action
should be performed on. We’ve tested two different methods of playing Zork to see how
good the LLM is at restricting itself to specific rules. The first method requires the LLM
to provide its output in a specific format (action and subject of action) interpretable by
Zork. The second method lifted this restriction, but still required the LLM to provide only
one action per instruction. This allows the LLM to describe the thought process behind its
action, as we served as an intermediary to reinterpret this output to an input acceptable by
Zork. This reinterpreted output would then be funneled to Zork instead. In both cases the
LLM would be prompted with the unfiltered output from Zork, having started the session
with an explanation that it would be given a scenario and should reply with an action to
perform in said scenario. The second method was found to be the most effective, and as such
was chosen to play the actual game until we reached the cellar, accessible from the trap door
in the white house. Every action (Zork output, LLM output and reinterpreted LLM output)
is tracked in an excel sheet, which is analyzed for behavioral patterns the LLM exhibits
during the playing of Zork.

4 RESULTS

4.1 Chess

Given that chess is a well-known game, simply prompting the LLM asking it to play a game
of chess allowed us to immediately do this. We first used a separate chess program, which
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automatically checked for the legality of moves performed, and fed it the LLM output in a
format interpretable by the program. Legal moves would be performed, illegal moves would
prompt the LLM letting it know it provided an illegal move and as such should retry. Both
the prompter and the LLM took turns moving a piece on the chessboard. The prompter (user)
would use their mouse to move pieces on a visualized chess board. These moves would then
be translated to text and used as a prompt for the LLM. The LLM would reply in text with
a desired move which was then translated to a move on this visualized chess board. Moves
were done in the form start position (e.g. e2) → end position (e.g. e3). The built-in check
for the legality of moves performed would often return that the LLM tried to perform an
illegal move. Given that from the perspective of the prompter the entire process was similar
to a black-box, we eventually opted for a terminal-based chess board, where each move was
visualized by the LLM on a chess board it tracked itself. This was also done in the hope
that having the LLM keep track of the board itself would give it a better understanding of
the state of the board and thus positively affect its performance with respect to legal moves.
Playing against the LLM, several problems became apparent:

– The LLM often does illegal moves: these moves include the LLM moving pieces
that are blocked by their own pawns, to moving a piece in a wrong pattern (e.g. a knight
that moves only forward).

– The LLM moves the wrong pieces: the LLM states it moves a piece from one
location to another, but then moves a different piece altogether. Sometimes, the LLM
moves using the opponents’ pieces rather than its own color.

– The LLM fails to reverse a move: the prompter suggesting the last made move was
illegal and should be reversed leads to the LLM either performing another move, without
the reversal of the previous one, resulting in it performing two separate moves in one
turn (of which at least one illegal) or it leads to the moving of wrong pieces, similar to
the second issue.

– The LLM does not understand strategies: the LLM states it will perform a move
according to a certain strategy (e.g. the Sicilian Defense) but then performs a completely
different move.

4.2 Checkers

Similarly to chess, we simply prompted the LLM asking it to play a game of checkers. Given
that both games are played on the same board (same coordinates), the LLM was able to
present this board in the terminal. Each player took turns moving one of the pieces on the
board by typing the original coordinate and the target coordinate. After multiple attempts
to play checkers against the LLM, we observed the following patterns:

– The LLM often does illegal moves: these moves include the LLM moving pieces
that are blocked by other pieces, to moving a piece in a wrong pattern (e.g. a piece
moving onto another color).

– The LLM moves the wrong pieces: the LLM states it moves a piece from one
location to another, but then moves a different piece altogether.

– The LLM fails to reverse a move: the prompter suggesting the last made move was
illegal and should be reversed leads to the LLM either performing another move, without
the reversal of the previous one, resulting in it performing two separate moves in one
turn (of which at least one illegal) or it leads to the moving of wrong pieces, similar to
the second issue.

4.3 Tic-Tac-Toe

Prompting the LLM asking it to play a game of Tic-Tac-Toe allowed us to do exactly that.
The LLM kept track of the board and both prompter and LLM took turns performing a move.
Each of the nine squares on the board was numbered allowing the prompter to perform a
move by stating their sign (e.g. X) on a number corresponding to a square. Playing multiple
games of Tic-Tac-Toe against the LLM revealed some issues:

– The LLM fails to notice when the opponent has a setup that would make

their next move a winning move: when the prompter has a setup that would make
their next move a winning move (e.g. two in a row with a third spot empty), the LLM
fails to notice this and plays a move that does not block this winning move.

– The LLM keeps playing even after a three in a row has been achieved: when
called out on this, the LLM does notice that a winning move has been made, but this
suggests that it only does this when tasked to do so, rather than doing this on its own.
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– The LLM fails to reverse moves: when tasked to reverse a move and try something
else (e.g. when a winning move has been set up and the LLM performs a move that
does not block this move), the LLM often fails to reverse this move. Similarly to chess,
the LLM does not reverse the move at all, but instead either performs another move, or
removes a wrong sign.

– The LLM does not improve: unless called out, it always performs the same moves,
even if the result is always a loss. When suggested to try a different strategy, it still
performs the same moves. Only when explicitly forbidden from performing those exact
moves will it try something else, but will fall back into the same pattern the next game.

4.4 Zork

The final game we explored was Zork. First we prompted Zork directly with the output from
the LLM, having instructed the LLM to only provide an action and a subject of this action.
In turn the LLM was prompted directly with the output from Zork. This quickly proved
to be difficult as the LLM kept suggesting actions or subjects foreign to Zork (e.g. ”Search
the house slowly” where Zork does not understand ”slowly”). As such, we opted to work as
an intermediary between the LLM and Zork. The LLM would still receive the output from
Zork, but rather than adhering to a strict format usable by Zork, the LLM was now allowed
to describe its intentions. This description would then be reformatted by the prompter and
used as input for Zork. We ordered the problems we encountered during gameplay into three
different degrees of severity depending on how much these problems affected the gameplay.
The first category covers minor problems, e.g. logical fallacies, which did not immediately
interfere with the gameplay. The second category contains moderate problems, e.g. the LLM
losing its sense of directions, or when we had to interrupt and provide a suggestion because
the LLM kept trying the same thing. These problems do affect gameplay to some degree and
often require intervention. The final category covers the major problems, e.g. hallucinations
by the LLM, which severely affect gameplay and require intervention, lest the LLM spirals
in its own delusions. The problems, their number and severity have been visualized in Figure
5. We notice that the vast amount of problems fall under moderate severity which, combined

Fig. 5: Visualized is the count of problems encountered during the gameplay of the LLM in Zork.
These problems have been categorized based on their severity, which indicates to what degree the
problem affects gameplay and requires intervention. Out of the 151 total prompts to the LLM, 10
resulted in minor problems, 21 resulted in moderate problems, and 6 resulted in major problems.

with the problems making up the major severity category, means most (roughly 73%) of
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the encountered problems require some degree of intervention. Further investigating the
encountered problems revealed the following patterns:
– The LLM hallucinates: the LLM shows signs of hallucination, a common problem in

LLMs. Examples include it suggesting to investigate a bush while Zork states there is
none, or the LLM suggesting it is inside a time loop because it returned to a room it
has been in before.

– The LLM fails to try new things when stuck and often falls back into the

same patterns: similar to Tic-Tac-Toe, the LLM often falls back into the same patterns
and fails to try new things when stuck. An example of this is when the LLM found itself
in the house at the start of Zork. From the kitchen it was able to go upstairs, there was
a passage that led east to the living room and a chimney that led down. In the kitchen
there was a table with items and the living room contained a door, a carpet and a trophy
case. After exploring these rooms and all the items they held, the LLM opted multiple
times to return to the door and inspect it, expecting a change. This was done even
while the attic (up the stairs) and the chimney were left unexplored. When suggested
with exploring these places, the LLM moved from the living room to the kitchen, but
immediately forgot why it moved to the kitchen, opting to move back to the living room
and inspect the door again.

– The LLM has a hard time with directions: when it eventually reached the attic,
signs that the LLM had a hard time with spatial awareness started showing. The living
room was east of the kitchen, making the kitchen west of the living room. From the
kitchen one can go up the stairs to the attic. When in the attic, the LLM suggested to
move up the stairs to the living room or, when in the living room, the LLM suggested
moving up the stairs to the attic, even though the stairs were in the kitchen.

– The LLM has a hard time following instructions: Zork takes one action and
the subject of this action as input. As such, the LLM was tasked with providing only
one action per prompt. This instruction was often ignored as the LLM often provided
multiple actions (think a multi-step plan).

– The LLM can keep track of inventory: the LLM was able to keep track of the items
it picked up along the way. A shortcoming in this is that the LLM figured that items
it crossed along the way were automatically picked up. E.g. if the LLM came across a
lantern, but did not explicitly pick this item up, it still figured it was in possession of
this item.

5 DISCUSSION

In this chapter we analyze the results and report patterns found within these results. Fur-
thermore, we compare encountered problems to known LLM problems and decide if the
shown behavior can be considered intelligent.

5.1 Inherent comprehension of rules

Throughout the games, the LLM started to show several patterns. In chess (and similarly in
checkers) we saw the LLM often doing illegal moves. These moves include bishops moving
through a line of pawns, or pieces moving on the board in ways that they are not able to.
Furthermore, the LLM states it will move according to a certain strategy, but then moves
another piece altogether. A plausible cause for this is that the LLM, given the context of
chess, ”understands” that these strategies are associated with, and mentioned around the
subject of chess. The LLM however does not understand these strategies and as such does not
move according to these strategies. Similar problems arose in tic-tac-toe, where the prompter
has a winning move set up, and the LLM failed to notice said winning move. One could
argue that something as simple as checking if your opponent is about to win is a strategy.
Furthermore, the LLM kept playing after the winning move had already been made. This
further fuels the belief that the LLM does not play according to strategy (checking for winning
moves) and simply produces board states that would be possible given the previous one. Tic-
tac-toe also showed us that the LLM failed to improve: it would continuously perform the
same moves, and when called out on this it would not change this ”strategy” even though
it always led to a loss. Understanding of the game, and with it the concepts of winning
or losing, would lead any other player to try different strategies, as the current one always
leads to failure. The LLM however, stuck to a failing strategy, as it did in Zork. In Zork the
LLM would keep investigating the boarded front door hoping for a change. A player with
basic understanding of the game, or games in general, would quickly realize that the door
isn’t going to spontaneously open and it might be more beneficial to explore yet unexplored
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areas. The LLM however, gravitated to the front door, forfeiting progress in the process by
seeing what other areas had to offer. These factors combined lead us to believe LLMs have
an inherent lack of the comprehension of rules of games, and as a result are unable to device
proper, or any, strategies in these games.

5.2 Understanding of spatial components

We’ve seen that several factors at which the LLM fails while playing games seem to be
symptoms of a larger problem, the inherent lack of comprehension of the rules of games.
However, it is likely that these factors are not simply symptoms of a single problem, but
rather a multitude of problems. In chess and checkers we saw the LLM often performing
illegal moves. We attributed this to the LLM not having a clear understanding of the rules
of these games, thus not understanding how pieces are allowed to move. Another factor at
play could be that the LLM does not have the ”mental capabilities” to understand the spatial
coordinates. For example, when we execute a move from e2 to e4, where ’e’ is the column and
numbers are the rows, humans can create a (mental) map of the board where a piece is moved
two rows. The LLM, unable to create such a map, will not understand the meaning behind
these coordinates and as such will be unable to move pieces in the correct fashion. This could
also explain why the LLM used the wrong pieces altogether. If a move is made according to
a coordinate that, according to the LLM, is a different coordinate altogether because it does
not understand the coordinate, the wrong piece will be moved regardless of whether it is the
piece of the prompter or the LLM. Further evidence of the LLM not understanding spatial
components could be seen in Zork. The white house in Zork contained different rooms which
could be reached by traversing in a certain direction from another room: the attic was up
the stairs from the kitchen, the living room could be reached by taking a passageway east
from the kitchen, and through the window west the player could traverse outside again. A
simple mental map of these four spaces would give humans a clear sense of direction, yet
the LLM showed that it had great difficulty with this: at points it figured the living room
was upstairs of the attic, with the kitchen being east from the living room. This shows that
not only does the LLM have a hard time with coordinates, but also direction. Together, this
suggests that LLMs have difficulty understanding spatial components. Since coordinates and
directions are relative to a point of origin, it is likely that this problem arises because of the
inability of LLMs to create mental maps as humans are able to.

5.3 Understanding of temporal components

Not only have we seen the LLM show difficulty in understanding spatial components, we’ve
also seen it struggle with temporal data. In chess and checkers the LLM would often perform
illegal moves, which we would attribute to its lack of understanding of spatial components.
To continue the game, these moves should have been corrected so that a legal move could be
executed, thus progressing the game. While the reversal of the previous move should be as
simple as fetching the previous board state, after which a legal move could be executed, the
LLM failed to do so. Rather, the LLM performed another move on the most recent board,
suggesting that it has no concept of a ”most recent move” given the game of chess. The
arguably simpler game of checkers showed the same signs: an illegal move was not reversed
by the LLM when tasked with doing so, but rather another move was performed on the
current board. In the even simpler game of tic-tac-toe, while not necessarily performing
illegal moves, the LLM still failed to reverse moves when tasked with doing so. These factors
combined suggest that it might not be a problem with the difficulty of the game, but rather
a problem with how the LLM processes temporal data. Another factor that plays into this is
how the LLM processes time in Zork. When the LLM got stuck, it would wait, hoping that
something would change in the environment. When this was not the case, it would draw the
conclusion that it had gotten itself into a time-loop. The same conclusion would be drawn
when the LLM would return to a room it had just been in, only to find everything the same.
While less evident than the previous signs, these could still signal that the LLM has a hard
time processing data related to time, possibly due to a lack of understanding of the meaning
of time.

5.4 Following instructions

We’ve seen the LLM fail at several factors present within the games. However, the LLM
showed great difficulty in handling things external to these games. We saw the LLM strug-
gling in chess with outputting the coordinates in a specific format interpretable by the chess
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client, when it was instructed to do so. Since it failed to consistently do so, we were forced to
play chess against the LLM in the terminal, having the LLM keep track of the board instead.
Similar problems arose in Zork where the LLM was instructed to provide instructions of a
format that would be interpretable by Zork. Failure to do so led to us reinterpreting the LLM
instructions instead. However, the LLM was still instructed to only provide one action at a
time yet still failed in adhering to this rule, providing multiple actions in the same output.
In Zork we also saw the LLM convinced of it being in a time loop. When explicitly told that
this was not the case, the LLM would let it be but eventually would fall back to its old habits
and propose the idea of a time loop again, essentially ignoring the earlier instructions. These
factors combined suggest that the LLM not only struggles with understanding the games,
but also struggles in playing these games within the confines of the provided instructions.
This could suggest that the LLM simply does not understand the instructions just as it does
not understand the games, and is thus unable to follow said instructions.

5.5 LLM intelligence

We’ve observed the behavior of the LLM within the games, and have classified each of these
behaviors within one of four categories. Earlier we have highlighted previous research that
noted multiple known shortcomings in LLMs. Many of the problems encased within our cat-
egories can be tied to one or multiple of these shortcomings:

One of these shortcomings is that LLMs are only aware of what they saw during training.
An example of this is that during training the names of strategies in chess might have been
presented to the LLM, but the actual board states and meaning behind these strategies
were not presented to the LLM, at least not to the degree that the names of the strategies
were. As such they simply mention a strategy, ”knowing” it is related to chess, but have
no understanding of what this strategy actually constitutes. This same argument can be
extended to Zork, where in the training set the LLM was taught that a door is something
associated with progression, as it usually leads to a new room. As a result the LLM would
gravitate to the door rather than the stairs, which might have been represented less in the
training set. We’ve also seen the LLM show signs of fast forgetting or a short attention span.
This was most evident in its lack of following instructions, where it would either follow the
instruction it was provided for a few iterations, after which it would ignore said instruction
again, or it would simply ignore the instruction from the beginning. Given that we used an
LLM with a smaller size, the context window is also smaller as a result, which could lead
to the LLM forgetting about prior instructions. We speculate that this is also part of the
reason why the LLM was unable to retrieve prior board states, when asked to reverse a move.

Yet another, and maybe the most prominent shortcoming we’ve seen, is the LLM showing
signs of trouble with reasoning. Given that LLMs have been trained to generate the most
probable response to a prompt, their reasoning abilities do not exceed that which they’ve
seen in their training. This allows it to play the simple game of tic-tac-toe (with still some
shortcomings present), but the harder and more complex games of chess and checkers far
exceed its reasoning abilities. It performs exceedingly well in a game like Zork, which is
arguably more complex than tic-tac-toe, but the medium of a conversational based game
is more familiar to the LLM, increasing its familiarity with the context and with it the
reasoning capabilities of the LLM. This would suggest that the LLMs reasoning abilities are
context dependent.

Intelligence We’ve highlighted related work which defines intelligence. To answer whether
the behavior of the LLM within these games can be considered intelligent, we refer to this
definition of intelligence. Although the LLM did exhibit factors such as basic reasoning
and basic problem solving, the vast majority of factors were not present in the LLM. We
assume this led to the problems the LLM displayed in the playing of the games. This would
suggest that the LLM, based on the earlier defined definition of intelligence, does not exhibit
intelligent behavior within these games, which in turn could suggest that LLMs are not
intelligent.

6 CONCLUSION

We used games as testbeds to observe LLM behavior. To this end we tested an LLMs ca-
pabilities to play in several games. We started with chess, the traditional benchmark in the
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field, and let the choice of subsequent games be informed by the results of the prior. The
LLM was shown to have difficulty in chess, often performing illegal moves. We attributed
this to a lack of reasoning in the LLM, requiring a game with lower complexity and with
it a lower requirement of reasoning abilities. Due to it being played on the same board as
chess yet having a lower complexity, checkers was chosen as the next game to be played.
However, it was quickly revealed that checker posed the same problems for the LLM as chess
had prior, and as such the need for an even simpler game was revealed. Remaining within
the realm of board games, we opted for tic-tac-toe, arguably one of the simplest games.
While not performing moves as problematic as in chess and checkers, the performance of the
LLM in tic-tac-toe still showcased a lack of reasoning abilities. This suggested that board
games might be too complex for LLMs altogether, leading us to play Zork, a text-based game
which should come more natural to LLMs. While the LLM, by being able to progress, did
perform better within Zork than the board games, its shortcomings were still evident. The
LLM often got stuck repeating the same patterns and showed a lack of spatial understanding.

Analyzing the behavior the LLM showcased within these games and comparing it to known
problems with LLMs, as well as the definition of intelligence as defined by experts, leads us
to believe that the behavior displayed by the LLM can not be considered intelligent.

6.1 Limitations and Future Research

It should be noted that our choice of games was subjective. Based on how we interpreted
the results from each game, the choice of subsequent games was made. Meaning a different
interpretation of the results, or different observations altogether, might lead to different con-
clusions and as such a different choices of subsequent games. Future research could explore
the same method we employed and investigate if either the same behavior is exhibited and
the same conclusions are drawn, or if different behavior can be noted leading to possibly
different conclusions.

Future research could investigate whether the same behavior is showcased within other LLM
models. The current observations are made based on one specific model which, when com-
pared to the known problems of LLMs, does exhibit the expected behavior. It should still
be worthwhile to compare these results to those that would be obtained from other models,
as this could further solidify and even expand the drawn conclusion. These models could
include both larger models, as well as different models (architectures) altogether.

Finally, future research could build upon our method by employing more games based on the
obtained results, as our current method explored only four games. Continuing this procedure
should result in clearer analyzable patterns, which could serve as a predictor to which games
LLMs might or might not be able to succeed in.
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