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Abstract

In today’s rapidly evolving software development landscape, the process of eliciting require-
ments is recognized as a crucial phase in the development life cycle. Accurate and efficient
requirements elicitation is essential for developing successful software solutions that meet
user needs and project goals. To address the complexities involved in this process, the
AI4MDE-Studio program has developed a process to facilitate and streamline the elicitation
of requirements.

The primary objective of this study is to enhance this system by integrating an additional
tool designed specifically to simplify the requirements elicitation process, particularly for
non-technical users. This enhancement aims to make the requirements gathering process more
accessible and user-friendly, thereby improving overall efficiency and effectiveness.

To achieve this, the study investigates various open-source Text-to-Speech (TTS) and
Speech-to-Text (STT) engines to determine the most suitable options for integration into the
system. A comprehensive comparison of these engines was conducted, involving an evaluation
against a set of predefined benchmarks. This evaluation was based on several performance
metrics, including accuracy, ease of integration, and overall reliability.

Through this comparative analysis, Whisper was identified as the optimal choice for STT,
while Google Cloud TTS emerged as the best option for TTS.

Subsequently, an architectural framework for an API was developed to integrate these
chosen models into the existing system. This architecture facilitates seamless interaction
between the TTS and STT engines and the requirements elicitation tool.

To validate the effectiveness and robustness of the integrated models, a validation study was
conducted. Participants were asked to provide two audio recordings each, with each recording
addressing a specific question from two distinct locations. This approach was designed to test
the models under varied conditions and assess their performance in real-world scenarios.

The results from this validation process will provide insights into the effectiveness of the
integrated TTS and STT engines, ensuring that the enhanced system meets the needs of its
users and performs reliably in diverse settings.
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1 Introduction

1.1 Context

In today’s fast-paced software development landscape, the elicitation of requirements stands as a
critical phase in the development life cycle. However, traditional methods of requirements gathering
often pose challenges, particularly for users who may not possess extensive expertise in formal
modelling techniques. This research builds on the findings of previous studies conducted by other
students who explored the challenges of traditional methods for collecting requirements. They have
investigated how a Natural Language Processing (NLP) based chatbot technology could transform
the process of gathering and streamlining requirements.

1.2 Problem statement

The NLP-based chatbot technology is designed to empower users to articulate their requirements
directly and streamline the formal modelling process from its inception. The chatbot is thoroughly
engineered to provide to users who may not be well-versed in the complexities of the requirements
process, thereby democratizing access to this critical aspect of software development [Bha23].
Through a thoroughly crafted hybrid approach, it seamlessly combines direct input processing with
a sophisticated conversation strategy component. This prototype empowers the chatbot to generate
UML diagrams, laying the groundwork for further refinement in a collaborative ’human-in-the-loop’
approach involving analysts and users [Bha23]).

The thesis project identifies manual steps in the ’human-in-the-loop’ approach that can be auto-
mated or simplified, aiming to reduce the time users spend on these tasks. By integrating a Large
Language Model (LLM) and speech recognition function with the interactive chatbot, the project
seeks to not only enhance the efficiency of the elicitation process but also reduce the time burden
placed on users, making it more accessible, efficient, and user-friendly.

1.3 Research approach

The methodology for this research involves several key steps. Firstly, a comprehensive literature
review will be conducted to gather insights into voice recognition technologies, including their
capabilities, limitations, and best practices. This review will encompass academic papers, reports,
and technical documentation to inform the development and integration of voice functionality into
web programs.

Subsequently, research into various voice recognition APIs, libraries, and platforms will be under-
taken to assess their suitability for integration into the system. Different methods and techniques
for voice input processing will be explored, such as speech-to-text conversion and natural language
understanding, to determine the most effective approach.

Once the necessary background research is completed, the development phase will start. A proto-
type will be developed using appropriate programming languages and frameworks, with a focus on
integrating voice recognition functionality seamlessly into the system. A hybrid approach will be
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employed in the AI4MDE system for processing voice inputs, combining direct input processing
with a conversation strategy component to ensure a user-friendly experience.

Following the development phase, user testing and feedback collection will be conducted. A
small group of users will be recruited to participate in usability testing of the voice-recognition
model. Users will be given questions to answer by sending a voice recording.

After receiving their recordings, the audio files will be sent to the model to test how well the
model works. This methodology systematically investigates integrating voice functionality into
the AI4MDE program for software requirements elicitation, ensuring the reliability and validity of
research findings. The implementation of the model integration and the results of user testing will
be the key factors in addressing the research question.

1.4 Research question

As, through this research, the aim is to transform the landscape of requirements elicitation, making
it more accessible, efficient, and user-friendly, the ensuing research questions arise:
How can speech functiontionalities be integrated in the requirements elicitation process, and what
are the perceived benefits and challenges?

This overarching question can be further divided into the following research objectives:

1. What are the best practices for designing an API within the requirements elicitation software
to communicate with AI-based speech functionalities?

2. What are the advantages and limitations of continuous flow versus batch processing for speech
functionalities?

3. How can AI-Driven Speech Functionalities effectively be used in a requirement elicitation
process where chat-like interaction needs to be combined with complex tabular and/or visual
information?

4. How can the accuracy of speech models be effectively measured and which metrics are most
relevant for assessing performance?

1.5 Deliverables

1. Tool Development/Code

• Python code, along with the necessary requirements, to create a functional prototype of
the enhanced software requirements elicitation process.

2. Performance Benchmark

• A performance benchmark comparing the chosen Speech-to-Text (STT) engines based
on various criteria such as accuracy, speed, robustness, and background knowledge.

3. The Comprehensive Report
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• A clear outline of the methodologies, techniques, and steps that will be employed to
create the code for building the chatbot and integrating voice recognition.

• Challenges encountered during the project.

• The specific use cases that the chatbot will address.

• The decision-making process, including the choices made.

4. Presentation

• A presentation showcasing the result.

• A live demonstration of the tool.

1.6 Thesis overview

This thesis is organized into several key sections, each focusing on a distinct aspect of the research.
Chapter 2, titled ”Background,” reviews prior research relevant to the study, explores the potential
of voice technologies, and investigates the process of identifying the most effective Speech-to-
Text (STT) and Text-to-Speech (TTS) engines. Chapter 3, labeled ”Methodology,” details the
data-gathering methods, the criteria for selecting suitable technologies, and the benchmarking
process used to evaluate the STT and TTS engines. Chapter 4, ”Architecture,” describes the
conceptual and technical framework of the proposed system, offering an in-depth overview of
its design and components. In Chapter 5, ”Validation,” the experimental setup is outlined, the
candidates selected for testing are discussed, and the results of the validation process are presented.
Chapter 6, ”Discussion,” interprets the results, explores their implications, examines the impact of
the findings on the research objectives, and provides recommendations for future work.. The final
chapter, Chapter 7, ”Conclusion,” summarizes the thesis’s key findings, and reflects on the research
outcomes. Lastly, the References section includes all the sources cited throughout the thesis.
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2 Background

In this section, an overview is provided of various prior research studies related to requirements
elicitation, with a particular focus on the evolution and application of chat and voice functionalities
in this domain. Requirements elicitation is a critical phase in the development of systems, where
understanding and capturing user needs is essential for creating effective solutions. Recent advance-
ments have introduced new tools and techniques, including those that leverage voice functionalities,
which have significantly impacted how requirements are gathered and analyzed [MS19].

2.1 Related Work

The paper by Rietz and Maedche (2019) introduces LadderBot, a system designed to support
self-elicitation of requirements. LadderBot leverages a structured, digital approach to the laddering
interview technique, aiming to improve the process of capturing user needs and insights. This tool
is intended to enhance the efficiency and effectiveness of requirements gathering by automating
aspects of the elicitation process [MS19]. According to Rietz and Maedche, the best methods for
Requirement Elicitation (RE) is the laddering interview technique, which has been recognized for
its ability to produce structured and comprehensive insights due to its hierarchical nature. This
technique involves an interviewer starting with a seed attribute—an initial topic or feature—and
using a series of probing ”why...?” questions to explore deeper layers of user needs and underlying
attitudes [MS19]. Tim Rietz highlights that chatbots are an increasingly effective form of conver-
sational agents (CAs) designed to connect with a broad audience of end-users. Their immediate
accessibility and compatibility across various platforms enable smooth and barrier-free interaction.
Over the years, several types of chatbots have developed, distinguished by their specific forms and
functions. A notable example that Rietz looked into is the frame-based bot, which employs question
templates to communicate with users to retrieve as many information from the user as possible
[Rie19].

In 2019, Arruda, Marinho, Souza, and Wanderley conducted a study on goal-oriented requirements
engineering (GORE), focusing on the KAOS framework. Their research highlighted the advantages
of using GORE methodologies to improve the elicitation, documentation, and modification of
requirements. The key motivations for adopting GORE include a better understanding of client
objectives, enhanced communication among stakeholders, improved traceability of software require-
ments, and effective conflict management among requirements [AMSW19]. Over the last years,
Software vendors increasingly rely on user feedback to discover requirements. They can contain
helpful information for the product team, collecting valuable, informative, and actionable feedback,
but the user feedback is often vague, emotional, or is missing important information, such as
contextual information [WFM22]. The KAOS framework, a prominent GORE approach, facilitates
the development of comprehensive system models that extend beyond the software components.
Despite its benefits, the complexity of goal modeling poses challenges for novice requirements
engineers. To address these challenges, the study explored the application of natural language
processing (NLP) techniques, particularly text mining, to streamline and automate requirements
engineering tasks. As part of their work, Arruda et al. developed KAOSbot, a chatbot-based
tool designed to support the KAOS framework. KAOSbot leverages NLP techniques to engage in
conversations with users, facilitating the extraction of relevant information about specific domains.

4



This tool is instrumental in identifying goals, expectations, requirements, and agents, thereby
enhancing the efficiency of the requirements elicitation process [AMSW19].
Silva and Canedo identified several key challenges that come with requirements engineering in their
research. Based of the experience and opinions of 12 people, they note that aligning stakeholder
expectations with chatbot functionality is difficult due to communication issues and evolving client
needs. Also, requirements are often poorly defined and lack clarity, leading to rework and scope
changes. Business management issues, such as delays and inconsistent client engagement, disrupt the
process. Technological limitations, including missing APIs and inadequate tools, further complicate
implementation. Additionally, creating a fitting context and designing characters for the chatbot
poses significant challenges. These issues highlight the need for better methods and tools in chatbot
development [SC20].

2.2 Voice opportunitities

As of September 27th, 2023, ChatGPT(-4.0) has introduced voice and image functionalities along-
side its existing GPT-3.5 features [Ope23]. This expansion means that, in addition to leveraging
Large Language Models (LLMs), ChatGPT will now offer capabilities such as voice recognition,
speech synthesis, image analysis, and image generation. But will these functionalities also be
efficient? Previous research has delved into the analysis of 37 empirical studies on speech-recognition
chatbots and proposed a conceptual framework, known as the GEM- framework, which consists of
three key components for classifying speech recognition chatbots— goal-orientation, embodiment,
and multimodality. These studies have provided substantial evidence supporting the notion that
employing and integrating chatbots into various applications results in more benefits [JLC23].

In another study is said that the integration of artificial intelligence (AI) chatbots with speech
recognition technologies represents a significant advancement in conversational technology, offering
unparalleled intelligence and adaptability [I+12]. According to Gobinath A. et al., their research
highlights how this synergy enables sophisticated voice interactions, allowing users to engage in
complex dialogues, seek clarifications, and receive highly personalized assistance, thus making
interactions more intuitive and related to human conversation. This development is also crucial in
enhancing accessibility for individuals with impairments, promoting greater inclusivity across vari-
ous applications. By incorporating voice assistants with conversational AI, the quality of customer
service and support is notably improved and the technology becomes more adept at understanding
and responding to the subtleties of human speech [BM22]. The impact of this integration extends
to multiple fields, reinforcing its role as a transformative tool in technological innovation and user
interaction [ACJ+24].

The paper by S. J. du Preez, M. Lall, and S. Sinha looked into the optimal framework for
developing a voice recognition chatbot. By their research the optimal framework consists of three
main components: the front-end application, the decoder, and the language model. The front-end
captures and processes voice input, while the language and acoustic models translate this input
using a dictionary and a look-up table (LUT). The decoder’s search manager then decodes the
input into a comprehensible result set. Additionally, the front-end allows users to configure the
chatbot by loading components stored in XML format. This setup provides a robust system for
intelligent voice interaction within a web service context [PLS09]. The last few years, the use of
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Voice Assistence (VA’s) like Siri, Alexa, Google Assistant, Cortana, and Bixby are also increasingly
becoming popular among the general mass. Due to this increase, there is significant pressure to
integrate voice functionalities into other web applications and chatbots as well [PKJ22]. Pal et
al. conducted research on the experiences of people using Voice Assistants (VAs). Their study
focused on a large group of users, including both native English speakers and non-native speakers
who use English as their primary mode of communication. The findings revealed that there were
no significant differences in usability between these two user groups and they shared the same
experience [PAV+19].

2.3 The Best Speech-to-Text & Text-to-Speech Engines

2.3.1 Speech-to-Text

In the research to identify the most effective Speech-to-Text (STT) engines, various well-performing
sources were consulted. The findings are summarized as follows, with each source providing its top
engine recommendations:

• AssemblyAI.com: AssemblyAI, Google Speech-to-Text, AWS Transcribe, DeepSpeech,
Kaldi, and SpeechBrain [Ass24].

• Notta blog: Whisper, DeepSpeech, Kaldi, SpeechBrain, and Coqui [Not24].

• Speechify: Speechify, Amazon Polly, Google Cloud Text-to-Speech, Microsoft Azure, and
IBM Watson Text-to-Speech [Spe24].

• Gladia: Whisper ASR, DeepSpeech, Wav2vec, Kaldi, and SpeechBrain [Gla24].

• Deepgram: Deepgram Speech-to-Text API, Whisper, Microsoft Azure, Google Speech-to-
Text, and AssemblyAI [Dee24].

• Rev: Deepspeech, Wav2letter, and Kaldi [Rev24].

• EdenAI: Deepspeech, Kaldi, Wav2letter, SpeechBrain, Coqui, and Whisper [Ede24].

• Fosspost.org: Deepspeech, Kaldi, Julius, and Wav2letter [Fos24].

• Blog.spheron.network: Deepspeech, Kaldi, SpeechBrain, Coqui, Whisper, and Julius
[Net24].

To identify which Speech-to-Text (STT) engines were most frequently mentioned, a list of the top
five was created. The engines that appeared most often are:

1. DeepSpeech - Mentioned 9 times

2. Kaldi - Mentioned 9 times

3. Whisper - Mentioned 7 times

4. SpeechBrain - Mentioned 6 times
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5. Google Cloud STT - Mentioned 3 times

Here’s a breakdown of where these engines were mentioned:

• DeepSpeech: AssemblyAI, Notta blog, Gladia, Deepgram, Rev, EdenAI, Fosspost.org,
blog.spheron.network [Ass24, Not24, Gla24, Dee24, Rev24, Ede24, Fos24, Net24].

• Kaldi: AssemblyAI, Notta blog, Gladia, Deepgram, Rev, EdenAI, Fosspost.org, blog.spheron.network
[Ass24, Not24, Gla24, Dee24, Rev24, Ede24, Fos24, Net24].

• Whisper: Notta blog, Gladia, Deepgram, EdenAI, blog.spheron.network [Not24, Gla24,
Dee24, Ede24, Net24].

• SpeechBrain: AssemblyAI, Notta blog, Gladia, EdenAI, blog.spheron.network [Ass24, Not24,
Gla24, Ede24, Net24].

• Google Cloud STT: AssemblyAI.com, Speechify, Deepgram[Ass24, Spe24, Dee24].

Given these findings, two tables were created to compare the advantages and disadvantages of the
various engines. The first table includes four engines that require associated costs and the second
table consists of three engines that are Open Source.

Figure 1: Comparison of Speech-to-Text Engines with Costs
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Figure 2: Comparison of Open Source Speech-to-Text Engines

Based on the evaluation criteria outlined in the tables, three Speech-to-Text (STT) engines were
selected for further testing. From the first table, Whisper was chosen due to its inclusion of a Text-
to-Speech (TTS) engine and its significantly lower cost compared to Google SST, which also offers
TTS capabilities. Additionally, Coqui was excluded from consideration due to its discontinuation
[Coq24], and AssemblyAI was not selected as it lacks TTS functionality [Ass24].
From the second table, DeepSpeech and SpeechBrain were selected. Kaldi was not chosen due to
its complexity and challenges in integrating with existing applications, whereas ease of integration
is a critical requirement for the project.

2.3.2 Text-to-Speech

Before initiating on the search for an optimal Text-to-Speech (TTS) model, existing Speech-to-Text
(STT) models were initially investigated to determine if any integrated solutions were available that
could handle both STT and TTS tasks. Such a dual-functionality model would have a preference.
The models identified as potentially meeting this criterion included Whisper, Coqui, Google Cloud,
and Speechbrain. Although DeepSpeech did not directly offer TTS capabilities, it is associated
with Mozilla, which does provide a separate TTS model, Mozilla TTS. Thus, this model was also
included for the selection.
An in-depth examination of each option revealed that Whisper does not directly offer TTS
capabilities. While OpenAI provides a TTS solution, it is not available as open source [Ope24].
Coqui was excluded from consideration due to its discontinuation, as previously mentioned, and
same went for DeepSpeech. This left only Google Cloud and Speechbrain as possible TTS Engines.
During the implementation phase, significant difficulties were encountered with Speechbrain, leading
to a complex implementation process. Because of this, Google Cloud TTS turned out to be the
more practical and efficient choice.
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3 Methodology

This section outlines the methodology employed to evaluate and compare the top three Speech-to-
Text (STT) engines. The methodology provides a systematic approach for assessing the performance
of each engine based on various criteria, including transcription speed and accuracy across different
file formats and real-time scenarios.

In this evaluation, an initial implementation phase revealed that DeepSpeech, one of the se-
lected engines, was outdated and only functional with a deprecated version of Python. Consequently,
DeepSpeech was substituted with Kalki, which is integrated into the Vosk framework. Therefore
Vosk became the third model.

The comparative analysis focuses on several key performance metrics:

• Speed of transcription with MP4 files

• Speed of transcription with WAV files

• Speed of real-time transcription

• Accuracy of transcription with MP4 files

• Accuracy of transcription with WAV files

• Accuracy of real-time transcription

To facilitate this evaluation, a sample video was recorded, discussing various services. The perfor-
mance of each engine was measured against these criteria, and the results are compiled into Figure
3. This table presents a clear comparison of the engines’ effectiveness in different transcription
scenarios, providing insights into their relative performance and suitability for various applications.

Figure 3: Comparison of Open Source Speech-to-Text Engines
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3.1 Data Gathering

To effectively compare the Speech-to-Text engines based on the specified criteria, a video from
YouTube featuring the launch of a new Microsoft service was selected to assess the performance
of the engines on a specific and relevant topic. This comparison aimed to identify any significant
differences in engine performance when transcribing topic-specific content versus the randomly
selected video.

During the data gathering process, it was decided to introduce control variables into the study to
enhance the accuracy of the evaluation. The original YouTube video, noted for its clarity and ease
in sound, was modified to create two additional versions. The first version included background
noise to simulate a crowded environment, and the second featured a robotic accent. These variations
were introduced to test the engines’ robustness and adaptability under different noice conditions.

3.2 Pre-selection

A comparative table was compiled to systematically evaluate the performance of each engine based
on their performance with the three different audio files, as shown in Figure 4.

Figure 4: Comparison of Open Source Speech-to-Text Engines
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The table above presents a detailed comparison of the performance of three Speech-to-Text en-
gines—Whisper, SpeechBrain, and Vosk—across three different audio scenarios: a file with a
standard accent, one with substantial background noise, and another featuring a robotic accent. The
table provides comprehensive metrics, including the accuracy percentage, the number of correctly
transcribed words, the extent of necessary corrections and transformations, and the time taken for
each engine to complete the transcription.

The results indicate that Whisper consistently outperformed the other engines, achieving the
highest levels of accuracy and the fastest transcription times. While both SpeechBrain and Vosk
also delivered solid performances, Whisper’s overall superiority is evident. It is important to high-
light that SpeechBrain exhibited a notably extended transcription time compared to the other
engines. This extended duration can likely be attributed to the inherent complexities associated with
its implementation. The complex nature of SpeechBrain’s architecture and processing algorithms
appears to contribute to its slower performance, making it less efficient in terms of transcription
speed. Based on this comparative analysis, Whisper has been selected for further development.
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4 Architecture

One of the main objectives of this thesis is to build an API framework that can be used by AI4MDE
for Speech-to-Text and Text-to-Speech transcriptions. Central to the transcription is the integration
with the current AI4MDE-Studio program. In this chapter the flow that the system takes through
the application is described, both flow based as technical, focusing on the elements and choices
made during this process for a good-working and effective API.

4.1 Conceptual Architecture

To facilitate a highly interactive experience by integrating both Speech-to-Text (STT) and Text-to-
Speech (TTS) functionalities, an Audio API is developed including both functionalities. The STT
component transcribes spoken input from users into text, while the TTS component converts text
responses from the chatbot into spoken output. This dual functionality aims to significantly enhance
user interaction by providing both spoken input and output, thereby making the requirement
elicitation process more engaging and user-friendly.
The core components of the API are as follows:

• STT Engine: The Whisper model is employed for converting speech into text.

• TTS Engine: The gTTS (Google Text-to-Speech) model is used to generate spoken responses
from text.

The decision to utilize these API’s to create an additional Audio API was motivated by the need to
streamline and centralize access to both Speech-to-Text (STT) and Text-to-Speech (TTS) function-
alities. By integrating these capabilities into a single, unified API endpoint, we provide AI4MDE
developers with a single access point for both services, thereby simplifying their development
process and reducing the complexity of managing multiple APIs. This consolidated approach not
only enhances user experience by offering a seamless integration but also future-proofs the system.
It enables us to easily switch between different underlying engines or update the technology stack
as needed. Lastly, it also allows to add triggering words for the STT or TTS functionality in a
single location, eliminating the need to program complex code each time changes are made to the
tool. This flexibility ensures that the system can adapt to advancements in technology or changes
in requirements, maintaining a consistent and reliable interface for developers, thus wrapping the
API to simplify integration.

4.1.1 User Interaction Flow

The interaction with the AI4MDE-Studio program begins with users initiating a voice input by
clicking on the microphone icon on their device. This action activates the device’s microphone,
allowing it to record the user’s spoken input. Once recorded, the audio is transmitted to the
API, where it undergoes transcription into text via the Whisper model. This transcription process
converts the spoken words into written text, which is then sent back to the text area for display to
the user.

For sending the transcription to the text area, there are two options. Displaying the transcription
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instantly as the user speaks (continuous form) or showing the transcription in batches after the
user has finished recording. Displaying the transcription continuously provides immediate feedback,
which can enhance the user experience by allowing real-time interaction and quicker adjustments
to spoken input. This method is particularly useful in dynamic conversation scenarios where
immediate text representation helps users to correct or refine their speech on the fly. However,
continuous transcription can also be challenging, as it requires consistent processing and may result
in interruptions in the transcription, delays if the system struggles with processing speed or accuracy
in noisy environments, and distraction when the user starts reading their own transcription instead
of focusing on what they want to say.

Whereas, batch processing, where the transcription is displayed only after the user has com-
pleted their recording, can be efficient for handling larger volumes of text. It allows for a more
streamlined process without the need for constant updates, which can be beneficial in environments
with less frequent or less interactive speech inputs. However, this method might delay feedback
and reduce interactivity, as users only see the final transcription after completing their recording.
If users are dissatisfied with the transcription once it is presented, they may find it frustrating,
especially if they are unable to make immediate corrections or adjustments after recording a long
answer. Each approach has its advantages and disadvantages, and the choice between them depends
on the specific requirements of the application and the context in which it is used. For this research
the continuous form is preferred in the extended integration because of the user friendliness it will
bring to the chatbot, and the batch processing is used in the basic integration, as this integration
is less interactive and the batch processing is efficient for handling larger volumes of text.

4.1.2 Basic integration vs Extended integration

The basic integration does not support autonomous response generation. However, research is
ongoing to incorporate this feature. In the extended integration, the transcribed text from the
Speech-to-Text (STT) model will be forwarded to a AI4MDE Chatbot, which will leverage a Large
Language Model (LLM) to generate relevant and contextual responses.

This process will also include generating follow-up questions based on the ongoing conversation
script. By following the generation of a text-based response, the text will be sent back to the API
to be transformed into spoken output using the Text-to-Speech (TTS) model. The resulting speech
will be transmitted to the front-end, where it is played through the user’s speakers, completing the
communication loop. To illustrate the process, two visualizations have been created. The first Flow
Chart (Figure 5) illustrates the basic integration, which does not include the Text-to-Speech (TTS)
functionality. The second Flow Chart (Figure 6) shows the extended integration, incorporating
both the Chatbot framework and the TTS implementation.

To ensure a cohesive and smooth user experience, the API is intricately integrated into the
back-end of the AI4MDE system. This integration manages all API calls and coordinates the
interactions between the chatbot and the user, thereby enabling a seamless flow of information and
ensuring effective communication throughout the entire interaction process.
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Figure 5: Basic integration Requirement Elicitation with Speech function

Figure 6: Extended integration Requirement Elicitation with Speech and Chat function
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4.2 Technical Architecture

This section delves into the technical foundations of the API framework, detailing the design and
implementation of the Speech-to-Text (STT) and Text-to-Speech (TTS) endpoints. The architecture
is constructed to ensure seamless interaction between the user and the chatbot, enabling efficient
processing of voice inputs and outputs. By examining the code snippets and logic behind these
endpoints, we will explore how the API handles speech recognition and synthesis. The discussion
will also cover the choices made for various components, highlighting their roles within the overall
system architecture.

4.2.1 Framework

To implement the Speech-to-Text (STT) functionality, the Ninja framework was utilized, along with
the Whisper API for transcribing audio. The code starts by importing essential libraries, including
Ninja for building the API and Whisper for the transcription model, see Figure 7. The Whisper
model is then loaded using the load model() function, initializing it for use in the application.
The core of the STT functionality is encapsulated in an API endpoint defined with @audio.post(”/stt”).
This endpoint is designed to accept audio files from user recordings. If no file is uploaded, the API
responds with an error message. For each uploaded file, a temporary file is created to store the
audio data.

Figure 7: Used models and engines for the Speech-to-Text API

The audio data is then passed to the Whisper model for transcription. The model.transcribe()
function processes the temporary audio file, converting the spoken words into text, see Figure 8.
Finally, the API returns the transcribed text as a JSON response using the TextSchemas, with the
transcription stored in a variable named transcript.

Figure 8: Speech-to-Text API implementation
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The technical architecture of the API to handle Text-to-Speech (TTS) functionality also employs the
Ninja framework, ensuring efficient and effective text-to-audio conversion. Ninja’s high-performance
capabilities and modern design facilitate the seamless integration of TTS processes into the
framework. This section outlines the TTS endpoint implementation, highlighting key aspects of the
code.
The /tts endpoint is carefully designed to handle text input and convert it into speech. This
functionality is a key feature of the application, designed to enhance user interaction by providing
spoken responses. The core implementation of this endpoint is outlined in Figure 9, which showcases
the fundamental code structure and flow.

Figure 9: Text-to-Speech API implementation

The endpoint is defined to handle incoming POST requests that carry text data. Upon receiving
a request, the endpoint processes the input to extract specific text segments based on a trigger
word pattern. This pattern, represented by a regular expression, is designed to identify and isolate
segments of questions asked by the AI4MDE chatbot marked by a ”Qx” format, where ’x’ stands
for any number greater than or equal to 1. The reason only the questions are sent for speech
formation, is to maintain a chat-like interaction while incorporating complex tabular and/or visual
information. Converting the entire content to speech would be time-consuming and inefficient. The
regular expression starts with analysing the input text to find relevant questions, ensuring that
only the portions of text that match this pattern are selected for further processing. This method
ensures that speech generation focuses on contextually important information.

The extracted text segments are then passed to the gTTS (Google Text-to-Speech) library, which
is utilized to convert text into natural-sounding speech. The gTTS object processes the input text,
synthesizing it into speech and storing the output in an in-memory byte stream. This approach
enables efficient handling of the audio data without the need for intermediate file storage. Once the
speech synthesis is complete, the generated audio is prepared for streaming.

4.2.2 Data Flow

The Voice Input Processing stage initiates the interaction by capturing the user’s voice through
a microphone. This voice input is recorded as a .wav file, a standard format that preserves the
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quality and integrity of the audio. Once the audio is recorded, it is sent to the API as ’input audio’,
which then transmits it to the Speech-to-Text (STT) engine as ’temp.name’. In this case, the STT
engine used is the Whisper model. Whisper thoroughly processes the entire audio file by analyzing
the spoken words and transcribing them into text. It then sends the transcribed text back to the
API in the variable ’result’. The API then returns the transcription of the audio, which is stored
in a variable named ’transcript’. This is how the Speech to Text functionality works in the basic
integration, as shown in Figure 10.

Figure 10: Data Flow of the STT Functionality in the Basic Integration

In the extended integration, after receiving the transcription, the Text Processing and Response
Generation phase begins. The transcribed text is passed to the back-end, which utilizes sophisticated
Natural Language Processing (NLP) techniques to interpret the user’s input. This involves analyzing
the text, understanding its context, and determining the most appropriate response. The chatbot’s
Large Language Model (LLM) plays a central role here, generating responses that are contextually
relevant and coherent. These generated responses are then forwarded to an API, which further
processes the response for the Text to Speech functionality.

Upon arrival of the response as ’input text’, the API sends the corresponding sentences to the
Text-to-Speech (TTS) engine, specifically gTTS, as variable ’text’. The API is designed to recognize
specific questions within the generated text, particularly those marked with a ”Qx” format (where
’x’ denotes the question number greater and equal to one).
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After identifying the question in the variable ’questions’, the gTTS engine converts only the portion
of the text that starts with ”Qx” into speech, while the remainder of the text is excluded from
the audio file. The API then generates a .wav file containing the spoken version of the chatbot’s
response and saves it in ’metadata’ with the filename within the header.

Finally, during the Voice Output Processing stage, the .wav file generated by the TTS engine is
sent to the frontend of the system. This frontend component is responsible for delivering the audio
output to the user’s device, where it is played through the speakers. This completes the interaction
loop, allowing the user to hear the chatbot’s response in a natural, spoken format. The integration
of these processes ensures a smooth and dynamic user experience, where voice input is seamlessly
converted into text, processed, and then transformed back into speech for a truly interactive and
engaging conversation.
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5 Validation

In addition to the framework’s architecture, its robustness and credibility are equally important.
This section highlights the validation process, ensuring that the methodologies employed for assess-
ing the Whisper model’s transcription accuracy are both reliable and relevant. This involves defining
clear criteria for evaluation, ensuring that the data used is representative of real-world conditions,
and confirming that the results accurately reflect the model’s performance across different scenarios.

In this context, validation encompasses several key aspects: the selection of diverse and rep-
resentative participants, the consistency of recording conditions, and the precise benchmarking of
transcription accuracy. By addressing these elements, the goal is to provide a comprehensive and
unbiased assessment of the Whisper model’s capabilities and limitations.
Following this validation discussion, the experimental setup will be presented, detailing how data
was collected and processed, and describing the diversity of participants involved in the study. This
will be followed by a thorough benchmarking analysis to evaluate the Whisper model’s performance
based on the collected data.

5.1 Experimental set-up

In this study, we aimed to assess the performance of the Whisper model in transcribing voice
messages recorded by individuals with diverse backgrounds. To achieve this, participants were
instructed to record short voice messages in which they introduced themselves, described their
roles, and explained their requirements for elicitation.

Candidates are asked to discuss these topics because the initial questions posed by the extended
integration of the AI4MDE chatbot will be: ”Would you like to introduce yourself and your role
within the organization?”, following with ”Could you provide a brief summary of the project and
its main goal?” The most effective way to ensure that the engine can accurately understand the
responses to these questions is to test these questions. This is particularly important since these
are the first two questions asked, and it is crucial for the model to clearly understand their answers
to prevent any miscommunication throughout the conversation.

Participants were given specific guidelines to ensure consistency, each voice message should be
approximately 30-40 seconds long and include a brief personal introduction, role description, and
explanation of their project. Participants recorded their messages in various environments, including
both quiet rooms and settings with background noise. The study involved a diverse group of
participants, varying in age, gender, professional background, and accents. This diversity was
intentionally included to evaluate the Whisper model’s ability to handle different accents and
speaking styles. Voice messages were collected and securely stored, to protect participant privacy.
Each recording was then prepared for transcription by ensuring consistent audio quality and format.
Following collection, the voice messages were then input into the Whisper model for transcription.
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5.2 Candidates

The participants were selected to represent a broad range of demographics, including various accents,
regional dialects, and professional fields. This diversity was crucial for evaluating the Whisper
model’s accuracy across different speech patterns and backgrounds. Participants were asked to
describe their roles and the context. Their professional backgrounds varied from IT professionals to
academic researchers, which added to the richness of the data and the challenge for the transcription
model. The recordings were made under varying conditions, from controlled environments to more
casual settings. This variability was important for testing the model’s robustness and accuracy in
real-world scenarios.

5.3 Benchmark

To evaluate the Whisper model’s transcription accuracy, the output of the model was compared
with manually transcribed reference texts. Accuracy was measured using metrics such as Word
Error Rate (WER) and sentence-level accuracy. The transcription results were systematically
compared to the manually transcribed text. Inconsistencies were analyzed to determine patterns,
such as particular accents or recording conditions, that might affect performance. Cases in which
the Whisper model struggled with were documented, such as inaccuracies in transcribing certain
accents or background noise interference. These instances were examined to identify potential
limitations of the model. Results are presented in the table below, showing accuracy metrics across
different participant accents and recording conditions.

Figure 11: Whisper Transcription results of participants
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5.4 Discussion of the Results

The table presents data from five participants, each of whom submitted two audio recordings for
evaluation with answers to two questions, resulting in each test case being labeled with a number
in the format x.y. Here, x denotes the participant number (ranging from 1 to 5), and y indicates
whether it was their first or second audio submission. Notably, Participant 2 deviated slightly by
submitting a single audio file containing responses to both questions.

Several observations can be drawn from the data presented in the table. First, it is evident
that the model performs exceptionally well in scenarios where there is no background noise, with
accuracy percentages reaching 100% accuracy scores. This outcome is logical, as the absence of
noise disruption allows the model to focus solely on the spoken words, thereby enhancing its ability
to accurately transcribe the audio.

When examining accent recognition, the model shows a clear expertise in understanding Dutch/
American, and British accents. In contrast, it struggles somewhat with Dutch accents and South
Asian accents, with an exception on participant 4 who has a Dutch accent, and an accuracy of 100%
without background noice. The lowest accuracy rate, 93.1%, was observed in a test case involving
a participant with a South Asian accent accompanied by wind noise. This specific case’s lower
accuracy can be partly explained by the participant’s frequent use of work-related abbreviations,
such as ”FFA” which may not be well-represented in the model’s training data.

Another noteworthy observation is the model’s ability to automatically cleanse transcriptions
by omitting filler words like ”uh” and repeated words. This feature is particularly advantageous
for the requirement elicitation process, as it ensures that the transcribed text is clear and concise,
without unnecessary verbal clutter that can detract from the quality of the data collected.

In terms of transcription speed, there is a noticeable variation, with the fastest transcriptions being
completed in approximately 3 seconds and the slowest taking up to 10 seconds. This variation is
primarily influenced by the number of words spoken during the recordings. Although participants
generally spoke for 30-40 seconds, those who used a greater number of words experienced longer
transcription times. This suggests that the model’s processing time increases in direct proportion
to the complexity and length of the spoken input.

Lastly, it is important to highlight that the model’s performance was consistent across differ-
ent age groups and genders. This indicates that the model does not show any inherent biases related
to these demographic factors, validating its robustness and reliability in diverse user scenarios.
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6 Discussion and Limitation

In this section, the findings from the evaluation of the Text-to-Speech (TTS) and Speech-to-Text
(STT) models are analyzed, interpreted, and contextualized. This discussion aims to provide insights
into how the results reflect the effectiveness of different models and their implications for practical
applications. Additionally, it identifies potential avenues for future research and highlights any
limitations that may affect the validity of the findings.

6.1 Interpretation of Results

The development and integration of the API for the AI4MDE system highlighted Whisper and gTTS
as the most effective models for Speech-to-Text (STT) and Text-to-Speech (TTS) functionalities,
respectively. Whisper was chosen for its exceptional accuracy and robust performance, especially
in handling various accents and background noise, outperforming alternatives like SpeechBrain
and Vosk. gTTS was selected for its ability to generate clear and natural-sounding speech output
efficiently.

Integrating both STT and TTS models into a single API provides a centralized and flexible
interface, streamlining the transition between speech and text processing tasks. This design not
only simplifies the system’s operation but also enhances its maintainability and scalability. Future
upgrades or replacements of the STT or TTS engines can be easily managed within the API without
requiring significant changes to the core program. This approach ensures continuous improvement in
performance and functionality, making the system adaptable to evolving technological advancements
and user needs.

6.2 Future Work

Future research should first evaluate the performance of the API’s integration with the AI4MDE
Chatbot after its launch. This assessment will provide valuable insights into how well the Audio
API functions in real-world scenarios and its effectiveness in enhancing the chatbot’s capabilities.
Following this, exploring the integration of OpenAI’s TTS model is recommended to potentially
enhance the quality of the generated speech outputs.

Additionally, the exploration of new Speech-to-Text (STT) models, such as aiOla, should be
considered. Given aiOla’s reported 50% faster performance compared to Whisper, its effectiveness
and suitability in various contexts warrant thorough investigation. And lastly, expanding the
model to support multiple languages and automatically transcribing requirements to English would
significantly improve the efficiency of the requirements elicitation process through speech. These
steps will help refine the technology and enhance its applicability in diverse scenarios.

6.3 Threats to Validity

The validity of the research findings may be influenced by the experimental setup, which involved
running models through Python in PyCharm on a local computer and using m4a and mp3 file
formats. Variations in file types or computing environments could impact model performance,
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suggesting that the results might differ with alternative configurations or formats. Future studies
should consider testing the models under different conditions to validate their robustness.
The implementation of SpeechBrain involved using its local GitHub repository, which may not
represent the most efficient approach. The complexity of SpeechBrain’s implementation may have
affected its speed and performance. Investigating alternative methods for implementing SpeechBrain
could provide insights into improving its efficiency and overall functionality.
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7 Conclusion

The integration of Large Language Models (LLMs) and speech functions into requirements elicitation
software offers a promising avenue for enhancing both the efficiency and user experience of such
tools. This conclusion provides an overview of how these technologies can be seamlessly integrated
into the software, the perceived benefits and challenges, and suggestions for future research to
further refine these innovations.

7.1 Integration Speech Functionalities

Integrating Speech Functionalities into requirements elicitation software involves employing models
that can convert spoken language into text (speech-to-text, STT) and generate spoken responses
from text (text-to-speech, TTS). This integration enhances user interaction by enabling more natural
and intuitive communication. In the study, Whisper emerged as the most effective Speech-to-Text
model, noted for its accuracy and ability to manage various accents and background noise. For the
Text-to-speech functionality, gTTS was selected due to its superior implementation results and
natural-sounding speech output. All of these functionalities are centralized within a unified Audio
API, streamlining the process and providing a seamless interface for managing both STT and TTS
operations.

7.2 Research Objectives and Findings

To address the research objectives, several aspects of integrating AI-driven speech functionalities
into requirements elicitation software were explored. The first objective, ”What are the best practices
for designing an API within the requirements elicitation software to communicate with AI-based
speech functionalities?” was addressed in Chapter 4.1. It was found that creating a centralized
Audio API to integrate Speech-to-Text (STT) and Text-to-Speech (TTS) functionalities streamlined
access and simplified development. This approach reduces complexity, allows for future flexibility
by making it easier to update or replace underlying engines without significant changes to the core
system, gives the possibilities to add triggering words for both the STT and TTS functionality, and
can be integrated with all other AI4MDE APIs.

The second objective, ”What are the advantages and limitations of continuous flow versus batch
processing for speech functionalities?” is discussed in Chapter 4.1. where is said that continuous
flow provides real-time transcription, which can enhance immediate interaction and allows for
quick adjustments to spoken input. However, it can face challenges such as potential interruptions,
processing delays, and user distraction if they focus on reading their own transcription. On the
other hand, batch processing, which displays the transcription only after the user has finished
recording, is efficient for managing larger volumes of text and avoids the need for constant updates.
However, it may delay feedback and reduce interactivity, potentially frustrating users if they are
unable to make immediate corrections or adjustments after recording a lengthy response.

For the third objective, ”How can AI-Driven Speech Functionalities effectively be used in a re-
quirement elicitation process where chat-like interaction needs to be combined with complex tabular
and/or visual information?” was addressed in Chapter 4.2. The API was designed to send specific
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questions marked with a ”Qx” format to the gTTS engine for text-to-speech conversion, maintaining
a chat-like interaction while handling complex content efficiently. This approach ensures that the
system remains adaptable and effective in integrating speech with detailed information, and it
selectively provides responses that are most beneficial for the user to hear.

Finally, the fourth objective, ”How can the accuracy of speech models be effectively measured
and which metrics are most relevant for assessing performance?” was examined in Chapter 5.3. The
Whisper model’s accuracy was evaluated by comparing its transcription output to the actual words
that have been said using metrics such as Word Error Rate (WER) and sentence-level accuracy.
Discrepancies related to accents and recording conditions were analyzed to identify performance
limitations.

7.3 Benefits and Challenges

Integrating Speech-to-Text (STT) and Text-to-Speech (TTS) models into requirements elicitation
software offers several notable benefits. Primarily, the integration enhances the user experience
by enabling speech-based interaction, which makes the elicitation process more engaging and
accessible, particularly for users who may find typing inconvenient. Additionally, the use of gTTS
for text-to-speech conversion provides clear and rapid speech output, thereby improving the overall
efficiency of the system.

However, there are also significant challenges associated with this integration. One major challenge
is language limitations, while Whisper performs well with familiar English accents, its accuracy may
diminish with less common accents or in noisy environments, and it is limited to understanding only
English. Another challenge is related to the extensive text responses generated by large language
models (LLMs) such as ChatGPT. Transcribing entire responses into speech is often impractical,
this means that only part of the response is spoken aloud, while the rest has to be read by the user.

By addressing these considerations and focusing on the proposed research areas, future work
can further refine and enhance the integration of LLMs and speech functions in requirements
elicitation software.
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