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Ensemble Methods of Malicious Domain Detection

using Whois Features and DNS Data Analysis

Abstract

Cybercrimes involving the use of domains are a prevalent issue, and exten-

sive research has been conducted on the detection of malicious domains. This

research first examines the datasets utilized by previous studies and concludes

that the common practice of using well-known domain lists, such as Alexa Top N

domains, as the ground truth of benign domains is not a good idea because of the

bais introduced by the significant differences in the DNS features of well-known

domains and less-known newly registered domains. To develop a system capable

of detecting malicious domains, even at the early stages of malicious activities, the

datasets used in this research comprise newly registered domains with only easy-

to-retrieve and publicly available information. The low detection rate in domains

in under-represented categories has always been an issue with existing research.

We propose an ensemble system to learn category-specific patterns of each type

of domain name using different base learners. Thanks to the ensemble approach

of malicious domain detection, a higher overall detection accuracy of 0.969 can

be achieved compared to a detection system that consists of a single model.
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1 Introduction

Among the rising cybersecurity threats, malicious domains created by cybercriminals
play a crucial role by hosting fraudulent websites and facilitating malicious activities
including command and control operations, phishing, and spear-phishing. Protecting
against such domains is vital for safeguarding sensitive information, preventing finan-
cial losses, and preserving organizational reputation. Despite the continuous progress
in detecting these attacks in general, many alarming problems remain open, such
as the weak spot in detecting attacks conducted especially in less commonly spoken
languages and in under-represented categories of malicious domains.

1.1 Motivation

Filter lists are commonly used tools that are used for blocking access to known harmful
domains or IP addresses that can host malware or exploit kits. URLhaus, Threatfox,
and Phishtank are a few of the most famous ones. They are created through crowd-
sourcing, where people collaborate to identify and generate rules for blocking malicious
content.

However, non-English-speaking web users, especially those in languages with fewer
speakers or less affluent users, have limited and less well-maintained options for con-
tent blocking by the nature of crowd-sourced blocking lists, leading to degraded web
experiences and exposure to web maladies that filter lists aim to fix [1].

In the meantime, statistics show there are over 360 million registered domain names
[2]. The sheer number of domains on the internet is vast, making it difficult to manually
examine each one for malicious activity. This scale makes it impractical to rely solely
on human efforts to identify and categorize malicious domains.

1.2 Problem statement

Given that existing detection engines have limitations in terms of accuracy, and robust-
ness, and often rely on manual labeling or signature-based methods that cannot keep
up with the rapidly evolving threat landscape, the key problem that this research aims
to solve is:

• the difficulty of accurately detecting malicious domains in under-represented
categories using solely easy-to-retrieve and public information

To solve this problem, the proposed methods leverage the power of ensemble mod-
els and natural language processing techniques to model the complex relationships
among DNS and Whois features in and between clusters of domain names used for dif-
ferent purposes. The detection system collects and analyzes various types of DNS and
Whois data, constructs an NLP model to cluster domain names, and uses ensemble
neural networks to estimate the likelihood of a domain being malicious. The mali-
cious domain classifier has been validated with experiments over real-world DNS and
Whois information of newly registered domains and has shown superior performance
in especially categories of domains that make the minor proportions in real-life data.
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1.3 Contributions

Instead of fighting against malicious cyber activities in a traditional way of putting
numerous computational resources and human effort into scanning and analyzing
domain names after malicious cyber activities have already taken place, this paper
proposed a method that is specialized in:

1. detecting malicious domains in the early stage of malicious activities, and
2. performing well even in detecting the under-represented categories of domains in

the training dataset.

1.4 Structure of the paper

The rest of the paper is structured as follows: Section 2 introduces the fundamen-
tal concepts in this research. Section 3 discusses the previous work on the topics of
malicious domain detection, and concludes the issues with existing research. Section 4
presents the dataset used for model training and testing as well as the data prepara-
tion steps taken to generate the datasets. Section 5 introduces our proposed methods
of malicious domain detection and provides reasoning on why we built the system like
this. Section 6 describes the experimental setup and results. Section 7 discusses the
performance of the proposed ensemble system. Section 8 summarizes the thesis, and
outlines the future work directions.
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2 Preliminaries

2.1 Malicious and benign domains

The classification of domains into malicious and benign categories is essential for
analyzing and identifying potential threats in the digital landscape. In this research,
malicious domains refer to domain names that are associated with malicious activ-
ities aimed at compromising the security of Internet users. They are typically created
and utilized by threat actors with the intention of deceiving users, exploiting vulner-
abilities, and compromising their systems, or stealing sensitive information. On the
other hand, benign domains are considered safe and trustworthy. They are asso-
ciated with legitimate websites, businesses, organizations, or individuals who adhere
to ethical practices and do not engage in any form of cybercrime. Benign domains
have a relatively low chance of being misreported as malicious domains while mali-
cious domain names are very likely to appear in phishing activity databases such as
PhishTank [3] and URLhaus [4].

2.2 Whois protocol

The Whois protocol was originally designed to allow users to retrieve information
about registered domain names, IP addresses, and other network resources. Three fea-
tures of the Whois protocol add extra effort to exploiting Whois data for identifying
malicious domains. First, the protocol does not define a specific format for the con-
tents of the response due to historical reasons that there was an expectation that the
information returned would be in a human-readable format when the protocol was
developed [5]. Second, the Whois data ultimately comes from multiple sources called
”registrars” and ”registries” which makes the entries, format, and even languages of the
Whois query output between ”registrars” and ”registries” varying and ever-changing
[6]. For instance, an upgrade of the Whois server could lead to a different format of
query results. That being said, there is no way to know all possible output formats
from a Whois query. Therefore, the collected ”raw Whois data” should be parsed in a
way before we can exploit the information in each entry to predict if a domain is mali-
cious. Whois features that could be used to build the malicious classifier are displayed
in Table 1.
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Table 1: The name, type, and description of each Whois feature. The ”Data Type”
Column shows the content and type of corresponding data. Detailed description
regarding each feature is given in the ”Description” Column.

Feature Data Type Description

Region Including:
Country, State,
City. Unstruc-
tured, Natural
language data.

Domain holders are obligated to provide address
information by registrars when registering a domain.
The provided information is the data source of
Whois servers. Note that domain holders are free
to decide the format of the input [7]. It means
when referring to the United States of America,
the information provided by domain holders could
be all variants of the country name including US,
USA, United States, the United States of America,
and more. Besides, the address information could
be redacted for privacy [7] by registrars upon the
request of domain holders’ requests. It is also worth
noting that domain holders may also provide false
information, so the address information may not be
true.

Registrars
/ Reg-
istries

Integer data
after being
assigned with
IANA Number.

Registrar refers to the company or organization
that an individual or entity uses to register a
domain name. It acts as an intermediary between
domain registrants (owners) and the domain registry
which facilitates the registration process, manages
the domain settings, and handles administrative
tasks related to the domain name. A registry is the
authoritative entity responsible for managing the
top-level domain (TLD) extensions, such as ”.com,”
”.org,” ”.net,” etc. The registry maintains the cen-
tral database of domain names within the TLD and
controls the distribution and management of these
domain names to accredited registrars. The ”Regis-
trars/Registries” field in a WHOIS query response
typically lists the names and contact information of
the domain registrar and the domain registry associ-
ated with the queried domain name. Some registrars
offer domain drop catching which also referred to as
domain sniping, involves the act of swiftly register-
ing a domain name immediately after its registration
has expired.

Continued on next page
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Feature Data Type Description

Domain
Status

Text data with
limited number
of status.

In a WHOIS query response, the ”Domain Status”
field provides information about the current status
of the domain name within the Domain Name Sys-
tem (DNS). This field indicates whether the domain
is active, pending, expired, or undergoing any other
specific state that might affect its functionality or
availability. Each domain status is typically repre-
sented by a code or keyword that conveys a specific
meaning.

DNSSEC
Status

Text data with
limited number
of status.

DNSSEC stands for ”Domain Name System Security
Extensions.” It is a suite of cryptographic proto-
cols and security extensions designed to enhance the
security of the Domain Name System (DNS).

Time Including: Cre-
ation, Expira-
tion, Modifac-
tion time. Time
data. Cyclical
data.

This field of the query results provides information
about the specific dates and times associated with
the creation and expiration of a domain name regis-
tration. It offers essential details about the lifecycle
of the domain, showing when the domain was ini-
tially registered, when its registration is set to expire
and more.

2.3 DNS records

The Domain Name System (DNS) is a crucial component of the internet infrastructure
that translates domain names into IP addresses, allowing users to access websites and
other online resources. DNS records are the data stored in DNS servers, containing
information about domain names, such as IP addresses, mail server addresses, and
other important details.

DNS data, especially, DNS records, is a valuable data source for extracting infor-
mative features for malicious domain analysis. They are publicly accessible and not
protected by privacy regulations, allowing researchers to extract information without
constraints. DNS records contain patterns that help identify malicious domains, such
as ownership details or known malicious activities. DNS records are easy to retrieve
and analyze using available tools and APIs. Additionally, they provide rich contextual
information like record changes and multiple records for a single domain, aiding in the
detection of malicious intent.

DNS records that may be related to malicious activity detection are shown in Table
2.
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Table 2: Description of DNS Record Types for Malicious Domain Analysis.

Record Type Description

A/AAAA Maps a domain name to an IPv4/IPv6 address, allowing identification of the
server hosting the domain and potential malicious IP addresses.

CNAME Creates an alias for a domain, allowing malicious actors to redirect traffic and
hide their activities by pointing to different domains.

NS Specifies the authoritative DNS server for a domain, assisting in identifying the
infrastructure associated with malicious domains.

TXT Stores text-based information, often used for domain ownership verification,
security policies, and signatures of known malicious activities.

SRV Specifies the location of a service within a domain, providing insights into poten-
tial malicious service configurations.

PTR Performs a reverse DNS lookup, mapping an IP address to a domain name,
assisting in identifying the domains associated with malicious IP addresses.

MX Specifies the mail server responsible for handling emails for a domain, aiding
in the detection of malicious email activities.

SOA Stores information about the start of authority for a domain, including details
such as the primary DNS server and contact information, potentially revealing
malicious infrastructure.

AXFR Allows zone transfers between DNS servers, which can be exploited by attackers
to gather information about a domain’s DNS configuration.

CAA Specifies which certificate authorities (CAs) are authorized to issue certificates
for a domain, helping prevent malicious certificate issuance.

2.4 Malware URL Databases

URLhaus [4], known for its focus on malware distribution, provided insights into
whether the domains were associated with any malicious activities. Phishtank [3], on
the other hand, specializes in detecting and reporting phishing websites, offering valu-
able information on potential threats related to the domains. These two databases are
a good data source for domain name labeling.

2.5 Language models

BERT (Bidirectional Encoder Representations from Transformers) [8] is a pre-trained
language model developed by Google that is widely used for natural language pro-
cessing tasks such as question answering and sentiment analysis. Multilingual BERT
(M-BERT) is a variation of BERT that has a robust ability to generalize texts cross-
lingually. It is pre-trained on a large corpus of unannotated text from 104 different
languages to learn a shared multilingual representation of language [9]. This model can
be fine-tuned for specific tasks in different languages, allowing for effective transfer of
information across languages.

2.6 Classifiers

• MLP (Multilayer Perceptron)
The Multilayer Perceptron [10] is a type of artificial neural network (ANN) that
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consists of multiple layers of interconnected nodes called neurons and can effectively
handle complex patterns and non-linear relationships.

• Decision Trees
Decision Trees are a popular machine learning algorithm used for both classification
and regression tasks [11]. They recursively partition the data based on different
features to create a tree-like model. Each internal node represents a feature, and
each leaf node represents a class or a value. Decision trees offer interpretability and
the ability to handle categorical and numerical features. They can efficiently split
data such as domain names based on Whois and DNS features.

• XGBoost
XGBoost (Extreme Gradient Boosting) [12] is an ensemble learning algorithm that
combines the power of decision trees with gradient boosting. It can handle a large
number of features and effectively capture complex relationships and interactions.

• TabNet
TabNet [13] is a deep learning model specifically designed for tabular data analysis.
It excels in handling structured data. TabNet’s ability to learn feature interactions
and select relevant features through a sparse attention mechanism makes it suitable
for detecting malicious domains based on structured Whois and DNS datasets.

2.7 Ensemble learning

Ensemble learning [14] is a machine learning technique that combines the predictions
of multiple individual models (known as base models or weak learners) to make more
accurate and robust predictions. The idea behind ensemble learning is that by aggre-
gating the predictions of multiple models, the weaknesses and errors of individual
models can be mitigated, leading to improved overall performance.

When it comes to detecting malicious domains, ensemble learning can be effective,
especially when considering domain names associated with similar topics that exhibit
similarity in terms of Whois and DNS features. In the meanwhile, domain names used
for different purpose introduce noise or outliers that might impact the performance of
a detection model because the difference in different types of domain names. Ensemble
learning helps mitigate the effect of such noise or outliers by combining the predic-
tions of multiple models, reducing the impact of individual model errors. By using an
ensemble of models, each trained on different subsets of the data, the ensemble can
capture a broader range of patterns and increase the chances of accurately detecting
malicious domains.
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3 Related work

The field of malicious domain detection has seen significant advancements in recent
years. Prominent categories of approaches include rule-based detection, machine
learning-based detection, and the combinations of these two [15]. While rule-based
methods rely on human expertise to identify patterns and characteristics of mali-
cious domains, machine learning-based methods leverage computational algorithms to
detect malicious domains without requiring extensive pre-defined rules. Additionally,
researchers have recognized the importance of addressing challenges in deploying mali-
cious domain detection technologies in real-life scenarios. One such challenge pertains
to the selection of a representative benign dataset for training and testing models. It
is crucial to ensure that the dataset accurately represents legitimate domains while
avoiding potential biases or vulnerabilities. Furthermore, the availability and accessi-
bility of data is also important. Obtaining hard-to-retrieve data, such as passive DNS
datasets, may limit the scalability of the detection methods. Utilizing publicly avail-
able information for training models while reducing the reliance on hard-to-retrieve
data is the way out of this situation.

• Rule-based Malicious Domain Detection
Early research uses human expertise to identify patterns and characteristics of
malicious domains and then uses this knowledge to detect new malicious domains
[16]. It’s observed that malicious domains belonging to one malware family tend to
be queried simultaneously, and by measuring the degree of co-occurrences between
known malicious and unknown domains, it is possible to detect new malicious
domains [17, 18]. These observations can be used to develop rules or thresholds
for identifying malicious domains based on their DNS query patterns. Note that
adversaries have the ability to adjust their actions over time which may lead to a
decline in the detection capabilities of these methods. Consequently, knowledge-
based methods become outdated as attackers refine their techniques. Also, the
development and upkeep of knowledge-based methods often demand a substantial
amount of human expertise and effort, making it a resource-intensive endeavor [15].

• Machine Learning-based Malicious Domain Detection
Machine learning-based detection methods do not require extensive knowledge of
patterns of malicious domains and are able to evolve to adapt to new techniques
thus are the current most popular methods [15].
Clustering and classification are two main approaches of machine learning-based
malicious domain detection.
Deepdom [19] is a cutting-edge clustering-based detection method achieving a high
accuracy of 0.9791. It clusters domains that may involved in malicious activities
with a heterogeneous information network and a spatial-based graph convolutional
network (GCN) method called SHetGCN. They collect DNS-related data, construct
a HIN to model the DNS scene, extract meta-paths to demonstrate associations
among domains and use SHetGCN to estimate whether a domain is benign or not.
However, its association-based approach makes it hard to detect new types of mali-
cious domains. Moreover, this method relies on passive DNS datasets which are not
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easily accessible so more difficult to deploy in real-life applications. Similar research
[20, 21] relying on hard-to-retrieve data like passive DNS datasets, DNS traffic
among top-level-domain servers also suffer for the same reasons.
Instead of using private data for training clustering models, the content of a domain
like the lexical features of malicious URLs and the content of the webpage are also
useful features for malicious domain detection [22]. This method proposed by Saleem
Raja et al. utilizes the text information to detect malicious activities and successfully
reduces the computational overhead by using unsupervised learning models and still
yields high accuracy in detecting malicious domains, the detecting targets of these
systems are limited to mostly phishing domains which do have webpages.
These methods usually take features of a domain that are obtained from DNS
query, Whois data, and more as input. The lists of domain names that are used
for training and testing are therefore critical for the performance of the classifier.
Those lists are often obtained either by researchers from personal knowledge or
crowd-sourcing [23] which both show unreliability to some extent [24].

• Issues in creating test dataset using well-known domain names lists
Combosquatting is a specific type of domain squatting in which attackers register
domains that combine a popular trademark with one or more phrases [25]. While
most research uses Alex Top List to make their list of domains for model training or
testing, as study [25] suggested, well-known domains, especially those in the Alexa
Top list may not be appropriate candidates for malicious domain analysis datasets
because of combo-squatting. Creating test datasets for training a model would lead
to low detection accuracy, especially in this spectrum of malicious activities.

• Issues with training model with hard-to-retrieve data
A possible workaround for solving the issues of testing models with well-known
domain names is making a domain list for model training based on collected real-
life DNS queries received by DNS servers [19, 26]. However, DNS traffic logs of a
DNS server can contain personal data, such as IP addresses, which are considered
personal identifiers and subject to GDPR’s privacy regulations [27]. Therefore, it
couldn’t be considered a universal solution since DNS logs data are hard to retrieve,
especially in the EU region.

The field of malicious domain detection has witnessed significant progress encom-
passing rule-based, machine learning-based, and hybrid methods. In the meantime,
most of the existing solutions still face issues with data retrieval, privacy regulations,
and low detection rates in certain classes of domains. Our proposed method priori-
tizes publicly available data for training, sidestepping data retrieval issues and privacy
concerns, aiming to enhance the accuracy of detecting malicious domains in under-
represented categories. A more in-depth overview of the related work can be found in
[28–30].
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4 Datasets

One major goal of this research is to build a system specialized in detecting and even
predicting potential malicious activities in the very early stage. Thus, in this research,
the criteria for data used for training and testing the models are refined as:

1. must be public information that is not under privacy protection regulations, con-
tains malicious patterns, and can be easily retrieved at any stage of the life cycle
of a malicious domain.

2. preferred to be newly registered domains that are collected as inclusively as possible.

The following subsections will introduce which and how data was collected and
processed in detail.

4.1 Dataset

Whois information and DNS records are valuable for analyzing malicious domains as
they provide crucial details about the domain owner, registration history, and asso-
ciated infrastructure. This data helps with validating the legitimacy of a domain,
identifying patterns of malicious behavior, and tracking the activities of potential
threat actors. By analyzing Whois and DNS records, security professionals can gain
insights into the reputation, history, and potential threats associated with a domain,
enabling them to take appropriate actions to protect users and strengthen cybersecu-
rity measures. And, importantly, both are public, non-confidential, and can be easily
retrieved using open-source tools.

To build the domain list that is used to collect DNS/Whois information based on,
this research mainly focuses on domains with .com as TLD and especially includes
newly registered domains that have been created a month or so since the experiments
were conducted.

Shallalist webpage [31] is an enhanced dataset based on a widely used and com-
prehensive blacklist, Shallalist, for web filtering purposes. This dataset was originally
designed to help organizations and individuals enforce internet usage policies and
maintain a safe browsing environment by providing information to block or restrict
access to these specific categories of websites. Besides human-curated categorized data
on various types of websites (such as adult content, gambling, drugs, violence, and
more), it also includes crawled HTML webpage data for each domain name which is
an excellent data source for training an NLP-based domain category classifier.

URLhaus and Phishtank were used to label the newly registered domain list into
malicious and benign categories. The list of domains was cross-referenced with the
extensive databases of both tools to determine their categorizations. By combining
the information provided by URLhaus and Phishtank, the domains were accurately
labeled as either malicious or benign which ensured an accurate evaluation of the
newly registered domains.

The dataset used in the research is displayed in Table 3.
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Table 3: Data that are used in the research.

Data Source Count Benign-Malicious Ratio

newly registered .com domains created

between 01/04/2023 and 30/04/2023
3,099,614 5047.23 : 1

Alexa Top 500 domains 500 +∞

Shallalist Webpage 837,070 Unknown

Figure 1 presents data preprocessing pipelines that show the steps taken to prepare
datasets for detection model training and testing. First, domain names will be labeled
as either malicious or benign domains based on malware URL databases. Second,
collected data will be coded with encoders after which rebalancing strategies will be
applied to the data to yield a more balanced dataset. Categories of Shallalist datasets
will be reduced to an amount that is suitable and feasible for model training with
limited computational recourses. The following subsections will discuss how and why
data are processed in each step.

Fig. 1: Data preprocessing pipelines.

Collected Raw DNS
and Whois Data Encoded data

one-hot
encoder

missing
values

Imputation

Rebalanced data

upsampling and
downsampling

Shallalist datasets

merging categories
Shallalist datasets

with reduced
categories

Cyclic
encoder

malware URL
databases

Labeled Data

4.1.1 Skewed dataset

Working with imbalanced datasets can lead to biased models that prioritize the major-
ity class, resulting in poor performance when it comes to detecting the minority class.
In our case, the vast majority of domains are benign, making it difficult for the model
to learn and identify malicious domains effectively. Therefore, it is crucial to imple-
ment appropriate preprocessing techniques to mitigate this class imbalance. Several
preprocessing strategies can be employed to tackle the class imbalance in the dataset.
These strategies aim to either oversample the minority class (malicious domains) or
undersample the majority class (benign domains). The most commonly used strategies
include [32]:
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• Random Undersampling: This technique involves randomly removing instances
from the majority class to achieve a more balanced dataset. However, it comes with
a risk of losing important information present in the majority class, potentially
leading to decreased overall performance.

• Random Oversampling: In this technique, additional instances are randomly
duplicated from the minority class to match the number of instances in the majority
class. While oversampling can help in addressing the class imbalance by provid-
ing more samples for the minority class, it also runs the risk of overfitting and
introducing redundant information.

• Adaptive Downsampling: This strategy involves intelligently selecting instances
from the majority class based on specific criteria or algorithms. It aims to retain rep-
resentative instances while reducing the number of majority-class samples. Adaptive
downsampling helps mitigate the risk of losing crucial information while addressing
the class imbalance.

• Adaptive Upsampling: This technique focuses on generating synthetic instances
for the minority class rather than duplicating existing instances. It employs algo-
rithms such as SMOTE (Synthetic Minority Over-sampling Technique) to create
new instances that are similar to the existing minority class samples. Adap-
tive upsampling helps in increasing the diversity of the minority class without
introducing redundancy.

Considering the number of domain names is as large as 3 million, datasets that pro-
vides a sufficient representation of both malicious and benign domains are made by
combining both downsampling and upsampling strategies.

To ensure the fairness of the testing dataset, it is crucial to properly separate the
original dataset into two different groups before applying any up or down sampling
techniques. This separation is done prior to any modifications to the dataset to avoid
introducing bias in the testing process. By separating the original dataset into a train-
ing group and a testing group beforehand, we can ensure that the testing dataset
remains representative of the original distribution. Any modifications or preprocessing
steps are only applied to the training dataset. This ensures that the testing dataset
is independent and unbiased, allowing for a fair evaluation of the trained model’s
performance.

Note that the primary objective is to create a more balanced distribution of data
between the classes. However, achieving an exact balance is not always necessary or
even desirable. Having an equal number of data points for each category can lead to a
loss of information and can introduce bias in the model. We strike a balance between
providing enough data for the minority class to improve its representation, while still
maintaining the overall distribution of the original dataset.

Therefore, after the rebalance of datasets, the training dataset includes 54,958
malicious records and 193,697 benign records while the testing dataset includes 84
malicious records and 534 benign records.
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4.1.2 Excessive number of categories

Shallalist Webpage category domains into 74 classes which is an excessive number for
making an ensemble system. To reduce the number of classes, categories are merged
into larger and more general categories. We consider similarities and overlaps between
the categories to ensure that the merged categories still capture the essence of the
original categories. The distribution of different categories in the dataset after the
merge is shown in Table 4.

Table 4: Distribution of domain
names in each category in Shallalist

Category Counts Proportion

miscellaneous 385,786 46.1%

socialmedia 315,487 37.7%

sexuality 83,714 10.0%

finance 28,982 3.5%

technology 23,101 2.7%

4.2 Whois data

All of the Whois data listed in Section 2.2 are collected for detection model training
and testing. Collected Whois query results are parsed in a way that the most common
fields in the results are extracted to make a uniform Whois database. Considering
not all Whois query results contain information regarding every predefined feature,
missing data are marked and categorized into a new class.
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4.3 DNS records

All of the 11 types of DNS records mentioned in Section 2.3 are collected for detection
model training and testing. A huge difference in the number of records of domain
names can be noticed in the Alexa Top 10000 domains (benign domains), legit newly
registered ”.com” domains. In the meantime, much less difference between legit and
malicious newly registered ”.com” domains was observed. As Figure 2 shows, a large
proportion (97%) of domain names in the group of well-known domains (Alexa Top
500) have more than 20 records in total while both groups of newly registered domains
show more even distributions in the number of records. It indicates that training and
testing a detection model using well-known domains as the ground truth of benign
domains may lead to biased results.

Fig. 2: Distributions of added-up numbers of DNS records. Each color in the chart
indicates a range of added-up numbers of DNS records in each domain name group.
The numbers shown on each bar refer to the proportion of the range on the scale of
100 in the group.
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5 Methodology

Figure 3 illustrates the system of ensemble malicious domain classifiers, which consists
of a data collector, category labeler, malicious domain classifiers, and an ensem-
ble structure. Firstly, the Whois and DNS features of the domains on lists are
obtained from dedicated Whois servers and Name servers respectively after which
these data undergo preprocessing to ensure a consistent structure before being stored
in a database. An NLP domain name category labeler is then used for labeling the
domains on lists into predefined classes. When the Whois and DNS features dataset
with category labels is ready, each base learner is trained with corresponding adaptive
downsampled and upsampled datasets to learn the relevant information and pattern
of the class. Overall, the ensemble methods are made up of two classifiers that first
classify the target domain name into a class and then make a prediction using the
ensemble malicious domain detection model in a voting manner. The following sections
will give explanations of each component in the system in detail.

Fig. 3: System architecture of the ensemble malicious domain detection method
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5.1 Data collecting and preprocessing

Whois features listed in Table 1 and DNS features listed in Table 2 are collected from
Whois servers and name servers separately. Before collected Whois and DNS data are
stored in the database, they need to go through a data preprocessing pipeline.

The first step is to imputing missing values for categorical variables by assigning
a new category value ”missing”. This way missingness is explicitly accounted for,
preventing any unintended bias or distortion in subsequent analyses.
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Then most Whois and DNS features are encoded with a one-hot encoder to repre-
sent categorical variables. During the process, each categorical feature is transformed
into a binary vector representation. This encoding technique converts each unique
value in the WHOIS features into a separate binary feature. For example, a WHOIS
feature that has three unique values (A, B, C) will be transformed into three binary
features (is A, is B, is C). If a particular sample has a specific value for a WHOIS fea-
ture, the corresponding binary feature is set to 1, indicating its presence. Conversely,
if the sample does not have that value, the binary feature is set to 0. This encoding
approach ensures that the WHOIS features are represented in a format that can be
effectively utilized by machine learning algorithms.

When it comes to encoding time features, a cyclical encoding approach is used
to preserve the cyclic nature of this feature. The time variables (time, day, month,
year) are transformed into two new features - sine and cosine transformations of the
time variable. These two features will have values between -1 and 1, representing the
cyclical nature of time, and are computed as:

Encoded Time sin = sin

(

2π × Time Feature

Max Value of Time Feature

)

Encoded Time cos = cos

(

2π × Time Feature

Max Value of Time Feature

)

where ”Time Feature” represents the original time value, and
”Max Value of Time Feature” represents the maximum value of the time feature.
The resulting ”Encoded Time sin” and ”Encoded Time cos” variables are used as
features in the classifier training.

5.2 Category labeler

The task of the category labeler is to classify domain names into 6 predefined classes so
that each base learner of ensemble malicious domain detection models can be trained
and tuned with corresponding adaptive sampled datasets as aforementioned in section
4.1.2. It is a super challenging task for several reasons:

1. While domain names are a good source of data that can be used for domain classifi-
cation analysis, domain names themselves can be highly ambiguous, with multiple
possible interpretations. For example, a domain name like ”applestore.com” could
refer to an online store selling apple products or a website dedicated to apple
farming.

2. A domain name could consist of either multiple or single words in one single lan-
guage, multiple languages or even non-human language at all, which adds extra
complexity to the architecture of the classifier.

3. As a necessary step of domain name feature engineering, word segmentation is a
hard task when dealing with certain languages. A domain name like ”donga.com”
could be segmented into either ”don”, ”ga”, ”.com” (could be interpreted as a ”dry
valley” in Japanese), ”do”, ”nga”, ”.com” (refers to ”many crows” in Cantonese)
or ”dong”, ”a”, ”.com” (means ”east Asia” in Korean).
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Overall, this ambiguity complicates the classification task, as the classifier needs to
identify categories based on very limited information. Category labeler solves the issues
with sophisticated feature engineering strategies and cutting-edge NLP models.

Two textual features of a domain name are used for building a category labeler:

1. Domain Name: It often provides valuable insights into the nature and purpose of
a website. This feature may contain keywords or phrases that indicate the content or
industry associated with the domain. For example, a domain name includes words
like ”mitsubishi,” ”tesla,” or ”motor” can provide strong hints that the domain is
associated with automobiles. By considering the domain name, we can leverage this
valuable information to make accurate categorization decisions.

2. HTML content: The HTML content of a website can offer further context and
clues about its category. The HTML structure, meta tags, page titles, headings,
and textual content within the web pages can contain relevant keywords, descrip-
tions, or specific terms that indicate the website’s purpose or content focus. Even
if the existence of HTML content of a domain name itself also delivers informative
signals regarding the purpose of the domain name is used for. Besides, the feature
is relatively easy to retrieve from a given domain.

As shown in Figure 3, domain names and HTML content are first tokenized using a
multilingual BERT tokenizer. In the stage of data preprocessing, words are broken
down into smaller subwords using WordPiece [33] techniques to make handling a wide
range of languages possible and improve the model’s ability to capture morphological
variations. Next, the multilingual BERT is fine-tuned with Shallalist datasets to learn
domain category-specific patterns and nuances.

5.3 Malicious Domain Classifiers

After domain names are labeled with their classes as discussed in Section 5.1, the
Whois and DNS features database is further adaptively upsampled to yield new 6
different datasets in which domain names associated with each domain category make
a higher proportion. The malicious domain classifiers which are later used as base
learners of the ensemble model are trained with the tokenized features in different
datasets separately to learn special patterns in different categories. Four commonly
used classification models that are mentioned in 2.6 are trained, tested, and compared
with each other to identify the most suitable model for the task.

5.4 Ensemble methods

The ensemble model is responsible for making predictions about the maliciousness of
a given domain name based on the the predictions of base learner and the label of the
domain name.

When a new domain name is inputted, it first goes through the classifying clas-
sifier. This classifier evaluates the domain name using the learned information and
patterns and assigns it to a specific class as described in Section 5.2. The output of the
classifying classifier is the predicted class label for the domain name. Next, the ensem-
ble malicious domain detection model comes into play. It makes predictions based
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on the outputs of the domain category-specific base learners to achieve higher accu-
racy and robustness in identifying a wide range of malicious domains. Specifically, the
base learner with a matched category label to the targeted domain name is assigned
a weight of 1, and the rest of base learners are assigned a weight of 0 when making a
prediction.
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6 Experiments

This section focuses on evaluating the effectiveness of category labelers, analyzing the
performance of the ensemble system, and comparing the proposed system with other
detection systems.

6.1 Experimental setup

The ensemble system is implemented in Python 3.11.3 with scikit-learn [34], an
open-source machine-learning library that provides a wide range of tools for data pre-
processing and model evaluation. Metrics used for evaluation of the performance of the
ensemble system are listed in Table 5. Datasets fo newly registered domains created
from 01/04/2023 to 30/04/2023 are used for training and testing models, and the pre-
processing and train/test splitting strategies applied in the experiments as discussed
in Section 4.

Table 5: Description of metrics used in the experiments.

Metric Description

True Positive (TP) The number of positive instances correctly classified as positive by the model.

False Positive (FP) The number of negative instances incorrectly classified as positive by the
model.

True Negative (TN) The number of negative instances correctly classified as negative by the model.

False Negative (FN) The number of positive instances incorrectly classified as negative by the
model.

Accuracy It is the proportion of correctly classified instances (both positive and nega-
tive) out of the total number of instances. It is calculated as (TP+TN)/(TP+
FP + TN + FN).

Precision Also known as positive predictive value, it is the proportion of correctly clas-
sified positive instances out of the total instances predicted as positive. It is
calculated as TP/(TP + FP ).

Recall Also known as sensitivity or true positive rate, it is the proportion of correctly
classified positive instances out of the total actual positive instances. It is
calculated as TP/(TP + FN).

F1 Score It is the harmonic mean of precision and recall. It provides a balanced eval-
uation measure that considers both precision and recall. It is calculated as
2 · (precision · recall)/(precision+ recall).

6.2 Performance evaluations on category labeler

As mentioned in Section 4.1, the Shallalist dataset is used for fine-tuning the
BERT-based category labeler. Specifically, BERT-base-multilingual-uncased, a
multilingual language model that is case-insensitive and serves as a base model for a
range of natural language processing tasks across multiple languages, is selected for
the classification task. Grid search strategy is applied to optimize the hyperparame-
ters configuration. We further limit the search space to the range suggested by Devlin

21



et al. [8] which is expected to perform well across all kinds of tasks. Combinations of
the following hyperparameters are tested in the experiments:

• Batch size: 16, 32
• Learning rate (Adam): 5e− 5, 3e− 5, 2e− 5
• Number of epochs: 2, 3, 4

As far as hyperparameter sensitivities, Figure 4 displays the accuracy of fine-tuned
BERT-based category labeler under each combination of hyperparameters. The figure
shows that batch size and learning rate have more impact on the model performance
compared with the number of epochs. Also, the combination of smaller batch size and
lower learning rate yields higher accuracy. Out of the 18 combinations, the category
labeler tuned with a batch size of 16, a learning rate of 2e-5, and 4 epochs produces
the highest accuracy of 0.7896 which shows the category labeler can effectively classify
domain names by exploiting public textural information of domains.

Fig. 4: Performance of the BERT-based category labeler fined-tuned under each
combo of hyperparameters in parallel coordinates
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Domain names in the datasets are labeled with this optimized category labeler to
allow base learners in the ensemble system to learn the special patterns in each domain
category. The distribution of each category in the labeled datasets is listed in Table 6.

Table 6: Predicted distribution of
domain names in each category

Category Counts Proportion

miscellaneous 1,286,339 41.5%

socialmedia 827,597 26.7%

sexuality 409,149 13.0%

finance 362,654 11.7%

technology 220,072 7.1%

6.3 Performance evaluations on ensemble system

6.3.1 Preliminary experiments

A series of preliminary experiments are conducted to examine the performance of
different machine learning models before we make choices on the cores of base learners
in the ensemble system. Specifically, we test four models mentioned in Section 2.6.
For a fair comparison, hyperparameter optimizations are performed for Multilayer
perceptron, decision trees, XGBoost, and TabNet, and the results of the experiments
are shown in Table 7. Confusion matrices of each model are displayed in Figure 5.

Table 7: Performance comparison of different models. The
highest score for each metric is bolded.

Model Accuracy Precision Recall F1 Score

TabNet 0.951 0.986 0.957 0.971

MLP 0.895 0.974 0.903 0.937

XGBoost 0.874 0.971 0.880 0.923

Decision Trees 0.882 0.975 0.886 0.928
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Fig. 5: Confusion Matrices for the results of four different models

The result shows that TabNet outperformed the other three models in all of the
four metrics by a large margin. Therefore, TabNet is used for comparing different
detection systems.

6.3.2 Comparison with detection systems

The performance of malicious detection for the ensemble system is evaluated and
compared with a ”vanilla” system in which ensembling methods are not introduced
and detection models are trained on datasets without category labels. As mentioned in
Section 6.3.1, TabNet is used as the detection model for both systems. The confusion
matrices and scores of each system are shown in Figure 6 and Table 8 separately.

System Accuracy Precision Recall F1 Score

”vanilla” 0.951 0.986 0.957 0.971

ensemble 0.969 0.985 0.979 0.982

Table 8: Performance comparison between the
”vanilla” system and ensemble system. The highest
score for each metric is bolded.
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Fig. 6: Confusion Matrices for the results of the ”vanilla” system and ensemble system

The results show that the ensemble system outperformed the ”vanilla” system in
aspects of accuracy, recall, and F1 score, but produced a slightly lower precision. The
ensemble system achieves a significantly lower false positive rate on benign domain
names while maintaining nearly exact accuracy on malicious domain names which
indicates an overall better performance. From the experimental results, we can con-
clude that the ensemble malicious domain detection system is able to achieve a good
detection rate on newly registered domain names.
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7 Discussion

We have shown the possibility of accurately labeling domain names into predefined
categories with textual information that can be easily and quickly extracted using
large language models like BERT. However, the choice of large language models could
be debated. The base version of BERT used in the system is a minimal BERT that has
110 million parameters, while the large version of BERT has 340 million parameters.
Thus, the base version takes less computational resources but is less likely to perform
as well as the large version in terms of the ability to capture more fine-grained seman-
tic and syntactic information which may have a significant impact on tasks such as
text classification. Besides, we categorize domain names based on only textual infor-
mation due to the constraints of computational resources, and the lack of associated
HTML content in the collection of newly registered domain names indicates that many
domains are categorized on the information delivered by domain names only. This fur-
ther limited the accuracy of the category labeler. Expanding the list of features that
are used for categorizing domains could have a positive impact on the performance of
the category labeler.

Experiments show the high reliability of the ensemble system in detecting mali-
cious domain names without requiring any private and sensitive data. Compared with
the ”vanilla” system, the ensemble system has a better overall performance and is
especially better at learning the pattern of benign domain names. It means that the
ensemble system made a positive impact on the detection rate by learning different
patterns in categorized domains. This observation suggests that the proposed method
of detecting malicious domains with specialized models on categorized domain names
can be applied to other existing models to further improve the detection rates. How-
ever, it is still not clear why additional label information did not help to improve the
detection rate of malicious domain names. The limited size of test datasets and the
difficulty of labeling malicious domains from collected newly registered domain names
could be a possible reason.

As for the comparisons with similar research, Deepdom [19] achieved an overall
accuracy of 0.9791 on a real-world dataset collected from DNS traffic in CERNET2
while the extreme learning methods proposed by Shi et al. [26] is able to achieve a
detection rate of 0.9628 on the DNS data collected from the DNS servers of Shanghai
Jiaotong University. Our proposed methods made a similar overall accuracy of 0.9691
on the DNS and Whois data of newly registered domains. However, our research has
slightly different objectives from existing work. First, we focus on detecting malicious
domains from newly registered malicious domains. Second, we are more aimed to pro-
pose a way to further enhance existing detection systems by improving the detection
rate of underrepresented domains. Those two factors make it hard to make a fair and
direct comparison with similar work.
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8 Conclusion

Detecting malicious domain names in their early stages using only public information
with an ensemble system that contains different category-specific base learners is a
promising research direction.

The experimental results show that the category labeler can effectively label
domain names based on textual information. Considering the informative data imag-
inary data of domain names contained, this feature could be introduced to further
enhance the category labeler given sufficient computational resources in the future.
Furthermore, the performance of the category labeler could be improved with other
variations of BERT. Roberta, introduced in the paper by Liu et al. (2019) [35], is an
enhanced variation of BERT. It is trained on a larger corpus of text data from the
internet and for a longer duration. As a result, Roberta has the potential to outper-
form the base version of BERT in tasks involving the understanding of HTML content,
as demonstrated in the experiment. With this larger language model, the category
labeler could achieve a better accuracy score, especially for the domain names associ-
ated with websites used for phishing purposes. Additionally, the predefined categories
of category labelers could be expanded by considering both the type of content and
the language associated with the domain to improve the compactness of a category.
This way base learners in the ensemble system could better learn the special pattern
in different categories to make a more accurate prediction. Another potential avenue
for future work is to expand the collection of Whois and DNS information, resulting
in larger datasets. This approach aims to mitigate bias and enhance the confidence
of experimental results to provide insights into why additional label information did
not lead to improvements in the performance of the ensemble system in detecting
malicious domains.
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