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Abstract

Process mining practitioners often face the challenge of interpreting complex process data
and driving process improvements with limited expertise in process optimization, tools, and
the operational context of the organization. This study explores the integration of Large
Language Models (LLMs) and LLM-based agentic frameworks into process mining tools
to bridge this domain knowledge gap and democratize access to process optimization. By
using the knowledge and capabilities of LLMs, we propose a framework that automatically
generates and inserts domain knowledge, traditionally supplied by a human domain expert,
into process mining tools. Our conceptual vision describes a system capable of executing
process mining techniques, such as process discovery, conformance checking, and process
enhancement, supported by a conversational interface that guides a user through the process
and provides the user with relevant domain knowledge. We developed a Proof-of-Concept (PoC)
that leverages a Reasoning WithOut Observation (ReWOO)-based agent to perform process
discovery, problem identification, generate ecosystem domain knowledge, and propose potential
process improvements. With this approach, we demonstrate the ability of LLM-based systems
to produce detailed and domain-relevant insights. This study presents the conceptual vision, the
developed proof-of-concept, and the evaluation of the developed system. Our findings suggest
that LLM-based systems can deliver meaningful domain knowledge into process mining tools;
Challenges such as data availability and system complexity still exist, indicating directions for
future work.
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1 Introduction
Process mining offers a series of benefits for organizations, such as providing fact-based insights
into processes, alignment with process models, and process improvement [1]. These benefits can,
for instance, allow an organization to increase productivity and save costs. However, in the current
state of process mining, there are obstacles that organizations often encounter when they try to
implement it. Zerbato et al. made an overview of the current process mining practices [2]. One of
the issues they found was a lack of domain knowledge, which is often encountered by practitioners
of process mining.

Another current issue with process mining and Business Process Management (BPM) is that it
can be an inaccessible field for a lot of people. Kampik et al. described it as follows: “Managing
business processes is knowledge-intense work, requiring both in-depth expertise with respect to
specific tools and skill sets, such as process modeling notations and process data query languages
and access to and a good grasp of the knowledge and data that exists about a particular process,
typically in a highly complex organizational context. Hence, human BPM experts (individuals
or teams) must have a high level of technical and socio-professional skills, as well as substantial
experience within a particular organization: the entry bar for successfully running a BPM initiative
is high.” [3]. A lack of domain expertise was also identified as one of the challenges within process
mining by Martin et al. [4]. Furthermore, Mamudu et al name the presence of subject matter experts
and the availability of contextual information as success factors for process mining implementations
[5]. This also emphasizes the importance of domain experts and domain expertise for a successful
implementation of process mining. Andrews et al. found that process improvements were largely
proposed by domain experts and that the process mining tool itself was not able to provide direction
for these improvements [6]. They proposed that, in the future, process mining tools should be able
to automatically propose improvements without a domain expert.

We propose to explore the potential of using Large Language Models (LLMs) to provide domain
knowledge in process mining tools. We conducted expert interviews with a small group of process
mining practitioners. These interviews gave an insight into the current state of process mining, the
value of domain knowledge within process mining, and potential use cases for LLMs in process
mining. We validated the lack of domain knowledge in process mining and the potential of using
LLMs to help solve it with these interviews.

Several studies have been done about using LLMs in combination with process mining, such as
connecting the open-source process mining tool PM4PY to an LLM [7] [8]. Not only academics are
looking into using LLMs in process mining, but we also see interest in this area from commercial
companies. For instance, process mining vendors Celonis and Pegasystems are currently developing
LLM capabilities in their process mining solutions [9, 10]. However, all of the mentioned efforts are
mainly focusing on using LLMs for descriptive tasks in process mining tools, e.g. ‘How long does
my process take to run?’ or answering questions regarding process mining expertise, e.g. ’What is
conformance checking?’.

This paper proposes a different approach. We want to utilize the capabilities of LLMs to fill
the observed gap in domain knowledge in process mining tools. The type of knowledge that would
traditionally come from a human domain expert, e.g. knowledge about the sector of the organization.
Therefore, our research question is:

‘How can LLM-based agents provide domain knowledge to help users of process mining tools
understand and improve processes?’
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To study this, we follow the principles of a research by design study as proposed by Peffers et
al. [11]. We constructed a conceptual framework that describes a system that can execute process
mining techniques and generate domain knowledge. Based on this framework, we developed a
Proof-of-Concept (PoC) and evaluated this with a limited set of experiments. The results indicate
that LLM-based systems can generate domain knowledge and give directions for future work.

The remainder of this thesis is structured into eight sections. Section 2 discusses the relevant
background information for this research, Section 3 presents the related work, and Section 4
describes the methods that were used in this research. In Section 5, we discuss the findings and
requirements that we gathered from the interviews. Section 6 presents the design and development
of the PoC and Section 7 the results of the evaluation of the PoC. In Section 8 we discuss the
limitations of this study and potential directions for future work, and finally in Section 9 we present
our conclusions.
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2 Background
In this section, we present the theoretical foundation of this study that is necessary to understand
the remainder of this study. We discuss three main topics: process mining, LLMs, and technology
acceptance. The studies that also dive into using LLMs in process mining (the related work) are
not presented in this section but in Section 3.

2.1 Process mining

With this study, we aim to explore the potential added value of using LLMs for supplying domain
knowledge to process mining tools. Process mining refers to the technique where data from event
logs that are extracted from information systems, are used to discover, monitor, and improve
real processes in an organization [12]. Process mining consists of three main techniques: process
discovery, conformance checking, and process enhancement. These three techniques fall in the
segments of the BPM life-cycle [13].

An event log is a record of sequentially stored events [14], in which each event refers to an
activity and relates to a case. An activity is a well-defined part of a process and a case is a process
instance. Event logs can also contain additional information, like timestamps for each event, that
can also be used in process mining. The three main techniques of process mining (process discovery,
conformance checking, and process enhancement) can all make use of an event log, Figure 1 shows
the relation between event logs and these three techniques.

We will now briefly explain the three process mining techniques:

1. Process Discovery: Process discovery produces a process model based on the data of
an event log [15]. These process models can be ‘mined’ from the event logs using different
algorithms, often used algorithms include Alpha miner, Heuristic miner, and Inductive miner
[16].

2. Conformance checking: Conformance checking involves comparing the process model to
reality. Conformance checking does this by comparing actual event data from the process
execution to a process model [17]. Using metrics an organization can then generate insights
from this comparison, one often used metric is ‘fitness’. Fitness states how well the process
execution data fits the provided process model.

3. Process enhancement: Process enhancement involves improving or extending the existing
process model [14]. So process discovery and conformance checking focus on displaying the
situation in reality and process enhancement focuses on changing the process to improve it.

2.1.1 Process models

For this research, process models will be used as the visual representation of the processes and as
a starting point for process enhancement. Smirnov et al define a business process model as: "key
artifacts to represent how work is performed in organizations" [18]. These process models can be
used in the organization to for instance support decision making. Process models can be displayed
using different modeling standards, often used standards are Petri nets and BPMN [14]. Different
standards can be used to display the same business process. Figure 2 and 3 display the same
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Figure 1: The relation between the three process mining techniques and event logs [14].

Figure 2: Example of a business process visualized with a Petri net [19].

business process twice, Figure 2 shows a visualization using a Petri net and Figure 3 a visualization
using BPMN [19].

2.1.2 PM4PY

For our PoC, a process mining tool has to be used for generating process models and executing
analyses. The selected tool for the PoC is PM4PY (Process Mining for Python), we selected PM4PY
because it is open-source, regularly updated, and has built-in functionality to send prompts to an
LLM. PM4PY is a process mining tool based on Python, this tool aims to bridge the gap between
process management and data science [8]. Currently, it has over one million downloads globally [7],
the tool is designed for use in both business and academia. PM4PY supports multiple algorithms
for process discovery (e.g. Alpha miner, ILP miner, etc.) and it supports multiple process model
formats, including Petri nets and BPMN [20].

2.2 Large Language Models

Large Language Models (LLMs) are the main component of the proposed approach to generate
domain knowledge. In recent years, we have seen rapid development within the field of Artificial
Intelligence (AI), especially in generative AI. LLMs, such as Generative Pre-trained Transformer
(GPT) models, are the latest developments in this field [21]. These models are trained on large
corpora of text data and can produce human-like textual outputs instantly.
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Figure 3: Example of a business process visualized with BPMN [19].

The training of these models happens with large training data sets, that consist largely of publicly
available data. However, to enable an LLM to answer more context-specific questions, context
can be presented to the model in the prompt, or the model can be fine-tuned [22]. Fine-tuning
can be done by retraining the model on new context-specific data, which typically requires large
amounts of training data [23]. An alternative approach is to use prompts to feed the model with
the new contextual data. The set of techniques that are used for creating prompts is called ‘prompt
engineering’.

2.2.1 Prompt engineering

Prompts are the go-to way for communicating with LLMs, people use prompts to receive the desired
output from the LLM. White et al. defined prompts as: “Prompts are instructions given to an
LLM to enforce rules, automate processes, and ensure specific qualities (and quantities) of the
generated output.” [24]. Using the right prompting strategy can have a big impact on the quality of
the generated input [25]. Which prompts work the best depends on the user, the intended goal,
and the context. In this section, we present the prompt engineering techniques that are used in our
PoC and in Section 6 we describe how these techniques were implemented in our PoC:

• In-Context Learning (ICL): A technique where task demonstrations are presented to the
model and based on these demonstrations the model should be able to solve a new task. The
effects of this technique can be similar to fine-tuning the model, depending on the choice of
the demonstrations. Dong et al., describe ICL as: “First, ICL requires a few examples to form
a demonstration context. These examples are usually written in natural language templates.
Then, ICL concatenates a query question and a piece of demonstration context together to
form a prompt, which is then fed into the language model for prediction.” [26]. Figure 4 shows
an illustration of ICL.
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Figure 4: Example of using ICL [26]

• Chain of Thought (CoT): Involves breaking down a bigger problem into smaller reasoning
steps [27]. CoT can result in better performance of the model, Figure 5 shows the comparison
between a traditional prompt and a CoT prompt. CoT and ICL can be combined if multiple
demonstrations for each intermediate reasoning step are presented to the model. The main
advantage of using CoT is the potential performance improvement but the disadvantage is
the required manual crafting of the prompts (‘manual CoT’).

• Retrieval Augmented Generation (RAG): A technique that can be used to feed data
from an external source into the LLM [28]. This allows for the usage of real-time data in the
LLM and can potentially increase the quality of the output. By using RAG the necessity
to retrain the LLM on new data can be avoided, which can save time and costs [29]. For
instance, RAG can be used to create a chatbot that knows the specific catalog of products
of a company or that can tell you which flights are delayed departing from New York. The
original user prompt is combined with retrieved additional data (from the external source)
and that new prompt is processed by the LLM, as shown in Figure 6.

2.2.2 Agents

AI agents are entities that can make decisions and take actions, based on their perception of their
environment [31]. The development of LLMs led to an increasing interest in LLM-based agents,
as these models have the potential to allow for the creation of more powerful agents. LLM-based
agents can interact via natural language with a human user, making the agent easier to use and
more explainable [32], and they can leverage generative capabilities to create plans and understand
tool capabilities.

Most agents contain a profiling, memory, planning, and action component. The profiling
component determines the characteristics of the agent and the memory component allows the agent
to remember the original task and output of previous actions. With the planning component the
agent can generate a plan to solve the original task and the action component allows the agent to
execute tools. Tools enable the agent to perform functions (e.g. book a hotel for you) instead of
only receiving and sending natural language.

A technique that can be used to create an LLM-based agent is Reasoning and Acting (ReAct).
ReAct is an approach that combines two approaches, reasoning (CoT) and acting, to achieve
synergies [33]. This distinction between reasoning and acting tries to mimic the human cognitive
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Figure 5: Example of a traditional and CoT prompt [27]

Figure 6: Concept of RAG [30]
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Figure 7: Comparison of ReAct to other prompt engineering techniques [33]

process. The concept is that reasoning helps the model to track and update a plan of action and
handle exceptions while acting makes it possible for the model to interact with external sources
such as tools or knowledge bases. This can allow the model to successfully interpret and execute
more complex tasks that can also involve interactions with external sources or tools.

Figure 7 shows an example of ReAct prompting in practice, compared to other prompting
techniques. The model first generates a ‘thought’ about the current state (‘reason’) and what action
it should execute next (‘act’). Then it executes this action, which often entails executing a tool that
was provided to the model (e.g. an external function). Then the model observes the outcome of
this act (‘observation’), the returned value of the executed tool. It keeps going through these steps
until the model decides that it has completed the initial task, then the final answer is returned to
the user.

Reasoning WithOut Observation (ReWOO) is an LLM-based agent framework proposed by Xu
et al. as an improved version of ReAct [34]. While ReAct allows an agent to solve more complex
tasks there are some drawbacks. For instance, ReAct makes calls to the LLM at each step of the
process, creating more computational complexity and increased token usage.

ReWOO decouples the reasoning and acting parts of the agent. According to experiments
reported by Xu et al. ReWOO achieved a 5x token efficiency and 4% accuracy improvement,
compared to ReAct. A ReWOO agent has the following components:

1. Planner: Creates a blueprint to reach a final solution, consisting of ‘Plan’ steps and ‘#E’
(evidence) outcomes. The evidence component allows the worker to use the outcomes from
past actions, to tackle multi-step tasks.
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Figure 8: Example of the input and output of the planner, worker, and solver for ReWOO [34]

2. Worker: The instance that makes the iterative calls to the tools of the agent, based on the
generated plan of the Planner instance.

3. Solver: This instance processes the plan and the outcomes of the worker to generate a final
solution for the initial task.

Figure 8 shows examples of the ReWOO approach, with the mentioned components of the agent.
An advantage of using the ReWOO approach is the lower token usage and amount of LLM calls,
compared to ReAct. Figure 9 shows the two approaches and their interactions with an LLM. ReAct
is a way of ‘Reasoning with Observation’, the intermediate observations are included in LLM calls.
ReWOO only utilizes an LLM in the planner and solver component, instead of communicating with
the LLM during the intermediate ‘Worker’ steps.
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Figure 9: Overview of Reasoning with Observation and ReWOO approaches [34]

2.3 Technology acceptance

For our PoC, it is important to look at when users accept or reject the output given by a system.
The unified theory of acceptance and use of technology (UTAUT) is a model that can be used to
assess the technology acceptance of a system [35], shown in Figure 10. This model allowed us to
structure the topic of technology acceptance when we discussed this during our expert interviews
(Section 5). The UTAUT has four main determinants of intention and usage and four moderators
of relationships [36]. The UTAUT tries to explain the behavioral intention and the usage behavior
that follows from it. The four main determinants are:

1. Performance expectancy: The extent to which an individual expects that using the system
will have a positive impact on job performance.

2. Effort expectancy: The extent to which an individual associates ease of use with the system.

3. Social influence: The extent to which an individual believes that important others think
that he/she should use the specific system.

4. Facilitating conditions: The extent to which an individual thinks that there is support for
using the system, both from a technical and organizational perspective.

The four moderators of the relations between the determinants and the behavioral intention
and usage behavior are gender, age, experience, and voluntariness of use.
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Figure 10: The UTAUT model [36]

2.3.1 Process mining adoption

In recent years, process mining has been receiving more attention, this can for instance be observed
in the growth of commercial process mining tools and companies (e.g. Celonis). The global market
for process mining is expected to grow from over $1 billion in 2023 to over $27 billion in 2030 [37].
Syed et al researched the way process mining is adopted within an organization. They examined this
using the theory of technology discontinuity, this theory aims to explain how changes in technology
can change the organization [38] [39]. From the study, four enablers of process mining adoption
and seven challenges for process mining adoption were identified. Process mining should (amongst
other things) gain the trust of the users, deliver actionable insights, and provide a perceived benefit
to allow for a successful implementation. And users should receive the proper training to use these
tools and interpret the results they produce. The challenges that were identified included the
misinterpretation of the results by users, users’ resistance towards using process mining due to the
perceived limitations of the systems, process complexities, and user challenges related to resistance
to new technologies and their perceived lack of ability to use such a system.

Besides moving to a more continuous adoption and broader adoption of process mining, process
mining adoption can also be viewed as the degree to which multiple process mining techniques are
used. Reinkemeyer argues that the future expansion of process mining should not just focus on
lateral expansion (more processes and discoveries) but on vertical expansion (adding more depth
and business value in places where process mining has already made a positive impact) [40]. To
achieve this process mining implementations should have a clear purpose, engage the right people,
and deliver strong technical performance.

11



3 Related work
In this section, we present the related work on using LLMs in process mining and supplementing
domain knowledge into process mining tools.

3.1 Using LLMs in process mining

We make a distinction between two types of studies that are focused on using LLMs within process
mining. The first one is studies that outline the potential opportunities and challenges of using
LLMs in process mining, functioning as a research agenda. The second one is studies for which a
prototype was developed or practical experiments were conducted with LLMs.

We now discuss the first type of studies. Klievtsova et al. studied the potential of AI-driven
chatbots in five phases of the process life-cycle (gather information, process modeling, assure model
quality, select redesign method, and apply redesign method) [41]. They conclude that chatbots
can already have a considerable business impact in process modeling, the information gathering
and process modeling phase. However, future research should focus on integrating the language
capabilities of AI-driven chatbots into more specialized process mining tools. Busch et al. provided
an overview of the potentials and challenges of using prompt engineering techniques in BPM,
compared to using fine-tuning [42]. They concluded that using prompt engineering can partially fix
the issue of a lack of labeled training data, which is required for fine-tuning the model. Furthermore,
prompt engineering can offer increased explainability and improved computational efficiency.

Now we discuss the second type of studies, for which LLMs were used in a practical experiment
or prototype. For the PM4PY tool, functionality has been developed to connect the tool with an
LLM [7]. This functionality allows the LLM to interpret the process models via textual abstractions
of those process models [43]. The LLM can then answer questions of the user about the process
model. It does not (automatically) utilize more advanced prompt engineering techniques, instead
it uses a ‘zero-shot’ prompting approach [44]. For instance, a user can ask the LLM descriptive
questions about the process model. This solution is now just focused on providing information
about the process model and data to the user via the LLM.

Jessen et al. developed an approach for using LLMs in process mining, aiming to make process
mining tools more accessible [45]. Their approach also focuses on utilizing LLMs to create a
conversational agent that can answer questions about the process model or event log. Their
conclusion was that LLMs can function as the basis for such a system but that improvements
can be made in the future. Kourani et al. proposed a system called ‘ProMoAI’ [46], where the
LLMs are used to generate process models based on textual descriptions of the process. While
this type of research also focuses on utilizing LLMs within process mining, the task they are
used for differs from our approach. Another approach was taken by Grohs et al. who also studied
LLM applications within process mining [47]. They focused on utilizing an LLM for mining the
process from textual descriptions, so during the process discovery phase. They concluded that
LLMs were able to execute these tasks. Rebmann et al explored the potential of using LLMs to
execute semantic-aware process mining tasks, e.g. anomaly detection or next activity prediction
[48]. They concluded that LLMs often fail to successfully complete these tasks without fine-tuning.
However, if the LLMs are fine-tuned the performance improves.

If we look at initiatives from the business world, we see that process mining software vendors
are moving towards integrating LLMs in their process mining tools. Some examples of large process
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mining software vendors and their approach:

• SAP: Developing a Large Process Model (LPM), that combines the capabilities of an LLM
with SAP’s experience in business processes [49]. This will be part of SAP Signavio, the
process mining offering from SAP.

• Pegasystems: In May 2023, Pegasystems presented Pega APIs which make it possible to
connect their interface to generative AI models [10].

• Celonis: Has demonstrated generative AI capabilities for their process mining, during the
Celonis 10-city World Tour [9]. All of the demonstrated functionality was part of a demo
and is not available for commercial use yet. The capabilities that were demonstrated include
parsing data and visualization requests using Natural Language Processing (NLP) requests.

From the first type of studies, we observe that the authors indicate that AI-driven chatbots and
using prompt engineering techniques (in combination with LLMs) can have a positive impact on
process mining. From the second type of studies, we see LLMs being applied for different tasks
within process mining with varying results. Current efforts are mainly focused on using LLMs in
process mining tools for generating process models, providing descriptive knowledge, or providing
knowledge about a specific tool. Our approach proposes to use LLMs to provide another type of
domain knowledge into process mining tools. Specific domain knowledge about the domain and
business of the organization, e.g. based on characteristics of the sector or the specific organization.
The provided domain knowledge allows a user to interpret the process model or make process
improvements, making process mining tools more user-friendly, time-efficient, and accessible.

3.2 Supplementing domain knowledge

Eichele et al. studied the potential of adding domain knowledge to event logs, using Web Ontology
Language (OWL) ontologies [50]. With this approach, they can map the domain knowledge to
specific cases and activities. This angle differs from our approach as this is focused on the manner
of supplementing domain knowledge and not on the automatic generation of domain knowledge,
that we are focusing on. Therefore, these two different angles can potentially benefit from each
other, our automatically generated domain knowledge could be supplemented into a process mining
tool using their ontology.
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4 Methodology
In this section, we present the methodologies that we have used for this research. We present our
hypotheses and research objectives first. Then we present the main methodology, the methodology
for the expert interviews, the methodology for the PoC, and the methodology for the evaluation of
the PoC.

As mentioned in the introduction, our research question is: ‘How can LLM-based agents provide
domain knowledge to help users of process mining tools understand and improve processes?’. To
help answer this research question, we developed two hypotheses:

1. H1: An LLM-based system can provide domain knowledge about the context of a process to
the user of a process mining tool.

2. H2: An LLM-based system can partially take over the role of a human domain expert in the
deployment of process mining.

The research objectives that we identified are listed below, these objectives help with trying to
answer the main research question. The research objectives for this thesis are the following:

1. RO1: Develop a framework that describes how domain knowledge can be included in a process
mining tool.

2. RO2: Explore techniques that allow LLMs to produce useful output based on domain knowledge.

3. RO3: Develop an LLM-based Proof-of-Concept (PoC) that can generate and supplement
domain knowledge into a process mining tool.

4.1 Research method

The main methodology of this study is research by design, based on the framework proposed by
Peffers et al. [11]. This framework consists of a 6-step approach to execute research by design
specifically for information system research. Below we list the steps of the framework and how we
used them in our research:

1. Problem identification and motivation: The problem was identified based on the studied
literature (Section 2) and validated with expert interviews (Section 4.2 & 5).

2. Definition of the solution’s objectives: The research objectives are presented in Section 4 and
are based on the mentioned literature study (Section 2) and the expert interviews (Section
4.2 & 5.

3. Design and development: The design and development of the system are discussed in Section
6, where we present the conceptual framework and the PoC that we developed.

4. Demonstration: The demonstration of the developed system is presented in Section 6. In this
section, the technical architecture and components are presented.

5. Evaluation: The evaluation of the system is done through an ablation study and qualitative
analysis of the output of the PoC. We outline our approach for the evaluation in Section 4.4
and in Section 7 we present the results of the evaluation.
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6. Communication: The communication of this research is discussed in Section 9 and in Section
8 we discuss potential limitations of our work and potential directions for future research.

4.2 Expert interviews

Based on the studied literature, we identified a lack of domain knowledge as an issue in the current
state of process mining. To validate this observation, we conducted a series of seven expert interviews.
These interviews were semi-structured, meaning that a list of pre-defined questions was prepared
before the interview but at the same time there was room for other follow-up points or discussions.
The pre-defined questions that we used for the expert interviews are included in Appendix A. Since
these interviews were explorative, we did not make use of coding to analyze the transcripts. The
interviews aimed to get input from process mining practitioners on the current state of process
mining tools and to see if and how they thought that LLMs (generative AI) could have a positive
impact on that. We used the input from the interviewees as the basis for the framework and PoC
that we developed. The list of questions was divided into five topics:

1. Background: General questions about the education and professional experience of the
interviewee.

2. Process mining & domain knowledge: Questions about the interviewee’s perception of
the current state of process mining and potential obstacles or issues that the interviewees had
observed in the current state of process mining. This section also included questions about
domain knowledge and the role it can play within process mining. This section aimed to get
input on the state of process mining and to confirm or deny the mentioned issue of a lack
of domain knowledge (and potentially identify other issues) in the current state of process
mining.

3. Generative AI: This section included questions to get insights into how the interviewees
had experienced their past interactions with generative AI models. And to see if they see
potential for generative AI in process mining and how they think the current generative AI
models can improve. This section aims to get input on the perception of generative AI from
the interviewees and to get input on the potential use cases for generative AI within process
mining.

4. PoC & technology acceptance: Two questions to assess which factors influence the decision
of the interviewees whether they accept or reject the output of generative AI models and new
technologies in general. This section aims to identify factors that influence the technology
acceptance of the interviewees, as these factors can be important for the future acceptance of
our PoC and its output.

5. Closing: Room for the interviewees to voice any other ideas or concerns they had about one
of the topics or other things.

For the expert interviews, we selected a diverse set of process mining practitioners to get a
complete view of the discussed topics. In this context, we mean by diverse that the interviewees
have different roles within the world of process mining. For instance, a process mining developer
can give insights into how new solutions can be developed and what is already possible. Whereas, a
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Figure 11: The DSRM Process model [11]

process mining end user can indicate where the current process mining tools are falling short for
people without a full technical understanding of these tools. People who hold managing positions
related to process mining can give input about the strategic use and potential of process mining.
The interviewees included a diverse set of process mining practitioners, Table 1 (Section 5) gives an
overview of all the interviewees.

The answers that the interviewees gave are their opinions and observations and are therefore
subjective. These answers to the interview questions can be prone to personal biases, to (partially)
mitigate this risk we conducted multiple expert interviews with experts from different organizations,
countries, and job levels. A higher number of interviewees with different backgrounds lowers the
risk of these biases occurring in the results and increases the evidentiary value of these results [51].

4.3 PoC

The methodology for the design and development of the PoC is ‘research by design’ and we used
the framework proposed by Peffers et al. [11], shown in Figure 11. The first step of this framework
is the ‘problem identification and motivation’ step, for this step we performed a literature study
and conducted expert interviews. The literature study and expert interviews were also used for the
second step of the framework (‘define objectives for a solution’), based on those we developed the
presented research objectives (Section 4). Section 4.2 describes the specific methodology used for
these interviews and Section 5 describes the results that were gathered from these interviews.

The third step in the framework is the ‘design and development’ step, where the system or PoC
should be designed and developed. Based on the results of the first and second steps of the framework
we present the design and the developed PoC in Section 6, aligning with the ‘demonstration’ step.
In Section 4.4, we present how we evaluated the PoC, aligning with the ‘evaluation’ step of the
framework. The last step is ‘communication’, we cover this in Section 9, where we deliver our
conclusions.

16



4.4 Evaluation

In this section, we discuss the methods we used to evaluate the PoC. We conducted two experiments,
an ablation experiment and a qualitative analysis of the output of our PoC across different executions
of the PoC.

4.4.1 Ablation experiment

An ablation experiment, in the context of AI-based systems, involves removing or changing
components of the system’s architecture and observing its performance to gain a better understanding
[52]. We tested three different ablations to compare their outputs. The PoC that we developed is a
ReWOO-based agent that generates domain knowledge. The process mining capabilities come from
the PM4PY module and the domain knowledge capabilities from the GPT Researcher module [8]
[53]. To test whether or not our PoC offers additional value compared to these two components of
the PoC, we tested the following three ablations:

1. PM4PY LLM query functionality [7]

2. GPT Researcher [53]

3. Our PoC (Section 6.2)

We selected these three systems because PM4PY represents the process mining capabilities and
GPT Researcher the domain knowledge generation capabilities of our PoC. We compared these two
to our PoC to see if the construction of our PoC offers additional value compared to these separate
components of our PoC.

4.4.2 Qualitative analysis

With the qualitative analysis, we evaluate if the PoC performs differently across various problem
identification types and use cases. This is important for determining whether or not the PoC
offers additional value in all areas or specific ones. Furthermore, we also use different process types
(different event logs) and different techniques (e.g. DFG) to see if this influences the results.

We let our PoC generate a report and then we analyzed how much of the content of the report
contains information that is specific to the process component that the system has analyzed. We
used this approach since LLMs and LLM-based systems tend to generate generic knowledge and
therefore a challenge is to let such a system generate specific information. An example of generic
information could be the system suggesting to remove manual processing (which can be applied to
many processes and activities). An example of more specific information could be the impact of
return policies on the carbon footprint of an organization (e.g. for the ‘Return Goods’ step in a
Purchase-to-Pay process).
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5 Results from expert interviews
In this section, we discuss the results of the conducted expert interviews that were used as a basis
for the PoC. We conducted semi-structured expert interviews to get input from process mining
practitioners, the list of questions that was used can be found in Appendix A. These questions were
divided into five topics, in the next sections the answers to the questions of the main three topics
are discussed. The first and last sections (background and closing) are not discussed because these
did not provide results that are relevant to answering the research question of this study. Table 1
shows the interviewees of the conducted expert interviews.

5.1 Process mining & domain knowledge

When the interviewees were asked to name some barriers or obstacles in the current state of process
mining, multiple ones were identified:

• Unknown technique (Subject B): Process mining as a technique and its capabilities are
still relatively unknown, which limits the adoption of process mining.

• Complexity (subject B, C, and E): The complexity of process mining can be a potential
barrier to the adoption of process mining. People often find process mining intimidating if
they do not know the technique.

• Business value (Subject A): The current process mining tools sometimes fall short in
solving a business problem for an organization. The tools are often developed in academia
and should be focused more on adding value to organizations.

• Unavailability of data (subject C, D, E, and F): Organizations are not willing to share
all the data or the data of the systems is not ready to be used for process mining.

• Process unawareness (subject D): People within organizations are often not aware of the
complexity of their processes and because of that think that process mining is not necessary
in their organization. Subject D described this as:

"Many clients believe that their process is not as complex as we try to tell them that it is.
They do believe that they have a 100% understanding of what their process is. So they do not

see the value add of process mining"

However, those processes turned out to be more complex than the business owners thought.
They for instance thought that their process had just a couple of variants but process mining
proved that there were thousands of them.

All interviewees agreed on the fact that domain knowledge about the context of the process and
the organization is an important asset in process mining, although their arguments differed. For
instance, subject A argued that theoretically domain knowledge should not be required, if the tools
were good enough:
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Interviewee Job and organization Process mining experience Generative AI experience

Subject A Data Scientist,
Pegasystems

Mostly during academic
study and research, wrote
his master thesis about pro-
cess mining

About two years experience,
both professionally and per-
sonally, as a user and devel-
oper

Subject B Process Intelligence
Consultant, Apolix

one year of professional ex-
perience (mainly focused on
implementation work)

Using ChatGPT since its re-
lease for both personal and
professional usage

Subject C Fellow Data Scientist,
Pegasystems

Around five years of profes-
sional experience (mainly re-
search & development)

About two years experience,
both professionally and per-
sonally, as a user and devel-
oper

Subject D Consulting Manager,
Pegasystems

Around one year of profes-
sional experience, focused
on managing process mining
teams and projects

About two years experience,
both professionally and per-
sonally, focused on potential
use cases

Subject E Senior Consultant,
Deloitte

About two and a half years
of professional experience,
completed around 12 client
engagements regarding pro-
cess mining

Using ChatGPT since its re-
lease as a user and research-
ing the potential of LLMs
for client engagements (as a
developer)

Subject F Partner & CTO,
Deloitte

Around 15 years of profes-
sional experience with pro-
cess mining

About two years experience
with generative AI, mainly
focusing on identifying use
cases and developing strate-
gies

Table 1: Overview of the interviewees
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"I think if you were to look at it as a purist, no. Because I think that if those analytical tools are
good enough, they can also do it without domain knowledge. But the realistic answer is that those
analytical tools are not good enough, so a lot of interpretation is often needed to achieve a better

result."

According to the interviewees, the required domain knowledge is both knowledge about process
mining itself and knowledge about the context of the process. All of the interviewees agreed on the
point that domain knowledge about the context of the process is often required to understand the
process and to be able to perform process enhancement, or as subject D put it:

"But what I think that is still very important, is that we have people on these projects that
understand what the substance of these processes actually is. Because the lead time of a step in one

process can be a big problem, that you have to fix, that same lead time can be very normal in
another process."

Subject F mentioned that in practice domain knowledge can often explain certain things in a
process that from a process mining perspective seem inefficient or special:

"I have hundreds of examples, where when you are conducting an analysis and you think: now I
have really found something, if I show this to the client they can save millions. But then you show

it to them and it turns out that this is part of their business model."

For instance, a consumer goods company that has zero value deliveries when they give away free
stuff. From a process mining perspective, one could argue that this is inefficient and that it should
be fixed. However, that can be part of the marketing and promotions strategy of the company.
Subject D also mentioned that if the process mining tool could provide a little information about
the domain, that could help the implementation of process mining tools:

"But if we now staff consultants on a project where they quickly have to deliver input based on the
data, they will have to heavily rely on domain knowledge of people at the client. And I can imagine
that if the tool has a little more understanding of those specific domains, that can definitely help."

When asked if and how this domain knowledge is already present in current process mining
tools, different answers were given. Subject A argued that often the domain knowledge is present
within the data of the event logs but that explicit domain knowledge currently is not present in
process mining tools. Subject B explained that in some process mining solutions, there currently
is domain knowledge present about process mining itself. He gave a short walk-through of the
functionality that he mentioned, which was an ‘about this’ page within a process mining solution.
This page gave additional information about some of the functions of the specific tool, so this
would fall under ‘process mining domain knowledge’ (Figure 12). No interviewee indicated that
‘ecosystem domain knowledge’ (Figure 12) is currently present in process mining tools. Subject D
described this as:

“As far as I have seen, those tools are pretty agnostic, right? Currently, it is not the case that the
tool is able to tell you, this is a financial process and that it then comes with a different analysis

output or that it tells you in that case you should focus on these aspects."
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Subject A and subject E also mentioned that there is a risk of having too much domain
knowledge, which can cause a person or organization to get stuck in a certain situation. Where
processes have been the same for a long time and people think that they have a lot of reasons to
leave these processes unchanged. This risk does not apply to our approach, as we generate new
domain knowledge and provide that to the user. The knowledge that the interviewees referred to
is knowledge based on experiences that people have built over many years of experience. Some
interviewees (B, C, E, and F) also mentioned that in general, the knowledge about process mining
techniques at most organizations is quite low.

5.2 Generative AI

All interviewees indicated that they had used generative AI solutions, most often ChatGPT of
OpenAI was named [54]. The general experiences with LLMs were positive according to the
interviewees. Prompting techniques were mentioned as a big influence on the quality of the output
of the LLMs, e.g. using ICL (Section 2.2.1). The risk of encountering hallucinations when using a
LLM was mentioned as a drawback of using LLMs, by subject E.

The interviewees proposed multiple use cases for LLMs within process mining:

• Analysis chatbot (subject A, B, C, and F): A chatbot that acts as a layer on top of
the process mining tool, the user can ask the chatbot questions about the process model
(‘Descriptive tasks’, Figure 13).

• Code writer (subject B): Some implementations of process mining tools require coding
in specific languages, such as Process Query Language (PQL) for Celonis [55]. This is a
vendor-specific language and most users will be unfamiliar with PQL, therefore using an LLM
to write PQL code could be beneficial for users. This refers to knowledge about a specific
tool, so this is ‘process mining knowledge’ (Figure 12).

• Process enhancement (subject C): An LLM-based chatbot could prove useful in enhancing
a process model when a user does not know how to fix an issue:

“Maybe generative AI can give you advice on what to do next. Maybe you found some
scenario that you’re stuck in, okay, I’ve found this problem. Maybe generative AI could take

you to the next level and the next step.”

This idea is incorporated into our conceptual framework in the ‘improvements’ component
(Figure 13).

• RAG-driven generative AI model (subject D): Using RAG to supplement specific
knowledge about the processes, to help understand the processes and the output better. As
mentioned in Section 6, we applied RAG in our PoC by using a ReWOO-based agent with
tools that can insert external knowledge.

• Script generator (subject E): Letting a LLM generate scripts that transform the data of
a company into usable event logs for process mining.

Some interviewees expressed that they were quite satisfied with the current performance of the
LLMs that they used. Others said that especially the quality of output of the LLMs should improve
in the future, to maximize the value that they offer.
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5.3 Prototype/ technology acceptance

When asked whether or not the interviewees always accept the output of LLMs, all said that
they do not always accept the output. Subject B mentioned that most people tended to accept
most of the output of LLMs when they were released initially. This observation aligns with the
‘social influence’ determinant of the UTAUT model (Section 2.3). In the beginning, people started
using generative AI solutions and that created a hype and more and more people started using it.
Currently, people are realizing more and more that LLMs can give incorrect output. Another issue
that was mentioned by subject A, was the often lacking ability of LLMs to identify questions to
which they do not know the answer. According to the interviewee, when the model does not know
the answer, it starts to hallucinate. Implementing guardrails, e.g. using prompting techniques, was
mentioned by subject C as a measure to increase the quality of the output.

Multiple interviewees (subject A, C, E, and F) indicated that the user experience has a big
influence on the general adoption of new technologies. They argue that the underlying technology
is less relevant, users are mainly looking for additional value, that outweighs the costs of using the
technology. And that new technologies need to deliver correct and trustworthy output, immediately
when they are released. When the quality is insufficient at its release, it will be difficult for a new
technology to convince people of the added value at a later stage. As subject C described it:

“I think when you’re introducing it to a new client or you’re trying to build something for
somebody, you need to have something that is good enough to where they’re going to say oh wow, I

really see the value in this.”

This corresponds with the ‘performance expectancy’ and ’effort expectancy’ determinants of the
UTAUT model that was discussed in Section 2.3 [36]. Subject B said that age can also influence
people’s technology acceptance, younger people would be more willing to accept new technology
compared to older people. Age was also a moderating factor in the UTAUT model for technology
acceptance.

5.4 Summary of findings

The conducted interviews gave a diverse set of perspectives of process mining practitioners. The
key insights that were gathered during the interviews and that are most relevant to this study are:

1. Process mining obstacles: Currently, multiple things limit the overall usage and adoption
of process mining. From the mentioned obstacles complexity and business value are factors
that might (partially) be solved by this research. The proposed framework and PoC aim to
make the usage of process mining tools more accessible by using input and output in the form
of natural language, which can be easier to interpret than large process models. Adding the
domain knowledge into the tool can make the results more usable and actionable, increasing
the business value. A process model on its own can be hard to interpret without the relevant
domain knowledge.

2. Domain knowledge & process mining: Domain knowledge about the context of the
process was identified as an important factor by all interviewees. No interviewee knew an
example of a process mining tool, that already explicitly incorporates ecosystem domain
knowledge in the tool. That finding aligns with the observation made in the literature study
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(Section 2), that ecosystem domain knowledge is important in process mining but it is not
yet represented in current process mining tools. Therefore, there is a knowledge gap, which
this study tries to (partially) fill.

3. Generative AI experience: The majority of the interviewees expressed that they were (to
some extent) happy with their interactions with LLMs. Prompting techniques were mentioned
multiple times as a factor that can have a big influence on the quality of the output. Therefore,
we explored and used different prompting techniques in the developed PoC.

4. Process mining & generative AI: Multiple potential use cases for generative AI in
process mining were mentioned by the interviewees. One approach that was proposed by an
interviewee, was using a RAG-driven model for providing domain knowledge. We incorporated
some of the use cases for LLMs in process mining that the interviewees proposed into our
framework (Figure 13). We described which ones we incorporated in Section 5.2.

5. Technology acceptance: The main factors that influence the acceptance of technology
(according to the interviewees) are the user experience and the added value. Users should
immediately see the benefit of using a new technology, compared to the old situation. This
aligns with the ‘performance expectancy’ determinant of the UTAUT model and we took
this into account when developing our framework and PoC. We incorporated this factor by
focusing on a system that could generate a complete set of domain knowledge that is specific
to a component of the process.

We used these findings for the development of the framework that we proposed and the PoC that
we developed (Section 6).
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6 System design
In this section, we present our conceptual framework and PoC of an LLM-based system for
supplementing domain knowledge into process mining tools. The framework and PoC are based on
the findings from the studied literature and the findings from the expert interviews. Section 6.1
presents our conceptual vision of such a system and Section 6.2 presents the PoC that we developed.

6.1 Conceptual framework

We designed a conceptual framework that shows where and how domain knowledge, generated
by an LLM, can be incorporated into a process mining tool to solve the observed scarcity of
domain knowledge in process mining. The value of domain knowledge was validated through the
literature (Section 1) and through the conducted expert interviews (Section 5). In this framework,
we incorporate different types of domain knowledge and general process mining techniques.

6.1.1 Types of domain knowledge

Domain knowledge is the information that will be presented to the users of the prototype and
therefore clearly defining domain knowledge is important for this research. We distinguish three
different types of domain knowledge (Figure 12):

1. Process mining knowledge: Domain knowledge can be defined as knowledge about the
domain of process mining itself, which can be an inaccessible field for non-experts [3]. For
instance, knowledge about the usage of a certain process mining tool or process mining
techniques, e.g. conformance checking or process discovery.

2. Process knowledge: Another way to define domain knowledge is as knowledge about
processes and process optimization, regardless of process mining and the used process mining
tool, and to some extent independent of the specific problem domain or industry. For instance,
knowledge about Lean Six Sigma, a set of techniques for process improvements and waste
elimination [56].

3. Ecosystem knowledge: Domain knowledge can also be defined as knowledge about the
domain and business of the organization, the ecosystem surrounding the process. This
knowledge is important when interpreting the process model and when trying to make
changes to the process. The lack of this knowledge has been identified in the current state of
process mining through our literature study and expert interviews [4]. Within this type of
domain knowledge, we make the distinction between external and internal ecosystem domain
knowledge. Internal ecosystem domain knowledge consists of knowledge only available within
an organization, this can be any type of internal documentation or other types of information
sources. External ecosystem domain knowledge is publicly available knowledge, e.g. regulatory
documents or sector reports published online.

6.1.2 Framework

In this section, we explain our vision of a system that can supplement domain knowledge into
process mining tools, by including the types of domain knowledge and the different process mining
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Figure 12: Process mining techniques and types of domain knowledge

Figure 13: Conceptual framework

techniques into a conceptual framework. Figure 12 shows an overview of the types of domain
knowledge and the general process mining techniques.

We propose a conceptual framework that indicates where and how LLM-generated domain
knowledge, can be injected into a process mining tool to fill the observed gap in domain knowledge
in the current state of process mining. Our framework is shown in Figure 13, we include the types of
domain knowledge and the process mining techniques (Figure 12) within the parts of the framework.

The framework (Figure 13) consists of seven main components. The first one is the ‘high-level
intent’. Here, the user specifies what the main objective of the analysis is and potentially what
tools should be used in this analysis. This can be done by using a single user prompt or by the
user having a conversation with the system. In this conversation, the user can express the desired
output and tools of the analysis, ask clarifying questions to the system, and the system can inform
the user about the available options and what those options entail. Furthermore, the system can
ask questions to the user to allow for the most complete picture of the high-level intent, such as
asking the name of the organization or the type of process.

In the ‘process discovery’ component, the system will generate the process model from the
event log that was provided by the user in the high-level intent phase [14]. If the user specifies a
preference for a specific approach, that approach will be used, otherwise, the system will pick an
approach for process discovery, based on process mining domain knowledge.

The third component of the framework is ‘problem identification’, the system will analyze
the generated process from the previous step and identify the relevant information. What this
relevant information is and how it is identified depends on the preferences of the user from the
high-level intent. If the user does not specify a preference, the system will determine what type of
analysis should be used, based on ecosystem domain knowledge. For instance, for spotting process
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inefficiencies, an analysis based on the frequency and duration of the process and its activities could
be the best option. Another example of a technique that could be used in this phase is conformance
checking [14].

In the fourth component, the ‘explanation’, the system generates relevant ecosystem domain
knowledge for the user based on the results of the problem identification phase. For instance, if
the problem identification phase has identified bottlenecks in the process, the explanation phase
can provide explanations about why these bottlenecks might be occurring in the process. Based on
the explanations that the system provides, the user can refine the problem identification, e.g., by
applying a filter.

The fifth component is ‘improvements’, an extension of the explanation phase where the system
will generate potential solutions addressing the identified problems in the process, aligning with
process enhancement [14]. For instance, process improvements for removing the bottlenecks in the
process could be generated in this phase. The user can refine the problem identification during
this phase, e.g., by letting the system update the process with the proposed process improvements
and execute problem identification on the updated process. If the user does not want to refine
the problem identification and is content with the output from the system, the final result will be
generated and returned to the user (sixth component, ‘finish’).

Besides the mentioned components, there is another one that can be used from the ‘high-level
intent’ or ‘process discovery component’, the ‘descriptive tasks’ component. This represents the
option for the user to ask descriptive questions about the event log (before process discovery) or
generated process model (after process discovery). For instance, ‘How many activities are between
A and B in the process model?’. These are the types of questions that can be answered with process
mining domain knowledge and process domain knowledge (Figure 12). The capacity to answer these
types of questions with LLMs is already being studied and developed by others (e.g., [7, 45]).

With this framework, we allow the execution of all the general process mining techniques and
incorporate the different types of domain knowledge. During the execution of the system, the user
can still interact with the system. For instance, to change the type of analysis or apply filtering
based on the generated process insights and domain knowledge. This way we do not just incorporate
domain knowledge in a process mining tool but also offer the user a conversational agent that can
be adaptable to the preferences of the user and answer questions. Therefore, this design should help
to fill the mentioned shortage of domain knowledge in current process mining tools. The framework
aligns with our first research objective (RO1) ‘Develop a framework that describes how domain
knowledge can be included in a process mining tool’.

6.2 Proof of concept

In this section, we present the developed PoC, which is based on the conceptual framework and
vision of the previous section (code can be found on GitHub1). The goal of this PoC is to investigate
the practical feasibility of a system that is based on our framework. For the PoC, we did not
develop all the mentioned functionalities of the framework. The framework is a conceptual vision of
a system that can execute all process mining techniques and generate all types of domain knowledge
(Figure 12). For our PoC, we focused on a process mining system that can generate ecosystem
domain knowledge, as the generation of this type of domain knowledge has not been studied yet.

1https://github.com/maxvogt12/ReWOO_agent_for_PM
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Research has been done to explore the potential of LLMs to generate the other two types of
domain knowledge, so we are not focusing on the generation of those types. Our PoC contains the
following components of the framework (Figure 13): ‘high-level intent’ (as a single prompt), ‘process
discovery’, ‘problem identification’, ‘explanation’, ‘improvement’, and ‘finish’. The requirements for
the PoC were gathered during a small set of in-depth interviews with process mining practitioners
(Section 4.2 & 5).

Our PoC is a ReWOO-based agent because that allows the system to execute external functions
(e.g. process mining techniques) and solve more complex tasks. With the available tools, the agent
can fulfill the mentioned steps of our conceptual framework (Figure 13). From the user (in the
‘high-level intent’), the system requires the following inputs:

• The file path to the event log.

• The name of the organization.

• The type of the process, e.g. order-to-cash.

• The type of analysis that should be conducted, e.g. focusing on process inefficiencies.

• The user can also express a preference for the approach that should be used for problem
identification. Directly-Follows Graph (DFG), temporal profile, and variants are currently
supported. If the user does not specify a preference, the system will pick one with the
Technique Selector tool, see Section 6.2.1.

We chose to use an LLM-based agent and specifically a ReWOO-based agent. We made this
choice because this system needs to generate multiple outputs, some of which are not natural
language and these intermediate outputs are the inputs of other parts of the system. Using a
ReWOO-based agent allows the smooth implementation of different process discovery and analysis
approaches in the agent, from which the user can choose by simply expressing the preferences in
the initial user request. It allows the system to ‘reflect’ during the execution, e.g. if one tool is not
working sufficiently the agent can decide to retry it or try another tool. Making the system more
robust in the sense that it will be able to complete the given task more often compared to a more
traditional approach. Furthermore, by using ReWOO we lower the computational complexity and
the token usage of the PoC (compared to ReAct). The developed PoC aligns with our second (RO2)
and third (RO3) research objective. The second research objective states to explore techniques to
let LLMs generate useful domain knowledge and the third research objective states that we should
develop a LLM-based PoC to generate domain knowledge. In the next subsections, we will present
the architecture and technical components of our PoC.

6.2.1 Architecture

In this section, we present the general architecture of our PoC. Figure 14 shows the ‘static’
architecture of the PoC. All the components of the system are displayed and one can see the three
main components of a ReWOO-based agent, ‘Planner’, ‘Worker’, and ‘Solver’ [34]. The ‘Planner’
and ‘Solver’ instances both work based on a provided template. In this template, we incorporate
ICL and CoT prompting techniques [26, 27], by providing examples with reasoning steps.
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Figure 14: Architecture of the PoC

In Figure 14, the tools of the agent are shown under the ‘Worker’ instance, we will now discuss
the purpose of each of these tools. For each tool, we will also discuss which part of our framework
it represents (Figure 13). Our ReWOO-based agent has the following tools at its disposal:

1. Process Discovery: This tool can generate a process model from an event log and identify
the relevant process components in this process model, representing the ‘process discovery’
and ‘problem identification’ steps of our framework (Figure 13). The tool uses the textual
abstraction functionalities in PM4PY [43], supporting the DFG, temporal profile, and variants
approach [7]. Whether the DFG, temporal profile, or variants approach is used, is determined
by the ‘Technique Selector’ tool. After generating the textual abstraction of the process model,
the tool uses an LLM to find the relevant components of a process (e.g. a specific activity
in the model). These relevant components will later be used as a basis, for generating the
domain knowledge.

The Process Discovery tool can also visualize the process model for the user in multiple formats
(DFG, Petri net, BPMN, heuristic net, and decision tree) and some additional statistics about
the event log, e.g. the distribution of events over time. Figure 15 shows an example of a
BPMN model generated by the Process Discovery tool.

2. Technique Selector: This tool selects the appropriate approach for the problem identification
technique (DFG, temporal profile, or variants) for the analysis that the user has requested,
e.g. focusing on process inefficiencies. This tool uses internal ecosystem domain knowledge
in the form of a document that the tool analyses to base its decision on, simulating the use
of internal documents of an organization in the execution of the system. The user can also
request a specific technique that should be used by the agent, the agent will then implement
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Figure 15: BPMN model generated by the Process Discovery tool (‘O2C.csv’ dataset from our
GitHub page [57])

this preferred technique. If the document does not contain any useful information to base
the decision on and the user does not provide a preference the agent will pick the default
technique (DFG).

3. Process Researcher: The Process Researcher tool generates research reports about the
identified process components, supplying explanations and potential improvements for the
identified process issues (‘explanations’ and ‘improvements’, Figure 13). For each provided
process component one report is generated, based on external ecosystem domain knowledge
from online sources. The reports are generated by the GPT Researcher module, an open-
source project of an LLM-based research assistant [53], the information within the reports is
referenced to lower the chance of the model hallucinating. A hallucination occurs when an
LLM generates a non-existent answer [58].

The Process Researcher tool activates a separate Python virtual environment in which the
GPT Researcher module runs, see Figure 14. A separate virtual environment is required
because the GPT Researcher causes version conflicts with other components of the PoC. The
GPT Researcher receives a query with five components: (1) the process component (step in
the process), (2) the required analysis (e.g. bottleneck analysis), (3) the type of the process,
(4) the sector, and (5) the organization. An example of a query used for this tool is: "What
are common causes for process inefficiencies at the ‘Queued -> Completed’ step in the IT
incidents managing process in the car manufacturing sector (at Volvo)?"

The reports that are generated can have two levels of detail, standard (one GPT Researcher
run, inspired by the Plan-and-Solve approach [59]) or detailed (multiple GPT Researcher
runs, inspired by the STORM approach [60]). The approach that we use in this tool is an
example of using RAG, as we let the agent use external information instead of relying on the
pre-trained knowledge of the LLM.

4. LLM: A tool that allows the agent to ask simple questions to an LLM, e.g. to find the sector
of an organization.
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Figure 16: Architecture of the PoC during execution

5. Human-in-the-loop: This tool allows the agent to interact with the human user for input if
the agent requires that, the response of the user is then used in the execution of the agent.
With the inclusion of this tool, we allow for a human-in-the-loop option for the agent. For
instance, the agent can ask questions to the user if the task is unclear. Making the agent
more robust against unclear instructions from the user and lowering the risk of the system
hallucinating.

6. Report Generator: This tool generates the final report, which aligns with the ‘explanations’
and ‘improvements’ steps of the framework (Figure 13) as this report includes potential
explanations and improvements. The final report is returned as a separate text file because
these files are too big to be returned to the user as the output of the agent.

Figure 16 shows an overview of the sequential steps of an execution of the agent using the
mentioned tools, although this is not a static order of steps as the agent constructs a plan of action
each time it is run. If the constructed plan is insufficient for solving the task, the agent can go back
to the planner instance. The agent will adapt the plan and then execute this new plan. This type
of looping within the agent is possible since the agent is based on a graph structure [61]. Figure 17
shows an overview of the graph structure of the agent, where it can be seen that the agent can go
back to the ‘plan’ node after the tool execution has begun.

Then the system will spot the relevant process components from the generated textual abstraction
of the process, based on the type of analysis that the user requested. Then for each identified relevant
process component, the system will generate a (detailed) research report. In the generation of this
report, the sector of the organization is also taken into account. As this can be valuable information
for generating relevant domain knowledge about the process and its components. All explanations,
improvements, and other forms of domain knowledge are written down into a research report about
that specific process component. So for every identified process component, one research report is
generated by the system. The system collects all the reports that it generates and adds these to
one final report that is returned to the user (together with the requested visualizations).
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Figure 17: Visualized graph of an execution of the agent

6.2.2 LLMs

The goal of this PoC is to explore the potential of LLMs to supplement domain knowledge into
process mining tools. For the PoC, we chose to use two different models of OpenAI, GPT-4 Turbo
(gpt-4-1106-preview) and GPT-3.5 Turbo (gpt-3.5-turbo) [54]. We chose models of OpenAI for two
main reasons. Firstly, the models from OpenAI are the most well-known and used LLMs out there
currently. What this means is that these models are the most supported by tools and libraries for
developing LLM-based systems. Secondly, the models from OpenAI are currently viewed as one
of the best-performing LLMs in general [62]. Although, there are also other LLMs available that
outperform the models from OpenAI on certain tests, for instance, Gemini Ultra beats GPT-4 on
‘arithmetic reasoning’ (GPT-4 finished second) [63].

GPT-4 Turbo is one of the most recently updated models from OpenAI, trained on knowledge
until April 2023 [64]. Making it more capable than the previous generation model (GPT-3.5) and
it has a larger token limit for input of 128,000 tokens. GPT-3.5 Turbo has a knowledge cutoff in
September 2021 [65]. The token limit of this model is also lower than that of GPT-4 Turbo at
16,385 tokens [54]. The upside of GPT-3.5 Turbo compared to GPT-4 Turbo is the costs of using
the model, currently for GPT-3.5 Turbo the costs of 1 million input tokens are $0.50 and $1.50 for
1 million output tokens [66]. For GPT-4 Turbo the costs of 1 million input tokens are $10 and $30
for 1 million output tokens.

Table 2 shows for each component in our PoC, which LLM we used. For simpler tasks that do
not require a large amount of input or output tokens, we used GPT-3.5 Turbo. Because this model
is cheaper to use than GPT-4 Turbo. For tasks that are more complex and that require a large
amount of input or output tokens, we used GPT-4 Turbo. Within GPT Researcher both GPT-4
Turbo and GPT-3.5 Turbo are used, GPT-4 Turbo is used for more complex tasks and GPT-3.5
Turbo for simpler tasks.
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Task (Figure 14) Used LLM [54]

Agent foundation OpenAI GPT-4 Turbo
LLM tool OpenAI GPT-3.5 Turbo
Process analysis OpenAI GPT-3.5 Turbo
Report tool OpenAI GPT-4 Turbo

GPT Researcher OpenAI GPT-4 Turbo & OpenAI GPT-
3.5 Turbo

Table 2: Used LLM for each LLM-based part of the PoC

6.2.3 LangChain

LangChain is the technical basis for the PoC, LangChain is an open-source framework for developing
LLM-based applications, with over five million monthly downloads [67]. We chose LangChain as the
basis for this system as it is open-source, offers a large set of functions, simplifies the interaction with
LLMs, and is regularly updated. Besides offering capabilities for building LLM-based applications,
it also offers capabilities for monitoring and deploying these applications.

One of the modules within LangChain that we implemented in our PoC is LangGraph. LangGraph
is a framework that offers the construction of multi-actor state LLM systems [61], using a graph
structure. Using a graph structure for an LLM-based agent allows for the use of loops within the
agent (Figure 17). In LangGraph states are an important concept, each graph execution a state is
passed on between the nodes. Within each node, this state is updated and returned after execution
[68]. Using a graph-based agent offers the mentioned multi-actor state capabilities and it gives the
developer more control over the execution of the agent. Since the options that the agent has can be
defined and connected via the edges of the graph, if required these edges can be made conditional.
We chose to use LangGraph because a graph structure was required for implementing ReWOO and
because it offers additional control over the execution of the agent.

LangSmith is an additional platform offered by LangChain to test and monitor LLM-based
applications that are created with LangChain. It can give insights into the amount of LLM calls,
token usage, success rate, and latency. Figure 18 shows a screenshot of the ‘Monitor’ tab of the
LangSmith platform, where the graphs provide insights into the runs of the system. These insights
are useful when trying to get a better understanding of your application and to for instance see
how successful and efficient the executed runs are. Using LangSmith the claim of Xu et al. was
observed for this system, showing a reduction in token usage and LLM calls when switching from
ReAct to ReWOO [34]. Besides these statistics, it is also possible to get insights into the specific
input and output of each LLM call and execution. This functionality of LangSmith can be helpful
when debugging your application and seeing what instructions the model got at each step and what
the respective output was.

6.2.4 GPT Researcher

The GPT Researcher module is used in the Process Researcher tool (Figure 14) of the agent for
advanced searches. The GPT Researcher python library offers an autonomous agent that is designed
to conduct advanced online searches, the code can be found on GitHub [53]. The final output of the
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Figure 18: Screenshot of the LangSmith platform, from the ‘Monitor’ tab
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Figure 19: Example of a ‘standard’ final report from GPT Researcher

GPT Researcher is a research report including references, Figure 19 shows an example for the query
‘What are common causes for process inefficiencies in the consumer goods sector?’. We chose to
use GPT Researcher because it provides references for the claims it makes, so they can be checked
by the user. GPT Researcher goes one layer deeper than conventional search APIs for LLM-based
agents and also analyzes the content of the found web page and not just their headline. This leads
to the agent receiving more in-depth and detailed information and allows the agent to generate
more in-depth domain knowledge based on the provided information.

The approach of the GPT Researcher was inspired by the Plan-and-Solve (PS) prompting [59].
GPT Researcher generates (sub) research questions for the query it receives and executes the
sub-research questions in parallel, leading to a lower execution time for the agent. According to the
makers, GPT Researcher is 85% faster than AutoGPT [69], a well-known open-source LLM-based
autonomous agent [70]. To answer the (sub) research questions, the most relevant online sources
are searched and information from these web pages is scraped and put into a report.

The mentioned information and example describe the ‘standard’ implementation of GPT
Researcher, within the system, there is also an option to use a different one. This is the function
that creates ‘detailed reports’, a more in-depth execution of the GPT Researcher inspired by the
STORM paper of Shao et al. [60]. STORM stands for ‘Synthesis of Topic Outlines through Retrieval
and Multi-perspective Question Asking’ [60]. These reports are around three times longer than
the standard ones and contain around 20 references. Appendix B shows an example of a detailed
report that uses the same query as the standard report in Figure 19. The downside of using these
detailed reports is that this requires more execution time and tokens for completion. The detailed
reports contain more information but can also contain information that is less relevant and specific
to the question.
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7 PoC results
In this section, we present the results of the evaluation of the PoC. We conducted two experiments
to evaluate the output of the PoC. Firstly, an ablation experiment and secondly, a qualitative
analysis. In the next two subsections, we present the results of both experiments.

7.1 Ablation experiment

We tested three different ablations to compare their outputs. The outputs that were generated are too
large to fully display in this thesis, therefore, we present the first part of the outputs. The full outputs
of our experiments can be found at https://github.com/maxvogt12/ReWOO_agent_for_PM in the
‘Experiments’ folder. The three ablations that we tested are: (1) the PM4PY LLM query functionality
[7], (2) GPT Researcher [53], and (3) our PoC.

We asked all three systems what the audit risks are in an order-to-cash (O2C) process at Procter
and Gamble (P&G), and what could be causing them. The dataset that we used can be found on
our GitHub page, in the ‘Event Logs’ folder (‘O2C.csv’). The data is about an O2C process but
not specifically at P&G, we added this for testing purposes. The beginning of the output is shown
in Figure 20 and our analysis of the output is shown in Table 3.

The PM4PY LLM query system was able to execute process discovery and problem identification
but could not generate in-depth domain knowledge. For instance: “Manual order approval processes
leading to delays in order processing.”, this generated domain knowledge is superficial and not
specific to this process, its component, or the organization.

We let the GPT Researcher generate a detailed report since that is also the default setting
in our prototype, the beginning of this report is shown in Figure 20. GPT Researcher was able
to generate more in-depth domain knowledge about O2C processes. However, because it cannot
execute process discovery and problem identification, the domain knowledge is superficial in the
sense that it is not focused on specific activities or parts of the O2C process. For instance: “Delayed
payment processing is a critical risk in the cash application phase. For a company like Procter &
Gamble, delays can disrupt the smooth operation of the order-to-cash cycle, affecting liquidity and
the ability to reinvest in business operations. This can also lead to a poor customer experience,
potentially damaging long-standing customer relationships and brand reputation”. This output
contains more in-depth information but the information is about the whole O2C process, GPT
Researcher is not able to identify the components of this process and generate domain knowledge
about those components.

Our PoC combines the strengths of these two systems, leading to in-depth domain knowledge
that is focused on a specific part of the O2C process that was identified using process discovery and
problem identification (Figure 13). The beginning of this report is shown on the right in Figure 20;
we marked all information green that was specific for the process component that was passed along,
compared to the ‘generic’ report of the GPT Researcher ablation (middle part of Figure 20).

In the output of our PoC, we see more detailed information, e.g. focusing on a specific activity
in the process: “Segregation of duties is a key internal control that reduces the risk of errors and
fraud. In the ‘Send Purchase Order ->Receive Goods’ step, the risk arises when the same individual
is responsible for both ordering goods and receiving them. This lack of segregation can lead to
unauthorized purchases or the acceptance of substandard goods. Procter & Gamble must ensure
that different employees handle the procurement and receiving processes to mitigate this risk.
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Figure 20: Sample from the generated reports from the experiments

Table 3: Analysis of the output of the ablation experiment

Ablation Analysis of output (see Figure 20 for output)
PM4PY LLM query The textual abstraction (DFG) allows the LLM to analyze the process model

and reason which activities in the process could form an audit risk based
on the DFG (process domain knowledge). However, the explanations about
the causes of these audit risks (ecosystem domain knowledge) are superficial
compared to the other systems.

GPT Researcher Generates more in-depth knowledge for the provided question. However, it
is unaware of the components of the system and that makes the answers
more superficial, the information is just about an O2C process but not about
specific components within this process. GPT Researcher provides references
for the information that it generates.

PoC Executes process discovery and problem identification and can then provide
relevant process components to the GPT Researcher. This allows for the
generation of in-depth knowledge that is focused on the relevant parts of
the process, in this case, the ‘Send Purchase Order ->Receive Goods’ step.
Our PoC provides references for the information that it generates.
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([Procter & Gamble Policies & Practices](https://us.pg.com/policies-and-practices/product-safety-
and-compliance/))”. In this example, we see information that is in-depth and focused on a specific
process component and we see that documentation of the website of P&G was used as a reference.

The PoC can combine information about the organization with current trends to identify risks for
P&G. The report mentioned that P&G is active in over 70 countries and therefore faces geopolitical
risks like the war in the Middle East and the Houthi attacks on cargo ships. The used source
is an example of RAG, the article is from February 2024 and the pre-trained knowledge of the
GPT-4 model (currently) is cut off in December 2023 [71, 54]. The reports also include potential
improvements for the observed audit risks in the process, e.g. that P&G can use the Third-Party
Risk Management (TPRM) process and internal control frameworks that it has in place to mitigate
some of the mentioned risks (including a reference to the website mentioning this framework).

For the ablation experiment, we ran another instance in the same way that we just presented. For
this instance, we asked the same three systems (PM4PY, GPT Researcher, and our PoC) what the
cyber security risks are in the IT incidents handling process at Volvo. We observed the same type
of output from the three ablations as we described in Table 3. The PM4PY LLM query again was
able to execute process mining but gave superficial information without references: “Unauthorized
access: There is a risk of unauthorized access to sensitive information and systems when incidents
are in the "Accepted" state, as well as when incidents move between different states without proper
authorization.”.

We observed that our PoC gave specific examples from the sector of the example organization,
e.g.: “Connected vehicles and systems in the automotive industry are susceptible to various cyber
threats, including malware, ransomware, and targeted attacks. For instance, infotainment systems,
like Ford’s Sync3, have been found to have vulnerabilities that could allow for remote code
execution ([Telematicswire](https://www.telematicswire.net/upstream-releases-2024-automotive-
cybersecurity-report/)).”. Within these reports from the PoC, we see that the system presents
potential risks first and then later discusses potential mitigation strategies for the risks. This aligns
with the ’explanation’ and ’improvement’ components of our conceptual framework (Figure 13).
An example of a mitigation strategy: “Utilizing guidelines from industry-specific organizations like
Auto-ISAC provides tailored best practices for incident response, including roles and responsibilities,
technical and non-technical processes, and self-evaluation after incident closure ([Auto-ISAC Best
Practices](https://automotiveisac.com/best-practices/)).”.

Furthermore, we see that the PoC mentions certain regulations that Volvo has to comply
with, focusing specifically on cyber security: “Volvo adheres to automotive industry standards and
regulatory requirements, such as UN155/156 set by UNECE WP.29, which mandates cybersecurity
solutions throughout the vehicle lifecycle. Compliance with these standards is critical for maintaining
market access and customer trust. ([UNECE WP.29](https://unece.org/))”. The mentioned examples
indicate the PoC’s ability to generate domain knowledge. Another important factor of the PoC is
that it is also able to execute process mining techniques and is able to zoom in on components
of the process, which GPT Researcher is not able to do. One of the process components that the
PoC focused on was the step from ‘Queued’ to ‘Completed’, e.g.: “Attackers often target known
vulnerabilities in older software that are no longer supported by vendors. This can lead to incidents
where the ’Queued’ step involves a security breach, and the ‘Completed’ step requires not just
resolving the immediate issue but also addressing the underlying security flaws, which can be
complex and resource-intensive.”. Without using process mining techniques, specifying the domain
knowledge to this level would not have been possible.
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Overall, the ablation experiment indicated that our PoC offers additional value over its two
main components (separately). By being able to execute process mining and therefore finding
the activities within the process. Selecting the relevant part of the process to analyze and then
generating in-depth domain knowledge about the part of the process.

7.2 Qualitative analysis

As explained in Section 4.4.2, we evaluate how much of the information in the output of the PoC is
specific information to the provided process component. We demonstrated this same approach (of
measuring the amount of specific information in the report) in Figure 20, where all the green marked
text on the right indicates specific instead of generic information. We marked all the information in
the reports that referred to the provided component as specific information. The percentages in
Table 4 and 5 represent the share of the report that contained this type of specific information.

In Table 4 we show the results of the qualitative analysis for all the reports that we generated
and in Table 5 we show the results per generated report. In both tables, we ordered the rows with
descending average scores, to be able to identify potential trends. We observe that the average
scores for audit risk and environmental risk are the highest and the only ones that reach an average
score of 90% or higher. The interesting thing about these two rows is that they are also the instances
where the DFG technique was used as the textual abstraction. This might indicate that using the
DFG technique leads to higher scores than the usage of the temporal profile or variants techniques.
However, there could also be other reasons for the difference in the scores. For instance, there could
be more online sources available about these problem identification types, the organization, or the
process type.

If we look at the other four rows of Table 4 and 5, we see that there does not appear to
be a trend for the usage of the variants or temporal profile technique and a potential effect on
the average scores. If we specifically look at Table 5 and how these averages were calculated.
We can observe that the three lowest-scoring rows are caused by one report scoring relatively
low (under 66%). The other report for each of these three rows scores a lot higher, 79% or
higher. This could indicate that these low scores for specific reports are outliers and that if more
reports were generated the average scores (for these rows) would be higher. Although this is
speculation and to verify this we would need to conduct a more in-depth evaluation of the PoC.
Furthermore, we see that all averages are above 65%, so 65% of the report contained specific
information. To see the full reports, visit https://github.com/maxvogt12/ReWOO_agent_for_PM,
in the ‘Experiments/Prototype_exp’ folder.

While a large portion of the reports contains information specific to the process component, that
does not mean that all of this information is useful for the process mining practitioner or other type
of user. For instance, the system can sometimes still generate superficial information, although this
information is specified to the process component and problem identification type. An example of
this could be the following output: “Integrating the accounts payable system with procurement and
financial systems ensures that all necessary data is readily available. This integration facilitates a
smoother payment preparation process and helps maintain data consistency across systems.”. This
information is specified to the AP process and specifically the preparation of payment activity in
this process. However, one could argue that this information is superficial and not specific enough
for a user to gain new insights.

The percentages in Table 4 indicate the share of the information that was specified for the
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Table 4: Compared results of our PoC

Problem identification Sector/ use case Process type Technique Average
Environmental risk Retail Purchase-to-Pay (P2P) [72] DFG 92.58%

Audit risk Consumer goods Order-to-Cash (O2C) [73] DFG 90.07%

IT & cyber risk Automotive IT incident handling [74] Temporal profile 82.10%

Process inefficiencies Manufacturing Accounts Payable (AP) [75] Variants 74.37%

Operational risk Technology Travel expenses [76] Variants 68.64%

Regulatory risk Financial services Loan application [77] Temporal profile 66.96%

Table 5: Results of our PoC per report

Problem identification Report 1 Report 2 Average
Environmental risk 89.38% 95.77% 92.58%

Audit risk 90.84% 89.29% 90.07%

IT & cyber risk 81.51% 82.69% 82.10%

Process inefficiencies 82.85% 65.88% 74.37%

Operational risk 56.87% 80.40% 68.64%

Regulatory risk 79.49% 55.43% 66.96%

process component, which means that there is also a share that was not specified for such a
component. Especially for the regulatory risk problem identification we observe that more than
30% of the report is information that is not specific. This could be caused by the type of problem
identification, the sector, the process type, or the specific organization. For instance, if the system
can find less information about an AP process compared to the O2C process, that can affect
the quality of the output. The same holds for organizations, for large organizations with more
online resources the system might be able to generate more specific output. Overall, the qualitative
analysis indicated that within all reports across different problem identification types, over 65% of
the content represented information (external ecosystem domain knowledge) specific to the process
component(s). Based on these findings, we conclude that the PoC can generate domain knowledge
about specific components (validating our first hypothesis). Therefore the system can at least
partially take over the role of a human domain expert (second hypothesis). However, this does not
mean that the PoC can fully replace a human domain expert.
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8 Discussion
In this section, we first compare our hypotheses and research objectives with the findings we
gathered. Secondly, we discuss the limitations of our work. Thirdly, based on these limitations we
propose directions for future work.

8.1 Hypotheses & objectives

In Section 4, we presented our hypothesis and research objectives. The hypotheses are the following:

1. H1: An LLM-based system can provide domain knowledge about the context of a process to
the user of a process mining tool.

2. H2: An LLM-based system can partially take over the role of a human domain expert in the
deployment of process mining.

In Section 7, we presented the results from the conducted experiments. These results indicated
that our PoC is capable of generating ecosystem domain knowledge about a process. Therefore
we accept the first hypothesis. It should be noted that the generated domain knowledge is not
necessarily complete and useful. For the second hypothesis, we established that our PoC can
generate domain knowledge. Since one of the tasks of a human domain expert is to give domain
knowledge, our system can partially take over this task. However, it would be interesting to study
to which extent the PoC can take over the role of a human domain expert.

The presented research objectives in Section 4 are the following:

1. RO1: Develop a framework that describes how domain knowledge can be included in a process
mining tool.

2. RO2: Explore techniques that allow LLMs to produce useful output based on domain knowledge.

3. RO3: Develop an LLM-based Proof-of-Concept (PoC) that can generate and supplement
domain knowledge into a process mining tool.

RO1 states that we should develop a framework to include domain knowledge into a process
mining tool. We presented our framework in Section 6.1.2. However, this framework is just one
approach to do this and other approaches can also be used. For the developed PoC (RO3) we used
agent and prompt engineering techniques which we introduced in Section 2 (RO2).

8.2 Limitations

Although our research presents a novel way to generate domain knowledge within process mining
tools, it has its limitations. The limitations can be divided into two categories, limitations regarding
the PoC and limitations regarding the evaluation of the PoC.

We will discuss the limitations regarding the PoC first. Our PoC works best for organizations
or industries with a lot of online coverage, since the PoC searches for online sources about the
specific process component, sector, and organization (external ecosystem domain knowledge). So if
an organization has no online presence the results of the system might be less useful. If this type of
system were to be used in a real-life scenario it could rely on documentation of the organization
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(internal ecosystem domain knowledge) to fill this gap in online presence. Often organizations have
a lot of internal organizations that could be useful for the system to analyze, e.g. documentation
about regulations and compliance. We demonstrated that the PoC can already rely on internal
documentation, by using a document as the information source for the Technique Selector tool.
Therefore, if the system is pointed toward the storage of internal documentation, it can analyze it
and use it in the problem identification and for generating domain knowledge.

The PoC currently generates domain knowledge about a specific component of a process model,
based on the names of the activities within this component. This works for event logs in which the
activities have names that correctly describe the actual activity. However, there can also be event
logs in which the activities are encoded or numbered instead of having descriptive names. In these
cases, the PoC will not be able to directly generate specific domain knowledge about these activities
and will generate domain knowledge about the entire process instead of a specific component. To fix
this, one could implement a transformer in the system that translates the encoded activity names
or numbers into descriptive names.

The PoC bases the generated domain knowledge on the outcomes of the process discovery and
problem identification phases but does not allow the user to refine the problem identification phase,
based on the generated domain knowledge. We did include this option in our conceptual vision
(Figure 13) but we did not include it in the PoC.

For the evaluation of the PoC, we assessed three ablations of the system and conducted a
qualitative analysis on multiple reports. These experiments did give insights into the added value
of the prototype. However, they do not provide the complete picture, as the actual user experience
is not taken into account in these two experiments. Furthermore, these experiments can be prone
to bias, since they are based on our judgment, instead of including an independent benchmark to
assess the quality of the generated output. This would allow us to get a better assessment of the
quality of the output of the PoC. For the qualitative analysis, we were limited by a low number
of publicly available process mining datasets. Therefore, we were not able to expand the results
of the analyses shown in Table 4 and 5 by either looking at more problem identification types or
generating more reports for the problem identification types that we already included.

The output of the PoC is rather large (often more than 10 pages) as we tried to generate as
much relevant domain knowledge as possible to study the potential of LLMs for this task. However,
for a business user, it might prove useful to investigate a filter for this large output and to just
return the most useful output for a specific user. This can be realized by changing the prompts of
the ‘Solver’ instance (Figure 16), to let it write a summary.

8.3 Future work

Now we will discuss directions for future work, based on our findings from this study. We see
two main areas for future work, the development of an LLM-based system that generates domain
knowledge and the evaluation of such a system.

8.3.1 System

The framework that we presented in our conceptual vision integrated the types of domain knowledge
and process mining techniques (Figure 13). However, the PoC that we developed focused on specific
components of this framework and did not include all its components. We can make a distinction
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between future work that focuses on expanding the domain knowledge capabilities and the other
system capabilities.

For the domain knowledge, focusing more on the process knowledge could prove to be a useful
direction. For instance, searching for data sources about process optimization and letting the agent
analyze them. This could allow the PoC to become better at proposing process improvements. One
could also look into other ways of integrating the domain knowledge into a process mining tool. For
instance, using the approach proposed by Eichele et al. [50], injecting domain knowledge directly
into the event logs. The quality of the generated domain knowledge depends on the quality of the
inputs of the system, i.e. the information sources that it can find and analyze. Within these sources,
we can make the distinction between internal and external sources. For internal sources, it would be
interesting to study the potential of our PoC, if it would be given access to the internal documents
and sources of an organization. And compare the results of the generated domain knowledge to the
current output that we generated. For external, one might study how the system can find more and
better sources for generating domain knowledge and look into the approaches that can be used to
extract the knowledge from these sources. Finding the right information is important, however,
this information also needs to be captured correctly and efficiently. Furthermore, a situation might
arise where the generated domain knowledge and the event log or process model contradict each
other. An example of such a situation could for instance be when a process is not compliant with a
certain regulation. In this case, the process should be made compliant. Diving into these types of
situations and mitigating the risks that come from them can make the system more robust.

Now we will discuss future work directions for the other system capabilities. To develop a
system that completely aligns with our framework, the system should allow for looping between
explanations or improvements and problem identification. This would give a more robust and
interactive experience for the user. The user can zoom in on specific components in the process, get
explanations and improvements about these components, and then refine the problem identification.
For instance, switch to another component or go one layer deeper, and generate additional domain
knowledge. Furthermore, the addition of additional functionalities for ‘descriptive tasks’ might
prove useful. This would allow the user to ask questions to the system about the characteristics of
the process model or the event log.

The world of LLMs is moving at a fast pace and new technologies are being developed constantly.
Identifying new technologies that could improve this system and implementing one of them could
prove to be beneficial for the value that our system offers. One new approach that is gaining
popularity is DSPy. DSPy is an approach that allows the optimization of prompts for LLMs,
removing the need for hardcoded prompts [78]. Currently, we apply LangChain to make the process
of declaring and using prompts in the system simpler. However, using an approach like DSPy could
allow us to make the development of our system even simpler and deliver a more robust final
product. The downside of DSPy is that it requires training instances for the optimization of the
prompts.

Another potential direction for future research is the evaluation of different LLMs, specifically
for this type of system. As mentioned in Section 6.2.2, we currently use two different OpenAI
models. With the current and future development of new LLMs, other LLMs might prove to yield
a better performance for an LLM-based system for generating domain knowledge.

Besides studying the potential of using other LLMs, the usage of other process mining software
might also prove to be beneficial. Currently, we use the PM4PY module in our PoC but the
integration with a more advanced process mining suite (e.g. Celonis or Pegasystems) might result in
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better outcomes for our system. As these tools offer more in-depth process discovery and problem
identification and if those analyses are improved, the quality of the generated domain knowledge
might also improve.

8.3.2 Evaluation

To get a better understanding of the additional value of our proposed system the evaluation could
be expanded. Specifically, looking into the experience users have when using such a system. For
instance, letting a group of users use the system and observing them during their usage. Capturing
their experience and collecting their thoughts afterward can allow us to get a better understanding
of the expectations and experience of a user. This allows for a more complete validation of our
findings and might give additional directions for future improvements of the system. By exploring
the proposed directions for future work, we could be able to develop a system that offers even more
value to the user and get a better understanding of how users experience and appreciate the system
and the value that it offers.
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9 Conclusion
This study explores the integration of LLMs into process mining tools, specifically focusing on the
use of ReWOO-based agents to bridge the domain knowledge gap process mining practitioners face.
We interviewed process mining practitioners to get insights into the current state of process mining
and to see if and how LLMs could improve this. We distinguish three different types of domain
knowledge within process mining and focus on the generation of ecosystem domain knowledge
because this domain knowledge is currently not represented in process mining tools.

We present a conceptual vision of an LLM-based system that can generate domain knowledge
and execute process mining techniques. Based on this conceptual vision, we developed a working
PoC. Our PoC shows that LLMs can successfully generate and integrate domain-specific knowledge
into process mining, potentially reducing the need for human experts and thus lowering barriers to
effective process management. Through our experiments, we observe that our PoC provided more
in-depth external ecosystem domain knowledge about specific process components compared to the
other systems in the experiment.

Despite these promising outcomes, our study also highlights several challenges. Data availability
and quality remain major hurdles, as the effectiveness of the generated insights heavily relies on
the input data’s comprehensiveness and accuracy. Looking ahead, we identify several directions for
future work. Future studies can focus on further developing an LLM-based system for generating
domain knowledge and the expansion of the evaluation of such a system. Incorporating a broader
range of data sources could enrich the domain knowledge base, leading to more comprehensive
support for process mining practitioners.

In conclusion, if we look at our research question ‘How can LLM-based agents provide domain
knowledge to help users of process mining tools understand and improve processes?’. We conclude that
LLM-based systems can generate domain knowledge by utilizing internal and external information
sources (first hypothesis). Furthermore, we conclude that the generated domain knowledge is
relevant for the users of process mining tools and that this knowledge can allow them to understand
and improve processes. Therefore, an LLM-based system can (partially) take over the role of a
human domain expert within process mining (second hypothesis).
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Interview questions list
Background:

1. What is your academic background in terms of formal education?
2. What is your current job function?
3. How long is your overall professional experience?

Process mining & domain knowledge:
4. What and how long is your overall experience with process mining?
5. What are (in your opinion) barriers in current process mining that limit the adoption of

process mining? In terms of broadening to a business audience, in terms of more
repeat use and/or in terms of increased coverage in types of processes and domains.

a. Why?
6. Do you think that domain knowledge about the context of the process and its

organization is important?
a. Why?

7. What type of domain knowledge do you think is important? Knowledge about process
mining? About process optimization in general? Or about the business domain the
process is about?

8. Do you see this knowledge well represented in process mining tools?
a. Can you give an example?

9. Can having too much domain knowledge about the process be a potential
disadvantage?

a. Why?

Generative AI:
10. What and how long is your overall experience with generative AI?
11. How often do you use generative AI?

a. When and which system?
12. How good or bad has your experience and interactions with generative AI been?

a. Why?
13. Are there specific use cases or challenges where you believe generative AI could

add significant value in process mining?
14. How could the current generative AI systems (that you have used) improve?

a. Why?

Prototype/ technology acceptance:
15. Do you always accept the output provided by generative AI systems?

a. Why?
16. In your opinion, what factors influence the acceptance of new technologies,

especially in the context of process mining or generative AI?

Closing:
17. Do you have any additional recommendations regarding the development of the

proposed prototype?

A Interview questions
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18. Are there specific challenges or considerations you think should be prioritized during
the prototype development process?

19. Is there anything else you would like to share regarding process mining, generative
AI, or technology acceptance?

20. Are you available for follow-up questions?
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# Process Inefficiencies in the Consumer Goods Sector

The consumer goods sector, a dynamic and integral component of the global economy, is
currently navigating a complex landscape marked by rapid technological advancements,
shifting market dynamics, and evolving consumer preferences. Despite the sector's agility
and resilience, process inefficiencies persist, often undermining the potential for growth and
profitability. This report aims to dissect the common causes of such inefficiencies, drawing
insights from industry leaders and authoritative sources.

In 2023, the consumer goods industry faced significant headwinds, including [dramatic cost
inflation](https://www.bain.com/insights/consumer-products-report-2024-resetting-the-growth
-agenda/), tight labor markets, high capacity utilization, and the end of ultra-low interest
rates. These factors collectively constrained operational flexibility and highlighted the
diminishing returns of traditional cost-saving measures. As overhead costs have been driven
down since 2008, the room for further reductions has narrowed, necessitating a strategic
pivot.

The [Bain & Company’s Consumer Products
Report](https://www.bain.com/insights/consumer-products-report-2024-resetting-the-growth-
agenda/) underscores the importance of formulating new strategies to address these
challenges. Similarly, the [Consumer Goods Industry Trends 2024
Report](https://www.dynamicyield.com/wp-content/uploads/2024/03/Consumer_goods_indus
try_trends_2024_Report_V2.pdf) by Dynamic Yield emphasizes the evolving consumer
shopping habits and the need for consumer goods companies to adapt to ongoing shifts in
purchasing behaviors and spending willingness.

Moreover, the industry is grappling with the imperative of digital transformation. As per the
[Harvard Business
Review](https://www.dynamicyield.com/wp-content/uploads/2024/03/Consumer_goods_indu
stry_trends_2024_Report_V2.pdf), the consumer goods sector lags in tech capability and
architecture, necessitating substantial investment in talent and analytics to remain
competitive. The rise of [Generative
AI](https://www.dynamicyield.com/wp-content/uploads/2024/03/Consumer_goods_industry_t
rends_2024_Report_V2.pdf) and other digital tools offers opportunities for innovation but
also presents challenges in terms of integration and execution.

Supply chain management remains a critical area where inefficiencies can have a cascading
effect on the entire operation. [McKinsey &
Company](https://www.mckinsey.com/industries/consumer-packaged-goods/our-insights/sup
ply-chain-4-0-in-consumer-goods) highlights the potential of Supply Chain 4.0 to dramatically
reduce operational costs and lost sales while decreasing inventories. However, achieving
these benefits requires a strategic approach to data analytics, demand planning, and
network optimization.

In conclusion, the consumer goods sector is at a crossroads, where addressing process
inefficiencies is not just about cost-cutting but about reimagining business models and

B Detailed research report
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embracing digital and sustainable practices. This report will delve into the multifaceted
causes of inefficiencies, exploring solutions that can drive the sector towards a more resilient
and prosperous future.

## Table of Contents

- Challenges and Trends in the Consumer Goods Sector
- Supply Chain Challenges
- Technological Integration and Data Analytics
- Market Dynamics and Consumer Behavior
- E-commerce Innovation
- Mergers and Acquisitions (M&amp;A) Dynamics

- Digital Transformation and Investment in Consumer Goods
- Digital Transformation: A Catalyst for Efficiency
- Overcoming Inefficiencies with Digital Solutions
- The Role of Data in Streamlining Operations
- Enhancing Customer Engagement through Technology
- Addressing Legacy Systems and Tech Debt

- Efficiency in Supply Chain Management
- Supply Chain Visibility and Tracking
- Inventory Management and Demand Forecasting
- Supply Chain Process Integration
- Sustainable and Agile Supply Chain Practices
- Talent Development and Workforce Management

# Challenges and Trends in the Consumer Goods Sector

## Supply Chain Challenges

The consumer goods sector continues to face significant supply chain challenges, which are
a common cause of process inefficiencies. Recent attacks on oceanic freight lines in the Red
Sea have led companies to reevaluate their supplier bases, with many transitioning away
from Asian manufacturing hubs to alternatives like Vietnam and India ([RSM
US](https://rsmus.com/insights/industries/consumer-goods/consumer-goods-outlook.html)).
However, these transitions are complex and costly, and geopolitical risks necessitate
ongoing reviews of manufacturing strategies. Elevated operating costs also challenge
suppliers and manufacturers, with geopolitics, labor tensions, and freight demand
fluctuations posing additional risks ([Supply Chain
Dive](https://www.supplychaindive.com/news/supply-chain-trends-outlook-2024/706096/)).

## Technological Integration and Data Analytics

Investment in predictive analytical tools and data analytics platforms is critical for addressing
inefficiencies in the consumer goods sector. Brands are dealing with an average of 976

54



siloed systems, which hampers the efficiency of operations. By preparing data for generative
AI, consumer goods brands can transform marketing, commerce, service, and operations,
leading to improved process efficiencies
([Salesforce](https://www.salesforce.com/blog/consumer-goods-industry-trends/)).

## Market Dynamics and Consumer Behavior

Value-driven consumption is reshaping the marketplace, with consumers increasingly
making choices based on a brand’s values and ethical practices. This shift in consumer
behavior emphasizes the importance of sustainability, social responsibility, and ethical
practices in purchasing decisions, which consumer goods companies must adapt to
([Kadence
International](https://www.kadence.com/en-us/15-consumer-trends-to-watch-in-2024/)).
Additionally, the rise of social media influence on consumer behavior is transforming how
brands interact with consumers, particularly in sectors like Advertising, Media, and markets
targeting Kids and Youth.

## E-commerce Innovation

E-commerce innovation continues to shape the landscape of B2B transactions, redefine
consumer experiences in the CPG sector, and challenge traditional financial services
models. The businesses that embrace these innovations and adapt to the evolving digital
marketplace will be well-positioned to thrive. This trend towards home-centric products and
services is driving innovation across multiple industries, and companies that can effectively
cater to consumers’ home-based needs and preferences will likely see sustained growth and
success ([Kadence
International](https://www.kadence.com/en-us/15-consumer-trends-to-watch-in-2024/)).

## Mergers and Acquisitions (M&A) Dynamics

On the M&A front, 2023 saw a decline in deal activity due to economic uncertainty and
valuation gaps. While increased earnout arrangements and add-on acquisitions continue into
2024, investor caution persists. Sectors catering to cost-conscious consumers, like
mass-market consumer goods, face ongoing stress, while home services and beauty brands
remain attractive to investors seeking strong multiples ([RSM
US](https://rsmus.com/insights/industries/consumer-goods/consumer-goods-outlook.html)).

# Digital Transformation and Investment in Consumer Goods

## Digital Transformation: A Catalyst for Efficiency

Digital transformation in the consumer goods sector is a strategic integration of digital
technologies into all aspects of business, from manufacturing and supply chains to sales and
customer engagement. By adopting technologies such as AI, IoT, and blockchain,
companies aim to enhance business processes, including inventory management,
manufacturing efficiency, and product customization. For instance, the use of Opcenter
RD&L integrates laboratory information management systems (LIMS) to drive innovation
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efficiency
([KPMG](https://kpmg.com/xx/en/home/insights/2024/03/kpmg-global-tech-report-2023-cons
umer-and-retail-sector-insights.html)).

## Overcoming Inefficiencies with Digital Solutions

Consumer goods companies are turning to digital tools to address inefficiencies in
manufacturing processes. Digital tools applied to lean transformations and advanced
analytics optimize specific manufacturing processes, leading to improved efficiency and
productivity ([McKinsey &
Company](https://www.mckinsey.com/industries/consumer-packaged-goods/our-insights/digit
al-innovation-in-consumer-goods-manufacturing)).

## The Role of Data in Streamlining Operations

Investment in data strategies and tools can lead to increased visibility, faster product
launches, and cost reduction. Data-driven insights are crucial for business operations and
growth, affecting systems, processes, workflows, and culture at all levels. Emphasizing
agility, innovation, and resilience, consumer goods companies can respond more swiftly to
market volatility, making digital transformation non-negotiable
([Layerise](https://www.layerise.com/resources/blog/post/strategies-to-accelerate-digital-tran
sformation-in-consumer-goods-companies)).

## Enhancing Customer Engagement through Technology

Digital transformation investments have significantly improved customer engagement for
consumer and retail companies. For example, 23 percent of companies report that their
investments have performed above expectations in this area. This improvement in
engagement can lead to reduced friction in customer experiences and increased satisfaction
([KPMG](https://kpmg.com/xx/en/home/insights/2024/03/kpmg-global-tech-report-2023-cons
umer-and-retail-sector-insights.html)).

## Addressing Legacy Systems and Tech Debt

Consumer and retail executives are less confident in their ability to enhance employee
satisfaction and wellbeing using their current tech stack. This could be due to complex
ecosystems and legacy tech debt that retail staff often have to navigate. Addressing these
issues is essential for improving employee productivity and reducing inefficiencies caused by
high employee attrition rates
([KPMG](https://kpmg.com/xx/en/home/insights/2024/03/kpmg-global-tech-report-2023-cons
umer-and-retail-sector-insights.html)).

In summary, digital transformation and investment in consumer goods are pivotal for
addressing process inefficiencies. By leveraging digital tools, data strategies, and customer
engagement technologies, companies can streamline operations, enhance productivity, and
improve overall efficiency. Addressing legacy systems and tech debt is also crucial for
maximizing the benefits of digital transformation.
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# Efficiency in Supply Chain Management

## Supply Chain Visibility and Tracking
In the consumer goods sector, a lack of supply chain visibility is a common cause of
inefficiency. Without clear visibility, companies struggle to track product flow, leading to
inventory mismanagement and delayed response to supply chain disruptions. Advanced
tracking technologies and integration of IoT devices provide real-time data, enabling better
decision-making and more efficient supply chain operations
([NetSuite](https://www.netsuite.com/portal/resource/articles/inventory-management/supply-c
hain-efficiency.shtml)).

## Inventory Management and Demand Forecasting
Inefficient inventory management, often due to poor demand forecasting, results in either
excess stock or stockouts. Companies are turning to AI and machine learning to enhance
demand forecasting accuracy, thereby optimizing inventory levels and reducing holding
costs. This shift towards intelligent systems is redefining inventory management practices in
the consumer goods sector
([Forbes](https://www.forbes.com/sites/paulnoble/2024/03/11/the-future-of-supply-chain-tech
nology-a-shift-toward-intelligent-systems/)).

## Supply Chain Process Integration
Process inefficiencies often stem from a lack of integration across the supply chain. Siloed
operations prevent the seamless flow of information and goods, leading to delays and
increased costs. By adopting integrated supply chain management systems, companies can
streamline processes, improve collaboration, and enhance overall efficiency
([KPMG](https://kpmg.com/xx/en/home/insights/2023/12/supply-chain-trends-2024.html)).

## Sustainable and Agile Supply Chain Practices
Sustainability initiatives, while beneficial in the long term, can introduce short-term
inefficiencies if not properly managed. However, companies that invest in sustainable
practices, such as fleet electrification and green warehousing, often find that these initiatives
lead to greater efficiency through reduced waste and improved resource management.
Additionally, building an agile supply chain that can quickly adapt to changes is crucial for
maintaining efficiency in a volatile market
([ASCM](https://www.ascm.org/globalassets/ascm_website_assets/docs/top-10-trends-repor
t-2024.pdf)).

## Talent Development and Workforce Management
A skilled workforce is essential for efficient supply chain management. The consumer goods
sector faces challenges in attracting and retaining talent with the necessary skills to manage
modern, technologically advanced supply chains. Companies are addressing this gap
through targeted hiring, staff training, and the use of collaborative robots to support human
workers, thereby improving process efficiency
([NetSuite](https://www.netsuite.com/portal/resource/articles/erp/supply-chain-best-practices.
shtml)).
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