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Abstract
Building trust is the first step in people’s acceptance of chatbots. Understanding the impact of self-designing chatbot’s
anthropomorphic features (name, gender, appearance, voice and personality) on people’s trust in chatbots is necessary for
future research on chatbots. Based on the dual identity of chatbots as both tools and partners, we compiled a Human-
Chatbot trust model and designed an experiment requiring cooperation between participants (n = 20) and chatbots. The
results of the experiment show that the self-designing chatbot’s anthropomorphic features appear to have a positive effect
on participants’ trust in the chatbot, yet not statistically significant. Self-designing mainly affects interpersonal trust
and general trust, has moderate effects on risk perception, competence and human-computer trust, and weak effects on
benevolence and specific trust behaviours.
Keywords: chatbot, self-design, anthropomorphic features, trust

Introduction
Due to advances in Artificial Intelligence (AI), it is now possible for people to develop social and emotional
relationships with artificial agents, especially so-called social chatbots. Social chatbots are AI dialogue systems
designed to converse empathically and establish long-term emotional bonds with users (Zhou, Gao, Li, & Shum,
2020). They can serve as friends, conversation partners, and even romantic partners (Skjuve, Følstad, Fostervold,
& Brandtzaeg, 2021). But how Human-Chatbot relationships are formed and the mechanisms behind them are not
yet fully understood.

Humans’ acceptance of AI (chatbots) is driven by trust (Kelly, Kaye, & Oviedo-Trespalacios, 2023). Thus
building trust is the first step in establishing a relationship between a person and a chatbot. The primary concern
in understanding the Human-Chatbot relationship is to understand Human-Chatbot trust.

Chatbots have great potential for future applications not only as tools but also as mental support partners. Un-
derstanding the relevant factors influencing the trust building between people and chatbots can help us address the
current knowledge gap.

Most research nowadays focuses on trust in chatbots as service tools and in technology. Only a few researches
have been done on interpersonal-like trust between people and chatbots. This lack of knowledge is also reflected
in the research on the influence of anthropomorphic features (e.g. name, personality, gender, appearance, voice)
on Human-Chatbot trust. Most of the research emphasises the impact of people’s personalities on trust, with
little research on the personality exhibited by chatbots and on the influence of people’s self-designing of chatbots’
anthropomorphic features.

Trust holds many definitions and categorizations. Chatbots also have a unique dual role as tools and partners.
Therefore it is difficult to say that people’s trust in chatbots is purely trust in tools and technology or purely
interpersonal trust. In terms of anthropomorphic features, many anthropomorphic features are found to have effects
on human-automated agents’ trust, although there is not much research on Human-Chatbots trust in this field.
Some researchers (Xiao, Stasko, & Catrambone, 2007) have reported a positive effect of self-designing chatbot
anthropomorphic features on trust, but there is also research that suggests that the effect is not direct (Wald,
Heijselaar, & Bosse, 2021). In addition to this, the trust between humans and chatbot was indicated to be also
influenced by many demographic factors, such as the user’s personality and the user’s trust propensity to the
chatbot.

In this paper, we proposed a new model and measurement solution for Human-Chatbot trust. we created a
cooperative video game to study the effect of people’s own design of chatbots’ names, gender, appearance, voices
and personalities on the trust building. This is an inspiration for future research on chatbots design and Human-
Chatbot relationships. Our findings also provide a theoretical basis for the design and functional focus of future
chatbot anthropomorphic features.

In the remainder of the paper, we will present existing research on chatbots, trust and anthropomorphic fea-
tures. Then we will propose our research questions. The Human-Chatbot trust model and experiment design are
followed. Finally, the results of the experiment are presented and analysed, leading to discussions and suggestions
for limitations and future work.



Human-Chatbot trust
Current research
The definition of trust is varied and it is difficult to find a universal one, the most common definition comes from
Mayer, Davis, and Schoorman (1995): ”the willingness of a party to be vulnerable to the actions of another party
based on the expectation that the other will perform a particular action important to the trustor, regardless of the
ability to monitor or control that other party” (p. 712). In this definition, a trust relationship involves at least two
parties, the trustor who relies on others and the trustee who is being trusted (Seitz, Bekmeier-Feuerhahn, & Gohil,
2022). In a Human-Chatbot trust relationship, the trustor is the human and the trustee refers to the chatbot.

There also are many different categories of trust, such as interpersonal trust (generalized and specific), cognitive-
based trust, affective-based trust, trust in automation, etc (Lin, Cronjé, Käthner, Pauli, & Latoschik, 2023)
(Moradinezhad & Solovey, 2021). Each category has different factors that influence it, such as the propensity
of the trustor or the dimensions of the trustee’s characteristics. Among these, trustee characteristics include but
are not limited to: benevolence, integrity, abilities, trusting propensity, risk perception, honesty, predictability,
etc (Morita & Burns, 2014). With so many different classifications of trust, it is necessary to determine where
Human-Chatbot trust belongs.

Before delving into the study of Human-Chatbot trust, a potential direction can be provided by the research on
people’s trust with automated agents. Except for the purely technical trust, many existing researches have used the
interpersonal trust model to study trust in virtual agents, especially in highly responsive virtual agents (Komiak
& Benbasat, 2006) (Seitz et al., 2022) (Wang, Qiu, Kim, & Benbasat, 2016). But there is still a great debate on
whether human-automation trust is the same as interpersonal trust.

The argument that they are the same is largely based on the media-equation hypothesis which states that ”com-
puters are social actors” (CASA). Human-computer relationships share the same social paradigm as human-human
relationships (Nass, Steuer, & Tauber, 1994). There are several studies developed based on this hypothesis. Wang
et al. (2016) extended trust from interpersonal to human and shopping recommendation agents. They classified
trust into two dimensions, cognition-based trust and affect-based trust. Cognition-based trust is based on users’
rational judgment. Affect-based trust, on the other hand, is the outcome of emotions and feelings. They studied the
different antecedents and consequences of these two dimensions of trust. Lin et al. (2023) also regarded people’s
trust in virtual humans as interpersonal trust and considered virtual agents as extensions of users. And based on this
they improved a tool to measure interpersonal trust towards a specific virtual agent - the virtual maze, proposed by
Hale, Payne, Taylor, Paoletti, and De C Hamilton (2018). As for the research on chatbots, there is also a supportive
base to argue that Human-Chatbot trust is equivalent to interpersonal trust. Skjuve et al. (2021) emphasized the
importance of the affective component of trust in their study of Human-Chatbot relationships. The semi-structured
interviews they used had participants reporting that the process of building trust between a person and a chatbot
was similar to the process of building trust between persons.

The research against equating human-automated agent trust with interpersonal trust is also numerous and has
their different reasons. de Visser et al. (2016) argued that automated agents have special trust characteristics.
People have higher initial trust in computers compared to humans. But when mistakes occur, the consequences
of the trust loss caused by the computers are more severe. Niewiadomski, Demeure, and Pelachaud (2010) in
their study of virtual agent believability found a lack of correlation between believability and personification. This
suggests that even though people use seemingly similar methods to judge virtual agents and humans, people do not
develop human-like relationships with virtual agents. Similarly, there is evidence about chatbots that supports this
perspective. Seitz et al. (2022) in their study on medical diagnostic chatbots also categorized trust into cognition-
based trust and affect-based trust dimensions like Wang et al. (2016). They qualitatively analyzed people’s trust in
chatbots through interviews. Yet concluded that the interpersonal trust model is only partially suitable to explain the
development of trust in diagnostic chatbots. People’s trust in chatbots is mainly based on technological cognition.
The transparent processing of information and natural conversations would greatly affect trust.

Based on the discussion, the trust relationship between people and chatbots cannot be considered purely as inter-
personal trust, other factors need to be considered as well. Nordheim, Følstad, and Bjørkli (2019) explored which
factors explain users’ trust in customer service chatbots. Using a questionnaire study, they proposed an initial trust
model that included chatbot-related factors ( expertise and responsiveness), environment-related factors ( risk and
brand), and user-related factors (propensity to trust in technology). Guo, Wang, Wu, Li, and Sun (2022), while
considering the design of chatbots, suggested that interpersonal trust factors (i.e. competence, benevolence, in-
tegrity) may be also equally effective for chatbot and human trust building. However, Human-Chatbot information
interactions are more utilitarian, and have shorter interaction durations than interpersonal. Therefore the clarity of
feedback provided by chatbots and the encouragement of user engagement need to be equally considered in the
design. Based on these, five design semantics and 10 design principles are proposed.

According to the above research, trust in chatbots is difficult to generalize into simple trust in technological
tools. Nor can it be fully applied to the interpersonal trust model. Instead, we propose that a combination of these



two needs to be considered under actual circumstances.

The effect of anthropomorphic features on relationship and trust
Anthropomorphism refers to the attribution of human characteristics to non-humans (Guthrie, 1993). According
to existing publications, many anthropomorphic features, such as personality, name, gender, appearance and voice,
have effects on the relationship and trust between human and automated agents. As early as 1995, Nass, Moon,
Fogg, Reeves, and Dryer (1995) claimed that computer personality can be human personality, which means that
people can recognise differences in the personalities of computers. Moreover, people favor computers with per-
sonalities that are similar to their own. Later, in 2006, Lee, Peng, Jin, and Yan (2006) supported this idea again.
They found that people can accurately recognize the personality of social robots. However, according to their ex-
periments, people would prefer robots with personalities that complement their own. Syrdal, Dautenhahn, Woods,
Walters, and Koay (2007) further state that in the case of complete unfamiliarity, people assign personality to
robots in the same process as they do to other people. They also studied the effect of robot appearance anthropo-
morphization and found that people’s preference for appearance depends on people’s own personality. The effect
of anthropomorphic features on people’s trust in automated agents is also significant. de Visser et al. (2016)found
that trust in virtual agents was influenced by anthropomorphic features such as appearance, voice and personality.
Virtual agent anthropomorphism increased trust resilience, lowered users’ initial expectations, reduced the impact
of lost trust, and improved trust repair. Waytz, Heafner, and Epley (2014), on the other hand, based on behavioral,
physiological and self-report measures, concluded that the anthropomorphic features of name, gender and voice
make people trust their self-driving vehicles more.

There is not much literature on the effect of anthropomorphic features on Human-Chatbot relationships and trust.
Some literature focuses on chatbot personalities and categorizes the personalities into warmth and competence.
Cheng, Zhang, Cohen, and Mou (2022) used qualitative and quantitative methods to investigate the impact of
three anthropomorphic attributes of chatbots on consumer trust. It was found that perceived warmth and perceived
competence have a positive impact on consumers’ perceived trust. And communication delay has the opposite
effect. Roy and Naidoo (2021), on the other hand, suggested that people’s preferences for chatbot personalities are
related to people’s own cognitive orientation towards time. Schillaci, de Cosmo, Piper, Nicotra, and Guido (2024)
also concluded that chatbot personality does not directly affect people’s use of healthcare chatbots. People’s
intention to use healthcare chatbots is moderated by a combination of anthropomorphism, gender and role. They
found that people trust chatbots more when the gender of the chatbot does not match the stereotype (female chatbot
is competence, male’s is warmth).

There is an interesting observation from the above research. Although not much research supports the view
that chatbot personality could affect Human-Chatbot trust, personality does play an important role, on the human
side. People’s personality has a significant impact on interpersonal trust as well as human-automated agent trust.
People with different personalities have significantly different types of behavior in interpersonal trust games (Fahr
& Irlenbusch, 2008). Personality (Big Five personality type) also affects team trust in both virtual and face-to-face
cooperation, and this effect is greater in virtual teams than in face-to-face teams (Furumo, de Pillis, & Green, 2009).
The effect of people’s personalities on human-automated agent trust is even more complex. In the framework
developed by Riedl (2022) for user personality trust in AI systems, they divided the framework into four parts:
general personality traits (Big Five personality), specific personality traits (tendency to trust), general behavioral
tendencies in technology (trust in a specific AI system), and specific behaviors in technology ( following the AI
system’s advice in a specific decision-making environment). It is clear that people’s personality is an important
factor that cannot be omitted when studying Human-Chatbot trust.

In short, Human-Chatbot trust is influenced by various anthropomorphic features and people’s personalities.
However, there is little literature discussing the difference in trust that might arise if users self-design chatbots an-
thropomorphic features. Based on some psychological publications, we can ascertain that giving anthropomorphic
features to objects causes people to hoard (Neave, Jackson, Saxton, & Hönekopp, 2015), and people thus ignore
the utility function of objects and are unwilling to replace them(Chandler & Schwarz, 2010). This also seems to
work for chatbots. Xiao et al. (2007) found that even if it was just an illusion, users perceived the embodied con-
versational agents as more trustworthy when they were allowed to choose the appearance and characteristics of the
embodied conversational agents. On the basis of their study, Wald et al. (2021) studied the effect of customizing
the anthropomorphic features (gender, appearance, nationality, personal interests, etc.) of a chatbot on user trust
and came to a partly different conclusion. They found that customisation does not have a direct effect on user trust.
It is the higher degree of anthropomorphism perceived by the users due to their customisation that makes them
trust chatbots more.

Research statement
Currently, there is a knowledge gap in the impact of chatbots’ user-given anthropomorphic features. We aim to
fill part of this gap by exploring how Human-Chatbot trust is affected if people self-design the anthropomorphic



Figure 1: Human-Chatbot Trust Model and Measurement: the described model was compiled for the purpose of
this study. The diagram shows how our measure of Human-Chatbot trust is based on two components: human-
computer trust and interpersonal trust.

features of the chatbot versus being presented with a pre-designed chatbot. For this goal, a Human-Chatbot trust
model needs to be compiled specifically for this study. On this basis, we pose the following research questions:

RQ1: Would people trust chatbots more if they designed the anthropomorphic features of the chatbot them-
selves?

RQ2: What dimensions of Human-Chatbot trust are affected by self-designing the chatbot’s anthropomorphic
features?

Methods

In this section, we first present the Human-Chatbot trust model that was compiled for the purpose of this study,
along with the measurement methodology. Then we describe the experiment approach evolved based on that.

Trust model and measurement

Based on the literature review above, we propose a Human-Chatbot trust model that aims to study the impact of
people self-designing anthropomorphic features of chatbots, as shown in Figure 1. In this model, chatbots can be
seen as both tools and partners. This dual identity makes it difficult to consider trust as purely human-computer
trust or interpersonal trust, but rather as a mixture of both. For the human-computer trust, the dimensions are
chosen (risk perception, benevolence, competence, general trust) with reference to the human-computer trust scale
from Gulati, Sousa, and Lamas (2019). This scale underwent empirical modeling and was proven to be reliable
and valid. It has also been widely used in other studies of chatbot trust (e.g. Pesonen (2021), Degachi, Tielman,
and Al Owayyed (2023)).

For interpersonal trust, the model only considers special interpersonal trust, not generalised trust. This is because
when studying the effects of user-given anthropomorphic features of chatbots, the study needs to consider trust in
specific chatbots rather than general trust in chatbots as a whole. For the measurement of specific interpersonal
trust, we use a combination of a subjective self-report questionnaire, namely the Specific Interpersonal Trust Scale
(Johnson-George & Swap, 1982), and an objective measure of specific trust behaviours (Riedl, 2022)(Lin et al.,
2023).
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Figure 2: Chatbots’ anthropomorphic features design

Experiment

The premise of this study requires people to build trust with chatbots in a short period of time. Previous research
has shown the possibility of using video games to build interpersonal trust (Handy, 2018). There are two main ways
to quickly build interpersonal trust: the exchange of personal information (e.g., icebreaker tasks) and the creation
of risky and interdependent environments (social cooperative games). Both methods can build trust. However, the
effectiveness of the information exchange approach to forming trust is fragile and context-dependent, whereas the
social cooperative game approach is more effective and robust (Depping, Mandryk, Johanson, Bowey, & Thomson,
2016). Considering that our proposed model of Human-Chatbot trust includes interpersonal trust, a cooperative
game approach is expected to be more appropriate for the experiment in this study.

Design The experiment was conducted in a between-subjects design. Participants were equally divided into
experiment and control groups. In the experiment group, participants cooperated in the game with a chatbot whose
anthropomorphic features (name, gender, appearance, personality and voice) were designed by the participants
themselves. In the control group, each participant used the exact same chatbot as designed by someone in the
experiment group, which means, that each designed chatbot was used twice: once by its designer and once by
someone else.

Procedure Before the start of the experiment, the willing participants read the information sheet and signed
the informed consent. Afterward, they would receive a pre-questionnaire, demographics as well as participants’
personalities and trust propensity towards the chatbots were collected. Participants in the experiment group were
additionally sent an external link and instruction sheet. With these, they can design the anthropomorphic features
of the chatbots including name, gender, appearance, voice and personality, as shown in Figure 2.



A few days after completing the pre-questionnaire, participants are invited to conduct a 20-minute in-person
experiment. For the in-person part, participants were asked to play an escape room game 1 with the chatbot,
and the gameplay was screen-recorded. In the game, participants in the experiment group would cooperate with a
chatbot whose anthropomorphic features were designed by themselves to play the game. Participants in the control
group were then assigned a chatbot from the experiment group.

After the game, participants were asked to complete a follow-up questionnaire. The questionnaire collects the
participants’ trust in the chatbot that they play the game with and their views on self-designing anthropomorphic
features for the chatbot.

Escape room game The game and chatbot used in the experiment were created by us using Unity and inworld.ai.
The purpose of the escape room game was to create an environment where participants had to interact with the
chatbot and build trust. At the beginning of the game, participants were given 2 minutes to familiarise themselves
with the game’s operation and with the chatbot. The game then proceed to a 15-minute escape room. Participants
were faced with a series of puzzles. The puzzles covered a very wide range of knowledge, forcing participants to
interact with the chatbot to solve the puzzle (e.g., what is Sherlock Holmes’s birthday, etc.).

Measurement The measurements involved in the experiment are divided into three main parts.

• Pre-questionnaire: In addition to participants’ demographics and experience with chatbots, participants’ per-
sonalities and trust propensity towards the chatbots are also pre-measured. We used the 7-point Likert scale,
Ten-Item Personality Inventory (TIPI), (Ehrhart et al., 2009) to measure participants’ Big Five personality types
(openness, conscientiousness, extraversion, agreeableness, emotional stability). Participants’ trust propensity
towards chatbots was measured by a 6-item questionnaire (5-point Likert scale). This questionnaire is based on
a modification of an interpersonal trust propensity questionnaire proposed by Yamagishi and Yamagishi (1994).
Yamagishi’s questionnaire contains rating statements such as ”Most people are basically honest.” In our study,
this type of statement was modified to people’s trust propensity towards chatbots, e.g., ”Most chatbots are basi-
cally honest.” A comparison of the trust propensity questionnaire proposed by Yamagishi and the questionnaire
in this study can be found in the Appendix Table 10.

• During the game: Participants’ specific trust behaviours (Riedl, 2022)(Lin et al., 2023) (Figure1 (f)) were mea-
sured, such as the number of times they seek advice/help from the chatbot and the number of times they follow
the advice.

• Post-questionnaire: The post-questionnaire was used to measure participants’ trust in the chatbot they teamed
up with. The questionnaire is composed of the human-computer trust scale (Gulati et al., 2019) (Figure1 (a-d))
and part of the specific interpersonal trust scale (Johnson-George & Swap, 1982)(Figure1 (e)). At the end of
the experiment, participants in the experiment group were asked to rate the importance of the self-design of the
chatbot anthropomorphic features. Participants in the control group were asked to rate how much they liked the
anthropomorphic features of the chatbots they played together, as well as to rate the importance of self-design
in their opinion.

Results
The experiment was conducted mainly from mid-June to early July 2024. A total of 20 participants voluntarily
signed up and took part in the experiments. All experimental data were fully recorded and valid. Before proceeding
with the data analysis below, we need to state that statistical significance in this paper is assumed when p < 0.05,
which would be indicated with *. When the Shapiro-Wilk test for the data set has a p-value < 0.05, it indicates that
the data does not have a normality distribution. Cohen’s d is an effect size, which is used to compare the mean of
two groups of data in the T-test. In this paper, values of 0.2-0.5 are considered small effect size, values of 0.5-0.8
are considered medium effect size, and values > 0.8 are considered large effect size.

Descriptive analysis
10 of the 20 participants were assigned to the experiment group, they were required to design their chatbots’
anthropomorphic features and cooperate with the self-designed chatbots to play the escape room game. The other
10 were assigned to the control group, who played the game using the chatbot designed by the experiment group.
These 20 participants included 13 females, 6 males, and one who preferred not to say the gender. They were
mainly concentrated in the age group 18-34 (8 in the age group 18-24, 11 in the age group 25-34, and 1 in the
age group 34-44). All participants had experience interacting with chatbots. We divided the participants who
thought themselves slighly familiar with the chatbot into the low previous experience group (4 people), and the
moderately familiar ones into the medium previous experience group (8 people). The remaining 8 people who

1https://play.unity.com/en/games/0e0d1737-ebbe-4f1a-a035-023f1c89e958/game-online
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Figure 3: Escape room game screenshot



considered themselves very familiar or extremely familiar were grouped into the high previous experience group.
All participants were tested prior to the experiment for their trust propensity towards the chatbot and Big Five
personality: Extraversion, Agreeableness, Conscientiousness, Emotional stability and Openness, results are shown
in Table 1. The trust propensity questionnaire measurement contained 6 items, and we took the average. The
measure of the Big Five personality types contained 2 items for each type and also took the average.

Figure 4 and Table 2 show the distribution plot and statistics (n = 20) of the score results for the seven trust
dimensions in the Human-Chatbot trust model. In order to express Human-Chatbot trust in a more holistic way,
we also calculated an overall trust score in this paper. Overall trust was calculated using the below formula.
Firstly, the human-computer trust (HCS), interpersonal trust (IPS) and trust behaviour (TBS) scores were divided
by the maximum value in their dimensions (the maximum value of the human-computer trust score was 20, the
maximum value of the interpersonal value was 30, and the maximum value of the trust behaviour was the data of
the participant who obtained the highest score in the experiment, which was 11). The results were then averaged
to obtain the overall trust score.

Overall Trust Score =

(HCS
20 + IPS

30 + TBS
11

)
3

It can be seen that although the averages of the experiment and control groups are closer in ’Risk perception’,
’Competence’, and ’Specific trust behaviours’, they have very different distribution shapes. In particular, the data
for the experiment groups in ’Competence’ and ’Behaviours’ deviate from the normality distribution. They show
a polarised tendency, with group ’Competence’ closer to the highest scores overall and group ’Behaviours’ closer
to the lowest scores. The distribution shapes of the experiment and control group results in ’Human-computer’
trust and ’General trust’ appear to be similar in shape, but the experiment group overall has higher scores than the
control group.

Experimental observation
During the process of the experiment, we encountered two typical participants that could represent some of the
special cases. Both participants were from the experiment group. The first participant seemed to show a lot of
trust in the chatbot, he asked the chatbot how to work out the final puzzle step-by-step instead of asking directly
for the answer, so the chatbot gave him a very complex decoding process. He spent almost 8 minutes trying to
follow the given steps until the end of the game. He was quite convinced about the given decoding steps. The
second participant was the opposite, he asked the chatbot for clues and the chatbot gave him the correct clues. But
he failed to connect the clues to the puzzle, so he questioned the chatbot if it was misleading him and ended the
game. The two appeared to represent the trusting chatbot and the distrusting group. However, surprisingly, the first
participant’s Human-computer trust was 13, Interpersonal trust was 15, and Specific trust behaviours was 7. The
second participant’s Human-computer trust was 9, Interpersonal trust was 15, and Specific trust behaviours were
6. Their Human-computer trust and Interpersonal trust scores were lower than the mean of the experiment group.
This suggests that using only the participants’ interaction behaviours with the chatbot to determine their trust in
the chatbot is easily biased and thus it is necessary to consider it in combination with more trust dimensions.

Quantitative analysis
Table 3 and Figure 5 demonstrate the comparison of Human-computer trust, Interpersonal trust, Specific trust be-
haviours and Overall trust mean scores with gender and age groups. It should be noted that due to one participant’s
preferred not to say gender, we discarded this participant’s data in the comparison of gender. In the age compar-
ison, since there was only one participant in the 35-44 age group which could not be statistically counted, her
data was discarded from the t-test, but can still be seen in the box plots. From the p-values in the table, it can be
concluded that the participants’ age and gender did not significantly affect the trust scores. However, despite not
being statistically significant, all four trust scores for females are consistently higher than those for males.

In order to better process and compare the data, we divided the participants’ trust propensity data into 2 groups.
Those greater than or equal to the mean were in the ’High’ group, and those less than the mean were in the

Table 1: Descriptive statistics of participants’ trust propensity and Big Five personality

Trust propensity (0-5) Extraversion (0-7) Agreeableness (0-7) Conscientiousness (0-7) Emotional Stability (0-7) Openness to Experiences (0-7)

Valid 20 20 20 20 20 20
Mean 3.208 4.200 4.500 4.750 3.650 5.450
Std. Deviation 0.468 1.464 0.874 1.153 1.309 1.063
Shapiro-Wilk 0.971 0.935 0.957 0.931 0.976 0.910
P-value of Shapiro-Wilk 0.775 0.191 0.478 0.163 0.879 0.064
Minimum 2.167 2.000 3.000 2.000 1.000 3.500
Maximum 4.000 6.500 6.500 6.500 6.000 7.000
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Figure 4: Distribution plots of different trust dimensions’ score in experiment (left) and control (right) groups

Table 2: Descriptive Statistics of different trust dimensions’ score in experiment and control groups

Risk perception Benevolence Competence General trust Human-computer trust Interpersonal trust Specific trust behaviours Overall trust
Exp Con Exp Con Exp Con Exp Con Exp Con Exp Con Exp Con Exp Con

Valid 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10
Mean 4.367 4.033 3.600 3.433 3.767 3.367 3.367 2.733 15.100 13.567 22.600 18.300 6.700 6.200 0.706 0.617
Std. Deviation 0.597 0.576 0.843 0.802 0.832 0.711 0.936 0.717 2.722 1.792 4.351 5.334 1.947 2.741 0.114 0.101
Shapiro-Wilk 0.872 0.911 0.889 0.886 0.841 0.958 0.963 0.906 0.898 0.887 0.846 0.937 0.842 0.964 0.939 0.903
p-value of Shapiro-Wilk 0.106 0.288 0.164 0.153 0.046∗ 0.767 0.818 0.252 0.210 0.157 0.052 0.516 0.046∗ 0.834 0.539 0.235
Minimum 3.000 3.333 2.000 1.667 2.333 2.000 1.667 1.667 9.000 9.667 15.000 11.000 5.000 1.000 0.498 0.386
Maximum 5.000 5.000 4.667 4.333 4.667 4.333 5.000 4.000 18.667 15.333 28.000 27.000 11.000 10.000 0.861 0.757

(a) Human-computer trust (b) Interpersonal trust (c) Specific trust behaviours (d) Overall trust

Figure 5: Box plots of different trust dimensions’ score in age groups



Table 3: Results of independent sample T-tests, comparing different trust dimensions’ score across gender and age
group

Demographics Trust dimensions Group N Mean SD Shapiro-Wilk (p) T-test (p)

Gender Human-computer trust Female 13 14.769 2.221 0.523 0.436
Male 6 13.833 2.722 0.549

Interpersonal trust Female 13 21.077 4.681 0.035* 0.525
Male 6 19.333 6.947 0.376

Specific trust behaviours Female 13 6.692 2.175 0.083 0.309
Male 6 5.500 2.588 0.272

Overall trust Female 13 0.683 0.086 0.224 0.228
Male 6 0.612 0.165 0.879

Age group Human-computer trust 18-24 8 14.833 1.543 0.179 0.430
25-34 11 13.909 2.937 0.884

Interpersonal trust 18-24 8 20.625 5.012 0.731 0.968
25-34 11 20.727 5.676 0.090

Specific trust behaviours 18-24 8 5.750 1.282 0.592 0.505
25-34 11 6.455 2.697 0.957

Overall trust 18-24 8 0.666 0.083 0.067 0.887
25-34 11 0.658 0.141 0.916

Table 4: Results of ANOVA test, comparing different trust dimensions’ score across previous experience level

Trust dimensions Previous experience level N Mean SD F p

Human-computer trust High 8 13.542 2.933 0.829 0.453
Medium 8 15.083 1.231

Low 4 14.417 2.998
Interpersonal trust High 8 22.250 4.921 0.801 0.465

Medium 8 19.500 5.398
Low 4 18.750 5.795

Specific trust behaviours High 8 6.875 2.100 0.295 0.748
Medium 8 6.375 2.066

Low 4 5.750 3.594
Overall trust High 8 0.681 0.130 0.326 0.726

Medium 8 0.661 0.047
Low 4 0.623 0.186

’Low’ group. Participants’ Big Five personality data (Extraversion, Agreeableness, Conscientiousness, Emotional
stability, Openness) were processed similarly. Previous experiences were divided into ’Low’, ’Medium’, and
’High’ groups as previously stated.

Tables 4 and 5 compare Human-computer trust, Interpersonal trust, Specific trust behaviours and Overall trust
mean scores with previous experience, trust propensity and Big Five personality levels. Previous experience levels
were tested using the ANOVA test. Trust propensity and Big Five personality levels were tested using the T-
test. The p-value indicated that only Specific trust behaviours would be negatively significantly affected by trust
propensity while all the others would not. Participants with low trust propensity level had higher mean scores on
specific trust behaviours. No significant effect on trust scores was found for either previous experience or Big Five
personality.

Figure 6 displays the relationship between the experiment and control group in terms of Human-computer trust,
Interpersonal trust, Specific trust behaviours and Overall trust. Each data point represented a pair of experiment +
control group participants who used the same chatbot, which were all designed by the participants in the experiment
group. The negative Pearson’s r in figure 6 implied that there were negative correlations between the experiment
group’s trust scores and the control group’s scores in all four trust dimensions. And the p value in figure 6b
showed that there was a strong linear relationship between the results of the interpersonal trust scores in the
experiment group and those in the control group. The higher the interpersonal trust score given by participants
in the experiment group, the lower the interpersonal trust score given by participants who used the same chatbot
in the control group. For human-computer trust and specific trust behaviour and overall trust dimensions, strong



Table 5: Results of independent sample T-tests, comparing different trust dimensions’ score across trust propensity
and Big Five personality types’ level

Demographics Trust dimensions Group N Mean SD Shapiro-Wilk (p) T-test (p)

Trust propensity Human-computer trust High 9 14.333 2.186 0.370 1.000
Low 11 14.333 2.629 0.963

Interpersonal trust High 9 20.889 5.159 0.662 0.744
Low 11 20.091 5.504 0.201

Specific trust behaviours High 9 5.111 2.147 0.363 0.015∗
Low 11 7.545 1.916 0.652

Overall trust High 9 0.626 0.121 0.600 0.213
Low 11 0.691 0.104 0.880

Extraversion level Human-computer trust High 10 14.233 2.816 0.973 0.857
Low 10 14.433 1.994 0.078

Interpersonal trust High 10 20.600 4.551 0.451 0.902
Low 10 20.300 6.075 0.074

Specific trust behaviours High 10 6.700 1.494 0.138 0.644
Low 10 6.200 3.011 0.886

Overall trust High 10 0.669 0.104 0.451 0.775
Low 10 0.654 0.128 0.745

Agreeableness level Human-computer trust High 12 14.722 2.044 0.103 0.385
Low 8 13.750 2.849 0.920

Interpersonal trust High 12 21.167 5.844 0.106 0.468
Low 8 19.375 4.274 0.972

Specific trust behaviours High 12 6.500 2.714 0.964 0.910
Low 8 6.375 1.768 0.926

Overall trust High 12 0.678 0.126 0.389 0.458
Low 8 0.638 0.096 0.313

Conscientiousness level Human-computer trust High 12 14.278 2.620 0.045∗ 0.902
Low 8 14.417 2.129 0.421

Interpersonal trust High 12 20.250 5.987 0.090 0.840
Low 8 20.750 4.200 0.519

Specific trust behaviours High 12 6.083 2.539 0.610 0.403
Low 8 7.000 2.000 0.975

Overall trust High 12 0.647 0.133 0.901 0.508
Low 8 0.683 0.081 0.441

Emotional stability level Human-computer trust High 11 14.212 2.197 0.612 0.809
Low 9 14.481 2.709 0.600

Interpersonal trust High 11 20.364 5.887 0.452 0.937
Low 9 20.556 4.640 0.362

Specific trust behaviours High 11 7.000 2.828 0.612 0.253
Low 9 5.778 1.394 0.062

Overall trust High 11 0.675 0.131 0.435 0.566
Low 9 0.645 0.093 0.612

Openness level Human-computer trust High 13 14.179 2.686 0.556 0.704
Low 7 14.619 1.820 0.606

Interpersonal trust High 13 21.154 5.113 0.266 0.427
Low 7 19.143 5.581 0.483

Specific trust behaviours High 13 6.846 1.864 0.277 0.312
Low 7 5.714 3.039 0.748

Overall trust High 13 0.679 0.113 0.400 0.370
Low 7 0.630 0.116 0.020∗



(a) Human-computer trust (n =
10, Pearson’s r = -0.132, p =
0.716)

(b) Interpersonal trust (n =
10, Pearson’s r = -0.647, p =
0.043*)

(c) Specific trust behaviours (n
= 10, Pearson’s r = -0.425, p =
0.221)

(d) Overall trust (n = 10, Pear-
son’s r = -0.439, p = 0.204)

Figure 6: Scatter plot correlating different trust dimensions’ score in experiment and control groups (Each data
point represented a pair of experiment + control group participants who used the same chatbot, which were all
designed by the participants in the experiment group)

(a) Risk perception (b) Benevolence (c) Competence (d) General trust

(e) Human-computer trust (f) Interpersonal trust (g) Specific trust behaviours (h) Overall trust

Figure 7: Descriptives plots of different trust dimensions’ score in experiment and control group

linear relationships could not be found. In other words, there is no superiority or inferiority of chatbot design for
these three trust dimensions, and it did not have a significant impact.

Table 6 and Figure 7 demonstrate the comparison of different trust dimensions and overall trust mean scores
obtained from the experiment across the experiment and the control group. All T-test’s p-values are > 0.05, from
which it can be concluded that self-designing the anthropomorphic features of the chatbot did not statistically
significantly affect the participants’ trust in the chatbot. However, based on the figure and Cohen’s d values, it can
be seen that the effect sizes of some trust dimensions are relatively large, suggesting that the results appear to have
practical meaning. Moreover, across all trust dimensions, the mean trust scores of participants in the experiment
group were higher than those of the control group, indicating a consistent positive trend. Therefore, the main
research statement of the paper can be summarised and answered as follows: although the self-designing chatbot’s
anthropomorphic features do not statistically significantly affect the participants’ trust in the chatbot, they still
seem to have a consistently positive effect.

In order to answer the second research question, Cohen’s d value in Table 6 needs to be further analysed. It
can be observed that Interpersonal trust (Cohen’s d = 0.883) and Overall trust (Cohen’s d = 0.825) had a large
effect size. General trust came next, with an effect size that was close enough to the large criterion (Cohen’s
d = 0.760). Risk perception (Cohen’s d = 0.568), Competence (Cohen’s d = 0.517), and Human-computer trust
(Cohen’s d = 0.665) had medium effect sizes. This suggests that self-designing chatbots’ anthropomorphic features
have a strong positive effect on Human-Chatbot trust. It mainly affects Interpersonal trust and General trust,
has a medium influence on Risk perception, Competence and Human-computer trust, and has a weak effect on
Benevolence (Cohen’s d = 0.203) and Specific trust behaviours (Cohen’s d = 0.210). It is also worth mentioning
that we could further observe that the T-test p values for both Interpersonal trust and Overall trust are close to the
significance level. It strengthens our conjecture that self-designing anthropomorphic features may truly have an
effect on Interpersonal trust and Overall trust, just not to the significance level due to the small sample size.



Table 6: Results of independent sample T-tests, comparing different trust dimensions’ score in experiment and
control group

Trust dimensions Group N Mean SD Shapiro-Wilk (p) T-test (t) T-test (p) T-test (Cohen’s d)

Risk perception Exp 10 4.367 0.597 0.106 1.270 0.220 0.568
Con 10 4.033 0.576 0.288

Benevolence Exp 10 3.600 0.843 0.164 0.453 0.656 0.203
Con 10 3.433 0.802 0.153

Competence Exp 10 3.767 0.832 0.046* 1.156 0.263 0.517
Con 10 3.367 0.711 0.767

General trust Exp 10 3.367 0.936 0.818 1.699 0.106 0.760
Con 10 2.733 0.717 0.252

Human-computer trust Exp 10 15.100 2.722 0.210 1.488 0.154 0.665
Con 10 13.567 1.792 0.157

Interpersonal trust Exp 10 22.600 4.351 0.052 1.975 0.064 0.883
Con 10 18.300 5.334 0.516

Specific trust behaviours Exp 10 6.700 1.947 0.046* 0.470 0.644 0.210
Con 10 6.200 2.741 0.834

Overall trust Exp 10 0.706 0.114 0.539 1.845 0.082 0.825
Con 10 0.617 0.101 0.235

Table 7: Results of two-tailed paired samples T-tests (n=10), comparing different trust dimensions’ score in exper-
iment and control group

Measure 1 Measure 2 t df p Cohen’s d SE Cohen’s d

Exp Human-computer trust - Con Human-computer trust 1.405 9 0.194 0.444 0.499
Exp Interpersonal trust - Con Interpersonal trust 1.339 9 0.213 0.423 0.599
Exp Specific trust behaviours - Con Specific trust behaviours 0.397 9 0.700 0.126 0.536
Exp Overall trust - Con Overall trust 1.539 9 0.158 0.487 0.567

Furthermore, in order to eliminate the random variation in chatbot designs from the analysis, we ran two-
tailed paired samples T-tests. Although the experiment is in a between-subjects design, the fact that each pair
of experiment group and the control group participants shared a same chatbot makes the paired samples T-tests
meaningful. The results are shown in Table 7. According to the p-values in the table, no statistically significant
differences in mean values were found between the experiment and control groups. However, Cohen’s d for Overall
trust is close to the level of the medium effect size. This suggests that there may be a difference in trust scores
between the experiment and control groups, regardless of how participants in the experiment group designed the
chatbot anthropomorphic features. It is just not shown to be significant, likely because of the small sample size.

As mentioned before, Figure 7 shows a consistent positive trend. So we also conducted an upper-tailed paired
T-test to check the significance in the positive direction. The results are shown in the Table 8. Although, as in the
case of the two-tailed test, the p-values do not exhibit significant differences. Yet we found that the p-value for
Overall trust was closer to the significance level. This implies a potential positive difference.

Qualitative analysis
For the experiment group, after the experiment, participants were asked whether they thought that participating in
the self-design would affect trust in the chatbot as well as whether trust would increase or decrease and why. Their

Table 8: Results of upper-tailed paired samples T-tests (n=10), comparing mean different trust dimensions’ score
in experiment and control group

Measure 1 Measure 2 t df p Cohen’s d SE Cohen’s d

Exp Human-computer trust - Con Human-computer trust 1.405 9 0.097 0.444 0.499
Exp Interpersonal trust - Con Interpersonal trust 1.339 9 0.107 0.423 0.599
Exp Specific trust behaviours - Con Specific trust behaviours 0.397 9 0.350 0.126 0.536
Exp Overall trust - Con Overall trust 1.539 9 0.079 0.487 0.567

Note. For all tests, the alternative hypothesis specifies that Measure 1 is greater than Measure 2. For example,
Exp Human-computer trust is greater than Con Human-computer trust .



(a) Whether affect trust (b) Trust increased/ decreased

Figure 8: Distribution plots of participants’ feedback in experiment group (n = 10)

Table 9: Descriptive Statistics of participants’ feedback (Y = have an effect on trust, N = no effect on trust or
thought it would neither increase nor decrease trust)

Risk perception Benevolence Competence General trust human-computer trust Interpersonal trust Specific trust behaviours Overall trust
Y N Y N Y N Y N Y N Y N Y N Y N

Valid 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
Mean 4.600 4.133 3.733 3.467 4.133 3.400 3.533 3.200 16.000 14.200 22.400 22.800 7.200 6.200 0.734 0.678
Std. Deviation 0.435 0.691 0.863 0.901 0.380 1.038 0.960 0.989 2.068 3.220 4.336 4.868 2.490 1.304 0.112 0.120
Minimum 4.000 3.000 2.333 2.000 3.667 2.333 2.333 1.667 13.000 9.000 15.000 15.000 5.000 5.000 0.595 0.498
Maximum 5.000 4.667 4.667 4.333 4.667 4.667 5.000 4.333 18.667 17.000 26.000 28.000 11.000 8.000 0.861 0.837

results are shown in Figure 8 and Table 9. The main reasons for participants who thought there was an effect on
trust and that it would increase trust were: (1) liking one of the anthropomorphic features of the chatbot and (2)
finding the chatbot familiar. Participants who believed that there was no effect on trust or that it would neither
increase nor decrease trust, their main reasons were: (1) the chatbot was just part of the game and would only
give information, participants were just following the rules to play the game; (2) trust in the chatbot depended on
their previous experiences and was not related to the game; (3) the most important thing of the chatbot was the
functionality and not the appearance and other features.

From Table 9, it can be found that for participants who perceived an impact and those who perceived no effect
on trust or thought it would neither increase nor decrease trust, their average interpersonal trust did not differ
much, with the main differences being in human-computer trust and in trust behaviours. Meanwhile, except for
interpersonal trust, participants who perceived an impact had higher mean scores on all other trust dimensions than
those who perceived no impact or neither increase nor decrease. This may point to a real effect, although it cannot
be statistically validated from our data.

For the control group, participants were asked after the experiment how much they liked the anthropomorphic
features of the chatbot, whether they remembered the name of the chatbot, and if they could have participated in the
self-design, whether they thought it would affect their trust in the chatbot. The results are shown in Figure 9. The
majority of participants liked the appearance and voice of the chatbot assigned to them, and 50% counted as neither
liking nor disliking the personality. 80% of participants felt that participation in the design of anthropomorphic
features would affect trust in the chatbot. Only 4 of the 10 participants attempted to remember the chatbot’s name,
and only 2 actually remembered it. Interestingly, these two had the highest interpersonal trust (25 and 27) in the
chatbot in the control group, and both believed that self-design had no or only a slight effect on trust in the chatbot.

Discussion
In this section, we summarize the main and noteworthy findings of the experiment and attempt to give explanations.
The limitations of the experiment and future work are also discussed.

Reflection on the results
From the above results analysis, it can be concluded that self-designing chatbots’ anthropomorphic features have
a positive effect on Human-Chatbot trust, which suggests its potential, though not statistically significant. This
conclusion aligns with Wald et al. (2021), which states that the IKEA effect also holds true in terms of Human-
Chatbot trust. The IKEA effect says that consumers are willing to pay more money for self-created products than
similar products (Mochon, Norton, & Ariely, 2012).

Among the trust dimensions, the most positively influenced by self-designing anthropomorphic features in
Human-Chatbot trust are interpersonal trust and general trust. This could be easily explained by the fact that,
as demonstrated in the qualitative analysis, some of the participants in the experiment group felt that they had
a sense of familiarity with the chatbots due to their self-design and liked their anthropomorphic features. This
resulted in a higher interpersonal trust among participants in the experiment group than in the control group, and a
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(d) Personality (e) Whether affect trust

Figure 9: Distribution plots of participants’ feedback in control group (n = 10)

higher trust as a whole.
The human-computer trust was moderately influenced by the self-designing chatbot anthropomorphic features,

which is understandable. Since the participants in the experiment group were not involved in coding the chatbot,
they were not entirely sure about the competence and safety of the chatbot. Their trust in safety and competence
may derive more from using inworld.ai for design and therefore knowing the vendor and source of the chatbot.
Benevolence trust was minimally affected by self-design, for the reason also mentioned in the qualitative analyses.
Some of the participants in the experiment group thought that the chatbot was just a part of the game, just a device
to provide information. These participants did not believe that it would act for the benefit of the participants.

The same weak influence of self-design was also observed in specific behaviours trust, which may be related
to the influence of participants’ trust propensity. In the quantitative analysis, it was shown that Specific trust
behaviours would be significantly affected by trust propensity. This result is the same as the one obtained by
Alarcon et al. (2018). However, unlike Alarcon et al. (2018)’s, this significance was negatively correlated, meaning
that the lower the participant’s trust propensity towards the chatbot, the higher their Specific trust behaviours score.
After reviewing the original data, we discovered the possible reason for this. The Specific trust behaviour score
consisted of 2 components, the number of times participants asked the chatbot for help and the number of times
they followed the chatbot’s advice. Some of the participants asked the chatbot for help multiple times, but only
followed it a few times due to their lower propensity to trust. This made it difficult for them to solve the puzzle
and thus they asked the chatbot for more help. This resulted in a high score regarding their specific behaviour.
The opposite was also found for some participants with a high trust propensity. They asked only a few times to
get the information they wanted and followed the advice to solve the puzzles, which made their scores seem low.
For instance, there was one participant with a low trust propensity. He asked for help 6 times but only followed
the advice 1 time. His score was 7. Another participant with a high trust propensity asked for help 4 times and
followed the advice 2 times. He solved two puzzles but only scored 6, lower than the prior one. As concluded in
the experiment observation subsection, just using trust behaviours to measure Human-Chatbot trust is not enough
as it is greatly influenced by the special case.

In addition, when analysing the results, we came across some outcomes worth mentioning. The first one is
the strong negative linear relationship between the interpersonal trust scores in the experiment group and those
in the control group (Figure 6b). The higher the interpersonal trust scores given to the chatbot by participants in
the experiment group, the lower the scores given by participants who used the same chatbot in the control group.
This phenomenon may be explained using design theory. In our experiment, participants in the experiment group
were equivalent to the designer and participants in the control group were equivalent to the consumer. When the
designer integrated a lot of his or her personal preferences and cultural backgrounds into the design, rather than
a universal design, he or she would have a higher degree of customisation of the chatbot and trusted the chatbot



more interpersonally. But, correspondingly, a more specific chatbot will make it harder for consumers to find
empathy. Consumers’ inability to find elements they can relate to will make them trust less. The first half of this
explanation is supported by the results of Lacroix, Wullenkord, and Eyssel (2022)’s study on robots, where they
stated that affective trust in robots was significantly higher in the high degree of customisation condition than in
the low degree of customisation, but cognitive trust was almost the same.

For consumers, as in the second part of the explanation, the situation might be different. People’s reactions to de-
sign are innate, personal and cultural related. When designers and consumers are in different cultural backgrounds
or have different personal characteristics, their tastes and understanding of the product may be very different (Crilly,
Moultrie, & Clarkson, 2004). Thus, if the consumers in the control group have different cultural backgrounds or
characteristics from the corresponding designers in the experiment group, this high degree of customisation would
make it difficult for the consumers to approve of it, leading to lower interpersonal trust score.

This design theory also accounts for the human-computer trust dimension. In Figure 6, the Pearson’s r for
human-computer trust is the closest to 0, indicating that it has the weakest negative correlation between experiment
and control group scores, compared to the other trust dimensions. In the design theory, preference, culture and
degree of customisation mainly influence affective trust rather than cognitive trust, thus having a weak effect on
human-computer trust.

Whether or not participants were finally successful in the game may also have an effect on the final trust scores,
during the experiment period of this paper, a total of four participants were successes, three of which were from the
experiment group. Using an independent t-test to analyse the different dimensions of trust scores across experiment
success, it was found that both Overall trust and Special trust behaviours in the game success group were not
normally distributed. The human-computer trust scores were normally distributed with a T-test p = 0.018, meaning
that the results were significant. But the sample of the experiment is not enough for this result to be a solid
conclusion. This is also the limitation of the experiment. Future experiments should be conducted with more
participants and the success of the game should be included in the results analysis.

Known limitations

Based on what was mentioned in the reflections, the primary limitation of our experiment is the small sample size.
With the current sample size, we can already observe consistent positive patterns and conclude that self-designing
chatbot anthropomorphic features have great potential to affect Human-Chatbot trust. With more data from more
participants, we could be able to verify the statistical significance better. A larger sample size would also help us
reduce the bias caused by special cases and make the scoring of trust behaviours more convincing. In addition, a
larger sample scale is also needed to study the effect of game success on the conclusions in this experiment.

Another limitation is the problem of appropriately quantifying specific trust behaviours. As previously men-
tioned, the number of times participants asked the chatbot and the number of times they followed the chatbot
together comprised the trust behaviour score. However, sometimes, participants with a low trust propensity asked
too much but did not follow, while some with a higher propensity asked less but followed the advice. This caused
the latter to have lower scores than the former. These special cases made it difficult to quantify the behavioural
scores reasonably. Giving different weights to help-asking and advice-following data might solve the problem, but
further research is needed to determine the appropriate weights.

On the whole, the setting of the experiment was adequate for the research. Consistent positive effects can be
concluded even with a small sample size and a short duration of the game. It could be interesting to extend it in
various aspects though. In the following, we will suggest several research directions that might be fun to pursue.
First is the time duration, our experiment lasted only 17 minutes, which included 2 minutes of familiarisation
time with the chatbot and 15 minutes of game playing. This implies that the conclusions of our experiment only
focus on people’s initial trust in chatbots. The conclusions do not apply to long-term interactions with chatbots.
Meanwhile, the experiment used an escape room game with a simple user interface and text-based interaction.
More research should be conducted on how different game types, user interfaces, and interaction methods may
affect Human-Chatbot trust.

The selection of chatbots and their anthropomorphic features is also noteworthy. In our experiments, we used
the AI provided by inworld.ai, which uses a variety of large language models to provide services. Participants
reflected their satisfaction with its overall capabilities, but still, one participant questioned the functionality of the
chatbot after failing to find a clue. Differences in chatbot vendors, sources, and functionality are also worth adding
as variables to the study. Furthermore, the options for chatbot anthropomorphic features are still limited. Our
experiment allowed participants in the experiment group to design the chatbot’s name, gender, appearance, voice,
and personality, and the rest stayed in a uniform general setting. But the anthropomorphic features that can be
designed are far more than that. The chatbot’s dialogue style, actions during the narrative, etc. may have different
effects on Human-Chatbot trust. This is also something that deserves more research in the future.



Future work
Besides the need for larger-scale experiments, further improvements to the Human-Chatbot trust model as well as
to the measurements are also welcome. The present sub-dimension categories of human-computer trust are derived
from Gulati et al. (2019), who categorised human-computer trust as Risk perception, Benevolence, Competence
and General trust. However, a more detailed division could be achieved in future work, especially with the dimen-
sions that have been shown to be medium or strong effects by the self-designing in this paper. For example, Risk
perception can be categorised into distrust of chatbot vendors, insecurity about information leakage and feeling
unsafe about AI.

Interpersonal trust is strongly influenced by self-designing anthropomorphic features and deserves to be high-
lighted. In our experiment, it was measured by six items from the Johnson-George and Swap (1982) Special
Interpersonal Trust Scale. Future research could consider compiling the full Special Interpersonal Trust Scale, by
modifying the other items to be more appropriate for Human-Chatbot trust. Or using other measurement scales
that are more detailed.

The Special trust behaviour measurement, also mentioned in the results’ reflection, needs to be optimised in
advance for future study. Suitable scoring weights need to be figured out so that the results will not be heavily
influenced by special cases and participant trust propensities. The time spent by participants seeking help from the
chatbot and following advice should also be added for the future study’s consideration.

Apart from the refinement of the trust model and measurements mentioned above, many directions of the ex-
periment’s design are worth expanding. First, the long-term impact of self-designing chatbot anthropomorphic
features on Human-Chatbot trust is worthwhile to be researched. For example, we could consider designing a
long-term task game that requires cooperation with a chatbot. The experiment asks participants to enter the game
at least once a week and measure their trust in the chatbot. No restrictions are set on daily interactions. At the
end of the experiment, record the number of times the participant plays the game and the change in his/her trust
in the chatbot during a month. Initial trust, like the one we present in this paper, may determine whether or not
people want to continue using the chatbot. Whereas, the frequency of people’s use and retention of chatbots are
supported by long-term trust. A study of long-term Human-Chatbot trust would not only tell the long-term impact
of self-designing anthropomorphic features, but also the specific changing trends of how self-designing affects a
particular trust dimension. This is helpful for the application of chatbots in a practical way.

In human-human trust building, playing a cooperative game is more effective than exchanging information
(Depping et al., 2016), which is why we chose a cooperative escape room game for our experiment. However, it
is not yet scientifically known whether cooperative games are really superior to information exchange in Human-
Chatbot trust building and how much they differ. More research is needed in this area. Furthermore, different
game genre comparisons could be a direction for expanding the research. Cooperative puzzle solving, cooperative
mazes, cooperative business simulations, etc. Whether these game genres have a strong difference in people’s trust
in chatbots is an interesting topic to study. Such research could help those wishing to use chatbots for people’s
emotional support find the right design. Comparing different interaction methods such as text communication,
voice communication, touch communication, etc. could also be a direction for further research. Nowadays most of
the chatbots are still based on text communication and some of them have the option to allow voice communication.
It is worth discussing which dimensions of trust are mainly affected by which interaction methods separately. A
similar study had been done by Schreuter, van der Putten, and Lamers (2021). They compared the extent of people’s
conforming to conversational assistants across different modes of communication (text-based, robotic-voice and
human-voice communication).

Differences in chatbots’ vendor reputation may also be valuable study variables. For instance, conducting ex-
periments using chatbots from well-known vendors, like OpenAi, versus lesser-known vendors while ensuring the
basic functionality meets standards. Such a study could tell whether people’s trust in chatbots differs depending
on the source. As well, whether or not participants are informed of the chatbot’s vendor could also be added as a
variable to this research.

Finally, considering the limitations of our experiment on the choice of anthropomorphic features, more varied
anthropomorphic features should be added to future studies. For example, allowing participants to self-design the
chatbot’s dialogue style or allowing participants to design a backstory for the chatbot. In fact, although we did not
ask the participants to do so, one participant in our experiment spontaneously created a backstory for the chatbot
he designed. These options that would make chatbots more anthropomorphic and customisable were not covered
in our experiment, but would certainly be interesting to investigate as future directions.

Conclusion
Based on the existing literature on chatbots and trust, we compiled a Human-Chatbot trust model. In this model,
Human-Chatbot trust is divided into six different dimensions: risk perception, benevolence, competence, general
trust, specific interpersonal trust and specific trust behaviours. The first 4 of these can be summed up as human-



computer trust. Based on this model, we pose 2 research questions: (1) Would people trust chatbots more if they
designed the anthropomorphic features of the chatbot themselves? (2) What dimensions of Human-Chatbot trust
are affected by self-designing the chatbot’s anthropomorphic features?

To answer these two research questions, we designed a between-subjects experiment. Twenty participants were
divided into experiment and control groups and took a 20-minute experiment in person. The experiment involved
participants cooperating with a chatbot to play an escape room game. A few days before the experiment, par-
ticipants in the experiment group were asked to design the anthropomorphic features (name, gender, appearance,
voice, and personality) of a chatbot using inworld.ai, whereas participants in the control group did not do the
designing and directly used the chatbot designed by the participants in the experiment group.

The results of the experiment answered the previously posed research question well. Although the self-designing
chatbot’s anthropomorphic features do not statistically significantly affect the participants’ trust in the chatbot, they
still appear to have positive effects with large effect sizes, which shows a strong potential to affect Human-Chatbot
trust. Further research on a larger scale is needed to determine its statistical significance. Self-designing mainly
affects Interpersonal trust and General trust, has a medium influence on Risk perception, Competence and Human-
computer trust, and has a weak effect on Benevolence and Specific trust behaviours.

The research in this paper fills part of the knowledge gap on the effect of self-design of chatbot anthropomorphic
features and contributes to future research on chatbot customisation.
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Appendix
Trust propensity questionnaire comparison

Interpersonal trust propensity Human-Chatbots trust propensity
Most people are basically honest. Most chatbots are basically honest.
Most people are trustworthy. Most chatbots are trustworthy.
Most people are basically good and kind. Most chatbots are basically good and kind.
Most people are trustful of others. Most people are trustful of chatbots.
I am trustful. I am trustful.
Most people will respond in kind when they are
trusted by others.

Most chatbots will respond in kind when they are
trusted by people. (respond in kind in this case
means you react to something that someone has
done to you by doing the same thing to them.)

Table 10: Trust propensity questionnaire comparison


