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Abstract

Within the field of natural language processing, natural language inference, sometimes called
textual entailment, is a classification problem in which a premise-hypothesis pair has to be given
a label, usually entailment, neutral or contradiction. More recently, built on the idea of textual
entailment, there is visual-textual entailment or visual entailment for short. In visual entailment
the premise is substituted by an image making the premise-hypothesis pair consist of an premise
image and a hypothesis text. In order to train models to correctly classify image-hypothesis
pairs, datasets are needed.

While datasets of images combined with hypotheses and labels already exist, e.g. SNLI-
VE, there are several other datasets for conventional, textual entailment. In this work we
research the viability of using generative Al to generate images for the premises of a textual
entailment dataset in order to create a visual entailment dataset. This is done by generating
synthetic versions of the SNLI-VE and SICK-VTE dataset and conducting experiments on these
generated datasets. The goal of this is to be able to create more visual entailment datasets out
of the existing textual datasets.

We broadly execute three different experiments. In the first experiment we look at the
intrinsic similarity of generated images compared to original images, the second investigates
how well a model trained on generated images performs compared to a model trained on original
data. The third category of experiments focuses on transfer learning of trained models to an
entirely new dataset. This entails taking the models that were trained on one dataset and its
generated version and comparing their performance when evaluating on a different dataset.

The results of the first experiment suggest that the generated images are similar to the
original images they are based on as when ordering the generated images by similarity to the
original, the images based on that original image usually end up high in the ranked list. The
results of the second experiment show an accuracy of 68.8% for a model trained on generated
images compared to 70.3% for a model that is trained on real images, both evaluated on real
images, which suggests only slightly lower data utility for the generated data compared to the
original data. The third experiment shows an accuracy of ~50% when both of the trained models
are evaluated on a new dataset, in this case SICK-VTE, which is similar accuracy to random
guessing as this dataset only has two output classes. This is not really indicative of viability of
using generated data as the performance of the model trained on original data performs only
marginally better than the one trained on generated images. In conclusion, we are positive
about the viability of using generative models for visual entailment dataset creation.
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Chapter 1

Introduction

In the field of computational natural language processing, one of the tasks is natural language
inference. Bos and Markert [2005] call natural language inference is “one of the ultimate chal-
lenges for any NLP system”.! They state that a system’s performance on natural language
inference tasks is an indication of how well it understands language and even compare it to the
famous Turing test which was introduced as the imitation game by Turing [1950] and is used
to assess whether or not machine can “think”. In the current climate of immense popularity
of large language models, natural language inference is very relevant as these large language
models are often judged on their perceived ability to reason logically or think.

In natural language inference the essential semantic concepts entailment and contradiction
are used to describe the relation between texts (Fyodorov et al. [2000], Condoravdi et al. [2003]).
The texts, often singular sentences, usually consist of a premise sentence and a hypothesis
sentence. The task of the classification algorithm is then to label a pair of premise and hypothesis

with one of the following entailment labels:
e Entailment, the hypothesis logically follows from the premise.
e Contradiction, the hypothesis contradicts the premise.

e Neutral, the hypothesis does not logically follow from the premise, but it also does not
contradict it.

Examples of premise-hypothesis pairs for these relations can be found in Table 1.1. There
have been numerous approaches proposed to tackle this classification problem. Bowman et al.
[2015b] use a Tree Structured RNN, Chen et al. [2017] an Enhanced LSTM and Radford et al.
[2018] use a Transformer Model. Some of these score as high as 89% on the SNLI dataset
(Bowman et al. [2015a]), a dataset commonly used in this field of research.

Building on the concept of natural language inference, Xie et al. [2019] introduce the idea of
visual entailment. In visual entailment, the challenge is labeling a premise image paired with a
hypothesis sentence. This still uses the same entailment labels as the natural language inference
task, only replacing the premise sentence by an image. Algorithms for this problem have been
proposed by Xie et al. [2019], accompanying their introduction of the problem. Cao et al. [2023]
use an alignment-based architecture, reaching an accuracy of 72.45% on SNLI-VE.

This SNLI-VE dataset was also introduced by Bowman et al. [2015a], alongside the concept
of visual entailment and their approach to solve it. A real-world example of the necessity of
well performing visual entailment models is given by Yanaka et al. [2023]. They use a visual

!They refer to it as recognizing textual entailment instead of natural language inference.



Premise Hypothesis Label

A soccer game with multiple males

playing. Some men are playing a sport. Entailment
Two men are smiling and laughing

. Neutral
at the cats playing on the floor. eutra

An older and younger man smiling.

A man inspects the uniform of a

) . Th is sleepi Contradicti
figure in some East Asian country. © man 1s sieeping ontradiction

Table 1.1: One example for each of the three entailment relations.

entailment model for identifying brain tumors in MRI scans. They also introduce a specific
medical visual entailment dataset called MedVTE.

For visual entailment models to be trained effectively, availability of datasets is paramount.
This work will focus on creating visual entailment datasets, specifically using generative AL
The capabilities of generative Al are currently rapidly evolving. Conventional visual entailment
dataset creation is often based on human labelling of image-hypothesis pairs using crowdsourc-
ing. Generative Al could reduce cost of dataset generation and save humans from the tedious
task of labeling images. This would enable dataset generation for domain specific visual entail-
ment tasks instead of the current general purpose visual entailment that the SNLI-VE dataset
contains examples for.

In this thesis we will research The viability of using generative models for visual entailment
dataset creation. This topic will be divided into research questions which are:

o How does a synthetic visual entailment dataset compare to an existing visual entailment
dataset consisting of real images?

o To what extent will a model trained on generated data have similar generalization perfor-
mance compared to a model trained on original data?

The main contribution of this work is an Al generated synthetic version of SNLI-VE as well
as a synthetic version of Iokawa et al. [2024]’s SICK-VTE. Further contribution is answering the
question of whether or not using generative Al is a viable method for creating visual entailment
datasets. We verify the validity of the generated images by using intrinsic comparison to the
original versions of the generated dataset. This is done by calculating the feature vectors of the
original images and checking for the most similar feature vectors among the generated images.
We also evaluate the utility of the generated data by training a visual entailment model on
our synthetic SNLI-VE dataset and testing it on the original SNLI-VE test set achieving an
accuracy of 68.8% compared to the 70.3% accuracy the model trained on real data achieved.
We finally briefly look into transfer learning from both generated and original SNLI-VE towards
SICK-VTE, also both generated and original.

The structure of the remainder of this thesis is first, we give a more in depth explanation of
the background of visual entailment and related work in the field in Chapter 2. We then explore
the original SNLI-VE and SICK-VTE datasets and how they were created in Chapter 3. After
that we explain our methodology, both for generating the datasets as well as verifying their
validity in Chapter 4. The results of the experiments we perform verifying the generated data
are shown and explained in Chapter 5. And finally, in Chapter 6 and Chapter 7 we will look
into what could have been done differently or in future work and answer the research questions
respectively.



Chapter 2

Related Work

This thesis tries to tackle the challenge of dataset creation for visual entailment tasks. In this
chapter we take a look at other work on (visual) entailment and creating datasets for these
tasks. Note that most of the related work cited in this chapter also performs experiments on
the datasets they created, however, in this chapter, the focus lies on the datasets they create.

2.1 Visual entailment and dataset creation

The idea of visual entailment was first proposed by Xie et al. [2019]. For this task they introduce
the EVE Model, which is short for Explainable Visual Entailment, and which is explainable by
showing where it find the most information. This visualization method is called Attention
Visualization. In this paper they also introduce the SNLI-VE dataset which is explained in
more detail in Section 3.1.

The idea for visual entailment builds on visual question answering and textual entailment.
Antol et al. [2015] introduced a dataset for visual question answering. They used the Microsoft
Common Objects in Context (MS COCO) dataset by Lin et al. [2014] as a starting point of
~200k images of real-world scenes with 5 captions per image. To this starting point they added
50k images of abstract scenes for which they also collected 5 captions per image. They used the
same user interface for collecting the captions of the abstract scenes as Lin et al. [2014] used for
their captions. They experimented with multiple different user interfaces to collect questions
based on the images and their captions. This proved difficult as the questions needed to be
answerable without any common sense knowledge, only using what is visible in the scene.

Entailment is formalized by Condoravdi et al. [2003] who state that “the detection of en-
tailment and contradiction relations between texts is a minimal metric for the evaluation of text
understanding systems.”

A dataset for textual entailment is introduced by Marelli et al. [2014] who created the SICK
dataset. SICK is short for sentences involving compositional knowledge and contains sentence
pairs with both relatedness scores and entailment labels. This dataset was created by using the
Flickr8K dataset from Hodosh et al. [2013] and the SemEval-2012 STS data from Agirre et al.
[2012]. They created the SICK dataset by normalizing, expanding and pairing of sentences in
the aforementioned datasets and having Amazon Mechanical Turks workers annotate them with
both similarity scores and entailment labels. This took the workers 3 months at a cost of 2030
dollars for the ~10k sentence pairs in the SICK dataset.

The SICK dataset was later translated to multiple languages, examples of which are Dutch
(SICK-NL) and Japanese (JSICK) by Wijnholds and Moortgat [2021] and Yanaka and Mi-
neshima [2022] respectively. Wijnholds and Moortgat [2021] tried to combat the lack of a
Dutch NLI dataset to reduce the possibility in NLP research caused by having only English



datasets. They created the Dutch version of SICK using a semi-automatic translation similar
to Real et al. [2018]. First, they translated each sentence to Dutch using a machine translator.
Secondly, they adapted the translations focusing on meaning being preserved. This step was
only necessary for a subset of the machine-translated sentences. Finally, they post-processed
the translated sentences to ensure unique translations for unique sentences. They call this
alignment.

Yanaka and Mineshima [2022] took a different approach than Wijnholds and Moortgat [2021]
in order to get the Japanese translated version of the SICK dataset. They first had an expert
translator translate each of the sentences from English to Japanese. The translated sentences
were then validated by English-Japanese bilinguals to ensure their correctness. The translator
received specific instruction to try to maintain word order where that was possible as they say
this is not always natural when translating English sentences to Japanese.

Bowman et al. [2015a] introduced textual entailment dataset: the SNLI dataset on which
the aforementioned SNLI-VE was based. Bowman et al. [2015a] claims the SICK dataset is too
small and not balanced enough. Balanced implies here that the different entailment labels should
occur the same number of times. Their SNLI dataset addresses these problems by creating a
balanced dataset of around ~500k sentence pairs compared to the ~10k in the SICK dataset.
The ~500k examples in SNLI are split equally between the entailment labels whereas the ~10k
data points in SICK were split into 29% entailment, 57% netural and 14% contradiction.

There are also efforts made to improve existing datasets. This was already the case with
Goyal et al. [2017] which improved and extended the VQA dataset resulting in the VQA-v 2
dataset. The dataset was improved by, among other things, reducing bias and extended it by
adding more images. This has also been done for the SNLI-VE dataset by Do et al. [2021] who
created the e-SNLI-VE. They first corrected what they deemed to be errors in the validation
and test sets of SNLI-VE which were too many neutral labels. This resulted in what they
called SNLI-VE-2.0. After that they added the human written natural language explanations
which were added to SNLI by Camburu et al. [2018] to form e-SNLI to their SNLI-VE-2.0 which
resulted in the e-SNLI-VE dataset with improved labels and explanations.

2.2 Synthetic data

Unlike the largely human made datasets that were previously discussed, the following dataset
by Johnson et al. [2016] is automatically generated. This dataset is called CLEVR and contains
images of abstract shapes combined with automatically generated questions. The images were
created by randomly sampling a scene graph and rendering it using Blender!'. Johnson et al.
[2016] use a complex system for automatically generating the questions and answers in which
they first choose a question template from which, what they call, a question family. In this
template they randomly choose values for the parameters it has. One of the main challenges
they face when generating the questions is getting questions that are, what they call, ill-posed
or degenerate. They use the following sentence to explain these terms: “The question What
color is the cube to the right of the sphere? would be ill-posed if there were many cubes right
of the sphere, or degenerate if there were only one cube in the scene since the reference to the
sphere would then be unnecessary.” As most of the randomly generated questions would fall
in one of these categories, they employ a depth-first search to find valid parameters for the
question generation algorithm.

There is also research being done towards validation of synthetic data. Livieris et al. [2024]
propose an evaluation framework for synthetic data generation models which focuses numerical

!Blender is open source 3D rendering software. (https://www.blender.org/)
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data which is not really relevant in this thesis. Yuan et al. [2024] created an evaluation frame-
work for assessing synthetic data generated by large language models. This framework focuses
on fidelity, utility and privacy. Fidelity focuses on how well the synthetic data resembles the
original data, utility is determined by the effectiveness when using the data in downstream ma-
chine learning tasks and privacy is important to prevent real sensitive data from being revealed
in synthetic datasets. In this work, we only focus on the fidelity and utility of the generated
data. The fidelity is tested by comparing the generated images to the original images in a
process we call intrinsic comparison whereas utility is tested by training MLP classifiers on the
generated data and comparing its performance to an MLP trained on real data.

There are some objections to using generated training data. Some research suggests using
synthetic datasets for model training could have a negative effect on performance in the future.
Guo et al. [2024] focus on text data where they show a decrease in linguistic richness and
variety when language models are trained on synthetic data. They fine-tuned language models
on output of previous language models and repeated this process to get the previously mentioned
diminishing diversity.

Another paper about possible negative effects of synthetic training data is Hataya et al.
[2023]. This paper investigates the effect of using generated datasets for training computer
vision models. They conclude that the effect of using generated datasets is negative on the
performance of computer vision models. This is very interesting as the subject of this thesis is
using generated data to create training datasets.

Both of the just mentioned papers that are worried about the negative impact of generated
data focus on a feedback loop. The problem with this feedback loop is that generative models
generate new training data on which another (or even the same) generative model is then
trained. They suggest this would happen as most training data for generative models is scraped
from the internet where there is no real way to check if the scraped images are not generated.

For the image generation in this work this problem is not relevant. The images that we
generate are not used as training data for generative models but rather, to train classification
models. Furthermore, these classification models are tested on original data, ensuring good real
world generalizability and making it irrelevant if the training data is generated or not.

Similarly to the image generation in this work, Askari et al. [2023] also use generative Al to
generate training data for other models in a way where this feedback loop effect is not an issue.
In their case, the model generating the data is a large language model, as textual data is needed
instead of image data. They present a training dataset for cross-encoder re-rankers consisting of
generated documents which means that this data should not be used to train generative models,
eliminating the feedback loop effect.



Chapter 3

Data

In this chapter the different datasets that were used in this thesis will be explained. Each of
these datasets will be given it’s own section in which more details are given with regard to the
properties of the set, as well as some examples.

The first dataset that will be explained is Xie et al. [2019]’s SNLI-VE. This set will be
explained in Section 3.1. After this the SICK dataset, from Marelli et al. [2014], will be explained
in Section 3.2.2.

3.1 SNLI-VE

The first dataset that was used for this research was the SNLI-VE dataset which was introduced
by Xie et al. [2019] as was mentioned in Chapter 2. This dataset was constructed by combining
the SNLI dataset (Bowman et al. [2015a]) from with the Flickr30k dataset (Young et al. [2014]).
Each of these datasets are explained in the following subsections. After this it will be clear how
the SNLI-VE was created by combining them.

3.1.1 Flickr30k

The Flickr30k dataset was created by Young et al. [2014] by taking 31,783 photos of everyday
activities which were harvested from Flickr!. They then used crowdsourcing to create captions
these images. Each image receives 5 different captions resulting in 158,915 captions in total.

The captions are created by different annotators per image-caption combination, meaning
no image will have multiple captions written by the same authors. The annotators are only able
to use what is shown in the photos as they have no prior knowledge about them. There is also
a different level of specificity used by each annotator which results in different annotations for
the same image. Examples given by the authors of the paper for the last two named properties
are: “Three people setting up a tent” rather than “Our trip to the Olympic Peninsula”, which
is an example of how the annotators can only use what is shown without prior knowledge, and
“performing a musical piece” vs “bowing on a violin” which are two captions of the same image
but using different levels of specificity. In Figure 3.1 an example is shown of an image together
with its captions

Their method of generating captions for these images is based on Hodosh et al. [2013]. In
Hodosh et al. [2013] they already used this method of crowdsourcing to create a corpus of 8,092
images with 5 captions per image. The Flickr30k dataset is an extension of this corpus and the
accompanying papers have some of the same authors.

'Flickr (https://www.flickr.com/) is a website on which people can share photos.
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A bearded man, and a girl in a red dress are getting
married.

A wedding party walks out of a building.

The group of people are assembling for a wedding.

A man and woman dressed for a wedding function.

A woman holds a man’s arm at a formal event.

Figure 3.1: One of the ~30k photos and its 5 accompanying captions.

3.1.2 SNLI

The SNLI dataset by Bowman et al. [2015a] is a dataset specifically created for natural language
inference tasks. The abbreviation SNLI is short for Stanford Natural Language Inference. The
dataset was based on the previously mentioned Flickr30k dataset, however, as this dataset only
included image-caption pairs instead of the sentence-sentence pairs (from now on called sentence
pairs) needed for inference tasks some alterations were needed.

To get from image-caption pairs to sentence pairs, first the images were removed. This
left them 158,915 sentences about everyday activities (recall that the Flickr30k photos were
selected to depict everyday activities). These ~160K captions were then used as premises for
the sentence pairs.

Amazon Mechanical Turk workers were used to come up with 3 hypotheses per premise.
These three hypotheses had to correspond to the entailment, neutral, and contradiction labels.
The workers were not shown the original images and could therefore only use the information
in the captions provided by the previous dataset. A plot of the sentence length distribution of
both the premises from the Flickr30k dataset as well as the newly added hypotheses is shown
in Figure 3.2.

As an example of the hypotheses that were added, we take the captions from Figure 3.1
and show which hypotheses are added to these in List 3.1. Bowman et al. [2015a] also states
that there were 4K more sentence pairs added to the corpus from the VisualGenome corpus?.
Statistics about the resulting dataset are shown in Table 3.1. It is interesting that the 570,152
total sentence pair count does not correspond to 3 * ~160K however, the paper does not go into
detail as to where this discrepancy stems from. We find an explanation for this in Section 3.1

After generating these hypotheses, they took measures to validate the data. About 10% of
the sentence pairs were validated by Mechanical Turk workers in the following manner. Sentence
pairs were given to 4 workers without the label of the author of the hypothesis. These workers
then each gave their own label to these sentence pairs resulting in a total of 5 labels per sentence
pair (4 new labels and the label the author gave).

Sentence pairs were considered validated if one of the three labels had at least three occur-
rences in the label set of five, which they called consensus. Such consensus was not found for

2The article linked to visualgenome.org but this link is no longer active. The VisualGenome corpus has since
been expanded and can be found here: https://homes.cs.washington.edu/~ranjay/visualgenome/about.html
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Figure 3.2: The distribution of sentence length. (Figure from Bowman et al. [2015a])

Dataset Size

Training pairs 550,152
Development pairs 10,000
Test pairs 10,000
Total 570,152

Table 3.1: Basic information about the SNLI dataset.

~2% of the sentence pairs which were then given a placeholder label. Bowman et al. [2015a]
does include these sentence pairs in the dataset but did not use them for any experiments and
consider them “wunlikely to be helpful for the standard NLI classification task”.

A problem with this statistic is that, assuming the ~10% which was validated represents
the whole dataset, there are roughly 2% of the non-validated sentence pairs for which validating
workers would not find a consensus. Even though this percentage is low, this is something to
keep in mind. Another interesting statistic they show is that in only 91.2% the consensus label
matches the author label, meaning that in 6.8% percent of the validated sentence pairs, three
or more validators agreed on a label that differs from the label the author of the hypothesis
intended to be true.

Luckily these problems only hold for small percentages of the dataset, the majority (58.3%) of
the sentence pairs were labeled with unanimous consensus of both the author and the validators
of the sentence pair. Also, each of the sentence pairs in the test and development set were
validated, making these rather trustworthy.

3.1.3 Combining Flickr and SNLI

Now that Young et al. [2014] created a dataset where ~30K images each received 5 captions and
Bowman et al. [2015a] used these captions as premises to create a natural language inference
dataset by adding 3 hypotheses per premise, combining the images and captions (premises) from
Flickr30k with the hypotheses from SNLI seems an obvious choice to create a visual inference
dataset. This is exactly what Xie et al. [2019] did to create the SNLI-VE set.

11



A bearded man, and a girl in a red dress are getting married.

1. The two people are getting married.
2. The two people are going to live happily ever after.

3. The beared man and the girl are getting a divorce.

A wedding party walks out of a building.

1. the bride and groom walk outside.
2. the new couple leave the building.

3. the bride and groom walk into the ocean.

The group of people are assembling for a wedding.

1. People are gathering together for a wedding
2. People are getting together for a friends wedding

3. The people are running away from a wedding

A man and woman dressed for a wedding function.

1. The couple wearing formal wear.
2. The couple dressed for their daughter’s wedding.

3. The couple wearing swimwear.

A woman holds a man’s arm at a formal event.

1. She is holding the guy’s arm at the event.
2. She is holding the guy’s leg at the event.

3. She is running away from the guy.

List 3.1: Premises with their hypotheses ordered 1: entailment, 2: neutral, 3: contradiction.

They did make some minor alterations to the datasets they combined to make them more
viable for the visual entailment task. Firstly, they removed the sentence pairs for which no
consensus was found and were deemed “unlikely to be helpful for the standard NLI classification
task” by Bowman et al. [2015a]. Secondly, they changed the train-dev-test split from the split
that was proposed in SNLI. SNLI has a split where each of the captions from Flickr30k will only
be in one of the three sets. This is an obvious choice for a train-dev-test split. Xie et al. [2019]
adds the constraint that for every caption, all captions with the same image have to be in the
the same part of the dataset. This makes sense as this removes the possibility for an algorithm
trained on the training set to have already “seen” an image in the test set.

Some basic statistics of the SNLI-VE dataset are shown in Table 3.2. In this table the
number of hypotheses corresponds to the number of sentence pairs as each hypothesis has
exactly one corresponding premise. We see that some of the captions are left out as the number
of premises is almost but not exactly equal to 5 times the number of images. It is also interesting
to note how there are premises with more than 3 hypotheses in this dataset, this follows from
the fact that the number of hypotheses, or sentence pairs, is greater than 3 times the number of
premises. This solves the question posed in Section 3.1.2 as to where the extra sentence pairs

12



Number of Number of Number of

images premises  hypotheses
Partition
Train 29,783 147,648 529,527
Development 1000 4,960 17,858
Test 1000 4,959 17,901
Total 31,783 157,567 565,286

Table 3.2: Basic information about the SNLI-VE dataset.

in the SNLI set come from.

Further comparing Table 3.2 to Table 3.1 it is clear that some examples are left out. When
looking at the total number of sentence pairs, the number goes down from 570,152 in SNLI to
565,286 in SNLI-VE.

From this section we can conclude that the SNLI-VE dataset is large, as we see in Table 3.2,
balanced, which follows from the fact that the SNLI dataset was already balanced, and visual,
as the Flickr30k dataset was added to have pictures for the premises. That is all information
we need about the SNLI-VE dataset.

3.2 SICK-VTE

The second dataset that was used for this research was the SICK-VTE dataset from lokawa et al.
[2024]. SICK-VTE is an abbreviation for Sentences Involving Compositional Knowledge Visual
Textual Entailment. This dataset was based on the SICK dataset from Marelli et al. [2014] as
was already mentioned in Chapter 2. It also includes additions from SICK-NL (Wijnholds and
Moortgat [2021]) and JSICK (Yanaka and Mineshima [2022]) which are the Dutch and Japanese
translations of the SICK dataset. In the following subsections we will look at how this dataset
was created and how it was based on previous datasets.

3.2.1 Flickr8k

Not unlike the SNLI-VE dataset, it again starts with image data from Flickr. Here the Flickr8k
dataset was the starting point instead of the Flickr30k. The Flickr8k dataset was presented in
Hodosh et al. [2013]. In Section 3.1.1 it was mentioned how this dataset formed the basis for
the Flickr30k dataset.

As this is the basis of the Flickr30k dataset, it shares many of the features of that dataset.
It consists of 8,092 images from the Flickr website. As was briefly mentioned in Section 3.1.1,
crowdsourcing was used to generate captions for these images. For each of the ~8k images, 5
captions were created resulting in 40,455 captions®. As the Flickr30k dataset was an extension
of the Flickr8k dataset, the image-caption pairs of the Flickr8k dataset are also present in the
Flickr30k making the Flickr8k dataset a subset.

3.2.2 SICK

The next step towards the SICK-VTE dataset was the creating of the SICK dataset by Marelli
et al. [2014]. This dataset was based on the textual part of the Flickr8k dataset combined with
another dataset called SemEval 2012 STS MSR-Video Description data set Agirre et al. [2012].

38,092 % 5 = 40,460 ~ 40,455
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The latter of these will not be explained further in this thesis as its additions are not used in
the SICK-VTE dataset which is what was used for the experiments of this work.

The creation of the SICK dataset differs fundamentally from the creation of the SNLI
dataset. Where the SNLI dataset was created by giving Amazon Mechanical Turk workers
more open instructions of coming up with 3 hypotheses per premise, one corresponding to
entailment, one for contradiction and one neutral hypothesis, in the SICK dataset the rules for
creating the hypotheses were more strictly defined. First each original sentence was normalized
using normalization rules. These normalization rules are shown in Table 3.3. In this table, each
S0 is an original sentence and each S1 is its normalized form.

Rule

Replace possessive pronouns with the S0:
word they stand for or with a determiner.  S1:
Replace Named Entities with a word that  SO:
stands for the class. S1:
In order to avoid generic sentences ,
transform all non-stative verb tenses into
present continuous.

Example

A man is standing outside his house
A man is standing outside the house
A woman is playing Mozart

A woman is playing classical music

S0: Birds land on clothes lines
S1: Birds are landing on clothes lines

S0: A man is attempting to surf down a hill
made of sand

S1: A man is surfing down a hill made of sand
Simplify verb phrases with modals and S0: A kid has to eat a vegetable soup
auxiliaries. S1: A kid is eating a vegetable soup

Replace complex verb constructions into
simpler ones.

A man is sorting the documents out
A man is organizing the documents

Replace phrasal verbs with a synonym if S0:
verb and preposition are not adjacent. S1:

S0: A person is playing guitar right now

1ti d ions. . . .
Remove multi word expressions S1: A person is playing guitar

S0: 3 people are on a small boat enjoying the
Remove dates and numbers; if the number view
is a determiner write it in letters. S1: Three people are on a small boat enjoying
the view
S0: A faucet is running while a bird is
standing in the sink below
S1: A faucet is running and a bird is standing

in the sink below

Turn subordinates into coordinates.

Turn non-sentential descriptions into
sentences.

S0: An airplane in the air
S1: An airplane is flying in the air

Remove indirect interrogative and

We did not find any instance in the data sets

parenthetical phrases.

Table 3.3: Normalization rules. (Table from Marelli et al. [2014])

After the sentences were normalized, the normalized versions were expanded using a set
of expansion rules, creating new sentences in the process. A subset of these expansion rules
is shown in Table 3.4. In this table, each S1 is again the normalized version of the original
sentence. S2 is created by in a way that the meaning of the S1 sentence should be preserved
whereas the S3 and S4 sentences are created by rules that alter the meaning of the S1 sentence.
The S3 expansion rules are designed to form negative transformations of S1 whereas the S4
expansion rules are designed to produce sentences with a different meaning using the same
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words. Note that Table 3.4 does not contain all expansion rules but at least one rule for each
of the three expanded categories (S2, S3 and S4).

Meaning Preserving Transformations

Rule Example
Turn active sentences into passive S1: A man is driving a car
sentences and vice versa. S2: The car is being driven by a man

S1: A young boy is jumping into water
S2: A young kid is jumping into water
S1: A man and two women in a darkened
Replace words with near synonyms or room are sitting at a table
similar words. with candles
S2: A man and two women in a dark room are
sitting at a table with

candles
Meaning Altering Transformations
Rule Example
Insert or remove negations to produce S1: The boy is playing the piano
contradictions. S3: The boy is not playing the piano

S1: The turtle is following the fish
Scramble words: switch the arguments of ~ S4: The fish is following the turtle

a transitive verb, switch and mix S1: A man with a jersey is dunking the ball at
modifiers, exploit verb a basketball game

transitive/intransitive alternations, exploit S4: The game of basketball consists of a ball
homonymy and polysemy. being dunked by a man

with a jersey

Table 3.4: A subset of the expansion rules. (Part of table from Marelli et al. [2014])

From the lists of rules and examples in Table 3.3 and Table 3.4 it is clear that the annotators
were not given much freedom in creating the sentences for the SICK dataset. The inclusion of
Table 3.3 serves to give the reader an idea of how extensive the rules given to the annotators
were. The original version of Table 3.4 in Marelli et al. [2014] is even larger but the main idea
of the sentence generation is clear from this simplified version.

In the original SICK dataset, the next step was to create sentence pairs. Which were then
judged on relatedness and checked for entailment. Each normalized S1 sentence was paired
with all of the expanded sentences that were based on it. Furthermore, random combinations
of unrelated sentences were added to the list of pairs as well. This process will not be explained
further in this thesis as it is not used for the generation of the SICK-VTE dataset which will
become clear in the next section.

3.2.3 Combining Flickr and SICK

In the previous two sections we explained how the Flickr8k dataset was created by using crowd-
sourcing to generate captions corresponding to the images as well as how these captions were
then normalized and expanded to create the SICK dataset. Comparable to how the SNLI-VE
dataset was created by reintroducing the images of the Flickr30k dataset to the textual SNLI
dataset, the SICK-VTE dataset was created by combining the Flickr8k images to the SICK
sentences.
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In the SNLI-VE dataset, the captions of each image were used exclusively as premises in the
SNLI dataset, meaning that when the images are reintroduced it is trivial to create premise-
hypothesis pairs with images for the premise. This is not the case for the SICK dataset as the
captions are used both as premise and hypothesis in different pairs. This results in a situation
where just adding the images in the place of their captions each of the pairs, we would end up
with premise-hypothesis pairs where the hypothesis is an image. Although we will briefly touch
on this idea in Chapter 6, it is not what we need for the experiments in this thesis. To create a
dataset that contains images only in the premise part of the pairs, the SICK-VTE dataset uses
the premise image and an expanded sentence based on a caption of that image along with its
expansion rule. This results in image-hypothesis-rule combinations where this corresponds to
an entailment label®.

The resulting SICK-VTE dataset only contains entailment and contradiction labels (no
neutral) which is a result of the pairs being created by the expansion rules which either preserve
or alter the meaning of the sentence as was shown in Table 3.4. In the original SICK dataset
random samples of unrelated sentences are also included which result in neutral pairs. Some
basic statistics of the SICK-VTE dataset can be found in Table 3.5.

From this table it is clear that the SICK-VTE dataset is much smaller than the SNLI-VE
dataset. It is also clear that the SICK-VTE dataset is not balanced in terms of number of
entailment, contradiction and of course neutral examples. Recall how these were two of the
reasons for the creation of the SNLI-VE dataset.

Number of Number of Number of Entailment Neutral Contradiction
unique images unique captions pairs examples examples examples
488 1,909 2,899 1,930 0 969

Table 3.5: Basic information about the SICK-VTE dataset.

4The SICK-VTE dataset also contains entailment labels which, without exception, correspond to the rule for
each of the combinations.
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Chapter 4

Methods

The methods chapter of this work consists of two main parts. In the first part we will discuss
the image generation for each of the datasets and explain which models were used and why. In
the second part we explain how we verify that the generated images can be used as training
data for visual entailment models.

4.1 Image generation

In this section we explain how the image generation is performed. First we provide a short
explanation on the model that was used. After that, we give information about the parame-
ters that used in the model. Finally we discuss what was generated for the different datasets
that were introduced in Chapter 3. This chapter also includes introductory information about
verifying the validity of the resulting images which will be given in Section 4.2.

4.1.1 Image generation model

There are many different models that can be used for image generation nowadays and with the
current interest in generative AI this number is also increasing. OpenAl has DALL-E' as a
text-to-image generative AI model. Another example of a generative AI model is Midjourney?
which is hosted and created by Midjourney, Inc. a San Francisco based research lab.

Although the aforementioned generative models create stunning images, they are not open
source and not able to be run on a local machine. That is why, for this thesis, the choice of
generative model is Stability AI’s® Stable Diffusion®.

Stable Diffusion is an open source text-to-image generative Al model which can be run on
local computers®. The ability to run the model locally as opposed to the cloud based solutions
from OpenAl and Midjourney was essential for generating the large amount of images necessary
for this research. This model being open source also has the added benefit that there are multiple
finetuned versions of it for different purposes. Many of these finetuned models can be found on
Huggingface® where they can be freely downloaded to experiment with.

The Stable Diffusion model was based on a project called Latent Diffusion which was intro-
duced in Robin et al. [2022]. In this paper the inner workings of the Stable/Latent Diffusion

'DALL-E website: https://labs.openai.com/

2Midjourney website: https://www.midjourney.com/

3Stability AI website: https://stability.ai/stable-image

“Stable Diffusion GitHub page: https://github.com/Stability-AI/generative-models

®The local computer should preferably have a GPU with enough (> 8GB) of VRAM, but running it on the
CPU is also possible with greatly reduced performance.

SHuggingface website: https://huggingface.co/

17


https://labs.openai.com/
https://www.midjourney.com/
https://stability.ai/stable-image
https://github.com/Stability-AI/generative-models
https://huggingface.co/

model is explained in detail. In short, Diffusion Models generate images by starting with an
image of random noise and iteratively denoising that image towards the desired output. This
is done by, in each time step, predicting the noise that should be removed and removing that.
The main contribution of Robin et al. [2022] is departing from pixel space towards latent space.
Latent space provides a great reduction in the dimensionality compared to pixel space which
greatly increases performance. This is just a high level explanation of Latent Diffusion on which
Stable Diffusion is based. For a more in depth explanation the reader is refereed to the Latent
Diffusion paper.

Robin et al. [2022] also mention how both training and inference of a diffusion model is
very computationally expensive. They measure the computational cost of training a model in
V100 days, named after the NVIDIA V100 GPU commonly used for machine learning tasks,
which goes down from 150-1000 V100 days for conventional diffusion models to just 35 V100
days for their Latent Diffusion model. Even though this is a huge performance improvement, 35
V100 days is still an enormous computational cost. This is why the pre-trained and finetuned
models on Huggingface are such a useful resource. It is hard to really put into perspective how
high the computational cost of training such a model is. In Appendix A a better attempt will
be made by comparing V100 days to the hardware used for this thesis but for now, we give a
quick comparison from the V100 datasheet”, the performance of 1 V100 GPU equals 32 CPUs
meaning 35 V100 days would be ~1,000 CPU days.

4.1.2 Model parameters

In this section we give an overview of the choices made when choosing the parameters of the
generative model. Firstly we take a look at the resolution of the generated images. The chosen
resolution was square images of 512x512 pixels. This choice was based on the following factors:

e The most important reason to choose the resolution of 512x512 pixels for the generated
images is the fact that the Stable Diffusion model was trained on images of this size® as it
used a subset of the LAION-5B? dataset. Note that in the bar chart shown in Figure 4.1
we use binning to group together the occurrence counts. This might give the impression
that images with a height of 300 to 350 are the most common this is an effect of that
binning. The most occurring value for both the height and width is 500 pixels however,
the most of the images have a non-square aspect ratio with the height being smaller than
the width.

e 512x512 is also close to the most common image resolution in the original SNLI-VE
dataset where the most common value for both width and height is 500. There are, in
that dataset, no images larger than 500 pixels in either widht or height but, given that
the Stable Diffusion model performs best at 512x512 pixels resolution, 512 was considered
close enough to 500 for this research. In Figure 4.1 we show a chart of the distribution of
the images, both for width and height.

e The final reason for choosing 512x512 pixels as the size for the generated images is that
experiments with smaller images yielded very unclear images as a result in which it was
hard for a human to see what was depicted. Generating larger images resulted in very
slow performance. 256x256 was tried as a smaller size which did speed up the generation

"Datasheet: https://images.nvidia.com/content/technologies/volta/pdf/volta-v100-datasheet-upd
ate-us-1165301-r5.pdf

8Stable Diffusion HuggingFace page: https://huggingface.co/blog/stable_diffusion

9LAION-5B website: https://laion.ai/blog/laion-5b/
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but visual inspection showed that the images lacked detail and 1024x1024 was tried as
the larger size but this made the generation process about 4 times slower than 512x512
sized images.

Distribution for the width and the height of the SNLI-VE images
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Figure 4.1: Distribution of the widths and heights of the images in the SNLI-VE dataset.

Another important parameter choice for this research was which Stable Diffusion checkpoint
that was used. As mentioned in Section 4.1.1, Stable Diffusion has a variety of finetuned ver-
sions. The versions are designed for different purposes with some being more aimed at artistic
image generation (e.g. DreamShaper!’) whereas the ToonYou!! checkpoint generates cartoon-
like images. The checkpoint chosen for this research is the focused on generating photorealistic
images. This seemed most fitting when the original SNLI-VE images are in fact photographs.
The checkpoint we therefore used is the RealisticVision checkpoint'?. This is a popular check-
point for generating photorealistic images rather than being artistic or cartoon-like.

4.1.3 Datasets

In this section we discuss what was generated for the different datasets. First we dive into the
SNLI-VE dataset and it’s generated version. After that we take a look at what was generated
for the SICK-VTE dataset.

Generated SNLI-VE

The first dataset that was generated for this thesis was a synthetic version of the SNLI-VE
dataset. Recall from Chapter 3 how the original SNLI-VE dataset consists of ~32k images.
Also recall how each of these images is accompanied by around 5 captions (premises).

For the generated version of this dataset, one image was generated for each of these captions.
This results in 157,567 generated images in total. These generated images represent a visual
version of what the annotators found most relevant in the original image as different annotators

9DreamShaper HuggingFace page: https://huggingface.co/Lykon/DreamShaper
" ToonYou HuggingFace page: https://huggingface.co/stablediffusionapi/toonyou
12RealisticVision HuggingFace page: https://huggingface.co/stablediffusionapi/realistic-vision-v51
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A man and woman dressed for a wedding function. A woman holds a man’s arm at a formal event.

Figure 4.2: Four out of the five images that were generated for the captions in Figure 3.1.

focused on different parts of the original image when writing captions and these captions form
the basis of the generated images. This results in images that are different from each other
and the source image, showing some overlap in semantic content but focusing on different
aspects of the original just as the annotators had done. In Figure 4.2 we see four examples
of different images generated for 1 source image in the original SNLI-VE dataset. This source
image together with its captions was introduced in Chapter 3 in Figure 3.1. The four images
in Figure 4.2 are missing one version that was generated from the missing caption. This image
is shown in Figure 4.3.

The missing example in Figure 3.1 has intentionally been left out of that set of images as
it contains an interesting example. The caption “A bearded man, and a girl in a red dress are
getting married.” could be considered ambiguous in who is (or are) wearing a dress. The gen-
erative model seems to have had difficulty interpreting this ambiguous caption as the resulting
image, shown in Figure 4.3, shows both the man and the woman who are getting married, wear-
ing dresses. This is of course not what the annotator meant when describing the original image
and would not be what most humans envision when reading the annotator’s caption, however
it is interesting to see how a generated image can differ from the original image for this reason.

The ambiguity of the captions might be a problem for more of the generated images. This
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A bearded man, and a girl in a red dress are getting married.

Figure 4.3: Language ambiguity example.

is not something that is easily checked as there are 157,567 generated images in this dataset
alone. The example in Figure 4.3 was found when randomly sampling some of the generated
images to check if they looked somewhat realistic.

One ambiguous example of course doesn’t say much about the validity of the generated im-
ages as a whole. An explanation on how a more thorough investigation on the generated images
was performed experimentally is provided in Section 4.2. The results of these experiments are
presented in Chapter 5.

Generated SICK-VTE

As introduced in Section 3.2.2, the other dataset used for this thesis is the SICK-VTE dataset.
We also created a synthetic version of this dataset. This was done similarly to the synthetic
SNLI-VE dataset that was explained in the previous section which is why this section will be
less extensive, mainly focusing on the differences and other remarkable parts of this generation
process.

Recall from Table 3.5 that the original SICK-VTE dataset contains 488 unique images with
which 2,899 pairs are formed. What is also shown in that table is the number of unique captions
for these images that are used as the original sentences from which the hypotheses are formed
using the expansion rules. Recall how this number is 1,909. This becomes relevant here as these
sentences are used to generate the images for the synthetic SICK-VTE dataset. This means
that for most of the pairs in this generated dataset, a unique image is used. This is unlike
the synthetic SNLI-VE dataset as for every image in that set, almost always, 3 hypotheses are
included.
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Another difference from the generated SNLI-VE dataset is that the generated SICK-VTE
dataset does not include neutral pairs. This naturally follows from the fact that the original
SICK-VTE dataset does not include any of these pairs, as was explained in Section 3.2.2. This is
important to note however, as this means that this dataset can not be used as a training set for
visual entailment models. In Chapter 6 we investigate the idea of generating neutral examples
for this set as well, but for the experiments in this thesis it is important that the format is
similar to the original SICK-VTE dataset. How this is the case as well as which experiments
this synthetic dataset is used for will both be explained in Section 4.2.3.

4.1.4 Challenges

There are a couple of challenges that emerged with the generation of the images for the previ-
ously named datasets. These challenges apply to both the generation of the synthetic SNLI-VE
dataset as well as the synthetic SICK-VTE dataset.

The first of these challenges includes the generation of hands and fingers. This is a well
known problem in multiple image generation models. Recently interesting new approaches have
been proposed to solve this shortcoming of generative Al however, in the model that was used
in the experiments in this thesis, these new approaches are not implemented yet

Yang et al. [2024] have introduced a framework for the training of generative models that
specifically aims to improve the generation of hands and fingers. Narasimhaswamy et al. [2024]
created a model named HanDiffuser which is, as the name implies, a diffusion model that
performs better when images of hands are required.

For this work the problem of generation of hands is not specifically an issue as the original
images of the datasets used are aimed to depict everyday activities. The sentences that are
written as captions for these images and the hypotheses that accompany them usually do not
contain specific information about the hands and fingers of the people performing these activi-
ties. However, if a visual entailment dataset is needed to train a model to recognise how many
finger someone shows or which hand gestures a person does, using generative Al to create this
set would be a challenge.

One similar issue that might pose a problem is the image in the bottom right corner of
Figure 4.2. Here we see a man with an odd looking hand holding a woman’s arm whereas the
caption stated “A woman holds a man’s arm at a formal event.” This role reversal might pose
problems in an entailment dataset as such an inversion of action is what have been used as an
expansion rule when creating the SICK-VTE dataset.

Another challenge for in the generation of this dataset was the high inference cost of the
Latent Diffusion model. This is also mention in Robin et al. [2022] and was mainly a problem
for the generation of the synthetic SNLI-VE dataset.

As the SNLI-VE dataset contained more than 150k images, inference cost was a real concern
here. On an NVIDIA GTX1080 GPU, which is the GPU used for this thesis, generating one
image takes roughly 40 seconds. 157,567 % ~40 seconds ~ 6,302,680 seconds ~ 1,751 hours ~
72 days. This was certainly a challenge but this was reduced by using multiple GPUs. More
information on the hardware used in this work can be found in Appendix A. In Chapter 6 the
challenge of computation cost will be explained with a focus on the possibility of future work
building on this thesis.

As a result of the computational costs being very high, the choice of parameters and check-
points for the generation model was also challenging. Using multiple checkpoints and other
parameters was not feasible due to the long runtime of the generation experiment. The possi-
bility of doing this in the future will again be looked into in Chapter 6.
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4.2 Image verification

We test the validity of the generated images using a variety of experiments . These experiments
are broadly categorised into three groups: intrinsic comparison, classification and transfer
learning. Each of these groups gets a subsection in this section in which we explain the setup
of the experiments. The results of these experiments will then be shown in Chapter 5. Not all
experiments were performed on all datasets as some experiment-dataset combinations do not
make sense. In the following sections we will go into detail as to why that is the case.

4.2.1 Intrinsic comparison

For the first of the three experiment categories compared the generated images to the original
ones. We call this intrinsic comparison as the intrinsic similarity of features of the images. This
experiment was performed on the SNLI-VE dataset combined with its generated version. Recall
from Section 4.1 how each generated image was based on a premise, which was in turn based
on a caption from an original image. Each generated image therefore has a parent image from
which it stems and as each original image has around five different captions, it also has around
five different child images. An example of a parent and child image is provided in Figure 4.4,
The other child images based on this parent image'® were already shown in Figure 4.2 and
Figure 4.3.

A man and woman dressed for a wedding function.

Figure 4.4: An example of a parent (left) and a child (right) image.

These child images can be compared to the images they originated from and checked to
see if they are similar. However, this similarity is hard to quantify which is why we need
a measure to judge the similarity as well as a way to quantify it. Similarity scores are also
included in the SICK dataset (Marelli et al. [2014]) where the similarity between sentences
was judged by crowdsourcing, however for the problem of measuring similarity between the
original and generated pictures here, such a method is not feasible due to the large number of

'30ne might call these siblings.
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potential images and the extensive process of comparing each possible pair. The SICK dataset
only contains ~10k pairs where only the similarity between the sentences in each pair were
evaluated, whereas this problem problem has n x m number of comparisons where n is the
number of original images and m is the number of generated images. Recall how n and m are
~30k and ~160k respectively.

As crowdsourcing clearly is not the solution here, we calculated the similarity measure by
using CLIP (Radford et al. [2021]) to generate feature vectors from both the original images and
the generated images after which the similarity between these vectors was calculated by using
the cosine similarity score. These feature vectors represent intrinsic features of the images, this
is why this experiment is called intrinsic comparison.

The similarity scores of the feature vectors is just a number without unit which makes it
hard to draw conclusions from. This problem was tackled by judging the similarity by using the
recall@k score. For each original image we compare it to all generated images and sort the list
of generated images by similarity score. We then check how high the corresponding generated
child images are ranked in this list. The recall@k measure is then calculated based on this
ordered list where each generated image that is a child image of the original is considered to be
a true positive and each generated image that is not a child image of the original is considered
a false positive. We take the average recall@k score over all of the original images which gives
an indication on how similar the generated child images are compared to the original data.

More information about the specific experiments in this class, their parameters and their
results will be given in Section 5.1. Here we also explain some practical problems that were
faced with this form of experimentation.

4.2.2 Classification

For the next class of experiments the generated images were used as training data for a classifier
to learn the visual entailment classification problem. The approach for this experiment was
based on Song et al. [2022] who proposed using CLIP for visual entailment.

Their method includes taking the CLIP feature vector of both the premise image and the
hypothesis text, fusing these using a fuse function 4.1 and training an MLP on this fused vector
representation to output the correct entailment label.

fuse(vl,v2) = [vl,v2,v1 + v2,v1 — v2,v] - V2] (4.1)

This method was also used for this thesis where separate classifiers were trained on both the
both the original images and the generated images of the SNLI-VE dataset. These classifiers
were then tested on both the original and the generated test sets as well after which their
performance was compared.

For this thesis the absolute performance of the classifier is not the main goal. We are more
interested in the relative performance of a classifier trained on generated images compared to a
classifier trained on real images. We however aim for good performance of both as this yields
the most accurate data to compare between these two.

More information about the parameters of these experiments, e.g. the shape of the network,
the optimizer used and the learning rate, is presented in Section 5.2. Here we also look at the
performance of the classifiers and other interesting results from these experiments.

4.2.3 Transfer learning

For the final group of experiments in this thesis we look at transfer learning. In this part we
see how well the trained models perform on an entirely different dataset. For this we use the
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trained models from Section 4.2.2 and check how they perform on the SICK-VTE dataset. For
completeness we also check the performance of these trained models on the synthetic version of
SICK-VTE that was generated.

Transfer learning experiments from SNLI to SICK have already been performed with varying
results. Talman and Chatzikyriakidis [2019] suggest that transfer learning from SNLI to SICK
results in poor performance whereas Bowman et al. [2015a] seem to be more optimistic about
the generalization ability. However, both of these look at textual inference whereas in this
thesis we investigate the performance on visual entailment, where we again do not focus on the
absolute performance of the classifiers but focus more on the relative performance of the model
trained on real data compared to the model trained on generated data.

As was the case in the previous subsections of this section, the results of these experiments
are presented in a different part of this thesis. For this group of experiments the details, results
and parameters will be explained in Section 5.3. Here we will also explain why the focus is on
transfer from SNLI-VE to SICK instead of vice versa as well as other choices that were made
when designing these experiments.
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Chapter 5

Experiments and Results

In this chapter we go into more detail about the experiments that were introduced in Section 4.2.
The experiments are explained, the results are shown and the results are interpreted in this
chapter. After reading this chapter, the reader should have a clear understanding about what
was done in this thesis to check the validity of the generated images and investigate the viability
of using generative Al for visual entailment dataset creation.

As was the case in the previous chapter, each of the experiments is given it’s own section,
starting with the intrinsic comparison (Section 5.1), followed by the classification experiment
(Section 5.2) and finally the transfer learning experiment (Section 5.3)

5.1 intrinsic comparison

For the first experiment the generated images were compared to the original images to which
they correspond. Recall from Section 4.2.1 how we coined the terms parent image and child
image, where the parent image is one of the original images from the dataset and its children
are the generated images based on one of the parents accompanying captions. It was also
already introduced that the comparison measure between the images is the cosine similarity of
the feature vectors of the images, where the feature vectors are generated using CLIP. These
cosine similarities are ordered to where the generated images most similar to the original should
be highest in this list.

In the following subsections we find out if the similarity of generated child images and their
parents is indeed high. We introduce and use a sampling method to make the problem of finding
the similarities more feasible. We also look at the total distribution of similarity scores. And
we show some counter example as well as some other challenges to show that this similarity
score is not perfect for judging the generated images.

5.1.1 Similarity distribution

Before getting into the judging of the generated images using the similarity to their parent
images, we first want to get an idea of the similarity scores as a whole. As mentioned before,
we defined the similarity between images as the cosine similarity between their feature vectors.
In this subsection we take a look at the distribution of this similarity between the original and
the generated images.

First we take a look at the similarity distribution for images in the the development and test
set of the SNLI-VE dataset and its generated child images. Each original image is compared
to all the generated images and the similarity scores are saved. Figure 5.1 shows a bar chart
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Figure 5.1: Similarity distribution for the development and test set.

Standard Toal number of

Mean deviation similarity scores
Partition
Development  0.4652 0.0845 4,959,000
Test 0.4655 0.0861 4,956,000
Full dataset  0.4648 0.0860 5,007,824,829

Table 5.1: Means, standard deviations and number of similarity scores.

for these similarities. We used 100 bins to plot the continuous distribution of cosine similarity
values which obviously range from 0 to 1.

From the bar chart it clearly follows that the similarity values follow a normal distribution
for the development and test set. The means and standard deviations for these partitions of
the dataset can be found in Table 5.1.

A chart, similar to the one in Figure 5.1, of the distribution of the similarity scores of the
full dataset is shown in Figure 5.2. This distribution is very similar to the distribution of the
development and test set and Table 5.1 shows its mean and standard deviation to be very similar
as well.

Note that information about the distribution of the similarity scores for the train set without
the test and development sets is omitted for the charts and table. This is because of the high
computational cost of running these similarity experiments combined with the fact that the
results for the full dataset and the development and test partitions is very similar. As mentioned
in Section 4.2.1, the complexity of getting the similarity scores for the datasets is n x m where
n is the number of original images and m the number of generated images that are candidates
to be similar. This results in a very large number of calculations for larger dataset which is
also shown in Table 5.1. For the development and test set, this number is quite manageable as
n = 1000 and m = 5 % n resulting in n * m ~ 1000 x 5000 for these sets.

For the full dataset, as well as the train set that was omitted, this number is way higher. Here
n and m are ~30k and ~160k respectively resulting in the total number of similarity calculations
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Figure 5.2: Similarity distribution for the full dataset.

being in the order of billions. Running the experiment on the whole dataset took multiple days
and repeating it for the train set alone! would not add much interesting information which is
why it is omitted.

Now that we have an indication of how the similarity scores are distributed we can look at
how the actual results look for the experiments based on these scores. This is be done in the
following subsections.

5.1.2 Ranked similarity

In this section we look at the ranked similarity scores of the full dataset. As was introduced in
Section 4.2.1, we specifically look at the recall@k score. First we explain this measure as well
as its counterpart precision@k.

The recall@k measure is often used as a ranking metric for judging document retrieval based
on a certain query Lin et al. [2020]. In Lin et al. [2020] recall is defined as “fraction of relevant
documents (in the entire collection C) for q that are retrieved in ranked list R”, or:

2aerrel(d d)
2 gecrel(y, d)

Where R is the ranked list, ¢ is the query, rel(q,d) is the relevance score of a document
d given query q, i iterates over the length of the retrieved list and C' is the entire collection
of documents. To adapt this to the problem of finding and comparing the relevant generated
images, we change this equation slightly, partly out of necessity and partly to make it more
intuitive for this problem.

In the ranking problem in this work, the relevance function is binary where it returns 1
for an image that was indeed a child image given a certain original image as a query and 0 if
it is not. The query is the original image and the ranked list consists of the 100 most cosine
similar generated images that were found and the collection of documents is the set of generated
images. As almost every original image has 5 child images that would be considered relevant,

Recall(R, q) =

(5.1)

!The train set “alone” implies: whole dataset \ (test set U dev set)
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the bottom part of the equation is omitted. This also results in the recall value no longer being
between 0 and 1 but rather between 0 and 5 which we considered more intuitive when working
with a fixed number of relevant results more query. The resulting equation for recall in this
specific takes the following form:

100
Recall(R, q) = Zrel(q, RJi]) (5.2)
i=1
Here, R is ranked list of generated images and R[i] is the image on position 7 in this list.
The rest of the variables are basically unchanged.
Recall@k is easily defined from the aforementioned equation by not looking at the recall for
the whole list of length 100 but looking at the first k& elements. This results in the following
equation:

k
Recall@k(R, ¢, k) = Zrel(q, RJi]) (5.3)
i=1
For the precision@k measure we start at the recall@k equation above and modify it to take
into account the number of retrieved images. This results in the following equation:

St rel(g, Ri)
k
To get an idea how well the generated images resemble the original images, we plot the
recall@k and precision@k curves. For this, the recall@k and precision@k values were averaged
over all query images. The resulting figures for the recall@k and precision@k can be found in
Figure 5.3a and Figure 5.3b respectively.

Precision@k(R, ¢, k) =

(5.4)
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Figure 5.3: Recall (a) and precision (b) curves.

Interpreting these curves we find that in the 100 most similar images according to cosine
similarity, there are only 1.6 images that are considered relevant with relevance defined as being
a generated image using one of the captions from the query image as generation prompt. The
precision curve is also rather low and is capped way before k£ = 100 as, otherwise, the resulting
curve was not visible anymore.

These results stem from the fact that finding the 100 most similar out of ~160k generated
images will likely not result in finding all of the 5 images that are relevant. In the next section
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we use sampling to tackle this problem and in Section 5.1.4 we go into more detail about the
different challenged faced in this experiment.

5.1.3 Sampled ranked similarity

As mentioned in the previous section, here we look at the same experiment but using samples
rather than the whole dataset. For the sampling we first used the test and development set
as defined in the SNLI-VE dataset. For these samples we conducted the same experiment as
before, taking the 100 most similar generated images for every query image and ranking these
images. After this the same precision@k and recall@k curves are plotted.

To see if the train set is similar to the development and test sets we sampled it to the same
size as those sets. Recall how both the test set and the development set contain 1000 query
images and their generated counterparts contain ~5k resulting images. As the size of the train
set is not divisible by 1000, some of the samples overlap resulting in some query images and
their generated counterparts being in multiple samples. This was necessary as the size of the
sample of queries dictates the size of the collection of possible results as only the generated
images that are based on the query images in the sample are considered when calculating the
similarity scores.

The resulting plots for the recall@k and precision@k of the samples can be found in Fig-
ure 5.4b and Figure 5.4a respectively. Note that the train set curve is the average of all the
samples in the train set whereas the development set curve and the test set curve are only based
on their respective sets.
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Figure 5.4: Sampled precision and recall curves.

From these figures we see that, when using this sampling, most of the relevant images are
found within the first 100 most similar generated images. For each of the different sets the
average result is between 3.5 and 4 out of the five possible relevant images. The precision curve
is still very low and therefore capped just as before. The precision curve mainly serves as a
zoomed in view of the start of the recall curve as that curve is not really readable in the first
values of k.

Finally for completeness we now take a look at the variance of the recall and precision
curves of the samples. These curves are shown in the subfigures of Figure 5.5 where one
standard deviation above and below each curve is marked. From these plots where the curves
and standard deviations are visualized we see that the variance is not very large. However, the
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Figure 5.5: Average precision and recall curves with one standard deviation.

precision plot does seem to show quite a large variance.

5.1.4 Challenges

In this subsection we look at some of the challenges that were faced in this experiment. Firstly,
we discuss the problem with large dataset sizes as was encountered in Section 5.1.2. The
computational cost of of comparing all of the images is very high and scales quadratically with
the number of inputs.? This makes that it would not scale very well for use with even larger
datasets than what was used in this thesis.

Secondly, similar to the computational cost, the storage cost for all similarity scores is also
immense. This is why for the experiment in Section 5.1.2, only the first 100 were considered
even though setting this retrieved image number higher would result in more representative
scores.

Thirdly, the relevance function is not without flaws. The relevance here is defined only by
looking at whether the image was generated from one of the captions of the query image or
not, however other images can be very similar to the query image but not considered as such.
An example of this is shown in Figure 5.6 where an image is shown together with the most
cosine similar generated image which is not one of its child images. These two images could be
considered rather similar by a human. It is likely that there are more images in the collection
that are similar than only the child images, making the recall@k measure an underestimation
of the real quality of the generated images.

5.2 Classification

The second part of the experiments in this thesis include training a classifier to correctly label
the premise images and hypothesis pairs to an entailment label. Section 4.2.2 already introduced
roughly how this was done and how it is based on Song et al. [2022]. In this section we take a
more in depth look at how the classification experiments were designed as well as the results they
yielded. First we explain what kind of classifier was used, after that we explain the experimental
setup in more depth and finally we show the results of the experiments.

2 Actually O(n *m) but this is quadratic as m is correlates linearly with n.
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(a) Original (b) Generated

Figure 5.6: An example of an image and a generated image which looks similar but is not
considered relevant as the generated image is not a child of the original image in this evaluation.

5.2.1 Classification model

For the model to classify the image-hypothesis pairs we used a multilayer perceptron. This is in
accordance with Song et al. [2022] who also took this approach. The input dimension for this
perceptron is 2560 which is a direct result of the output size of the fuse function which was
already shown in Function 4.1 but, as a reminder, can also be found in Function 5.5. Recall
from Section 4.2.2 that this is the same function used in Song et al. [2022].

fuse(vl,v2) = [vl,v2,v1 4+ v2,v] —v2,v1 - V2] (5.5)

The fuse function concatenates the feature vector of the image, the feature vector of the
hypothesis, the sum of these two vectors as well as the difference between these vectors and
finally the product of these vectors. This results in a total of five vectors that are concatenated
and with each vector having a size of 512 numbers, the result has a length of 5 % 512 = 2560.

The resulting vector is used as an input for the MLP which has one hidden layer of size 250.
The size of this hidden layer did not seem to affect the accuracy of the classifier very much but
had an impact on the computational performance. After this one hidden layer the network only
has one more layer which is the output layer. This output layer has a size of 3 corresponding
to the three possible labels: entailment, neutral, contradiction.

5.2.2 Experimental setup

In order to test the performance of a classifier trained on generated images we had to create
such a model. This model could then be compared to a similar model trained which was trained
on the original images. Both of these models are of the same basic parameters as outlined in
Section 5.2.1. Both were trained on the SNLI-VE dataset, one on the original dataset and the
other on the generated version. The same train-test-dev split is used as is suggested by the
SNLI-VE dataset.

To get the best performing trained models for both of the datasets we focused on gener-
alization ability. This was done by training the model on the training set for 100 epochs and
checking its performance on the development set after each epoch. The model with the best
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performance on the development set was saved to use in later testing. In Figure 5.7 plots of
the training loss (Figure 5.7b) and accuracy (Figure 5.7a) are presented which show that the
performance on the training set increases during the training epochs.
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Figure 5.7: Performance on the training set during training.

However, as was already stated, we focus more on the performance of the models on the
performance on the development set to ensure better generalizability of the trained models. In
Figure 5.8 plots of the accuracy on the development set (Figure 5.8a) and F1 scores (Figure 5.8a)
are presented. The models are evaluated on these measures after every training epoch where
the model with the highest development accuracy is kept as the final model.
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Figure 5.8: Performance on the development set after each epoch.

From the plots in Figure 5.8 and the plot in Figure 5.7b we can clearly see that the model
trained on the generated images achieves a better performance than the model trained on
original data when it is also evaluated on the same kind of data. In Section 5.2.3 we see what
the performance is on the test set for these models where the model trained on generated data
is also evaluated on the original data and vice versa. We also see from the plots in Figure 5.8
that 100 epochs is more than enough as the curves of the performance on the development set
suggest for both models that overfitting starts to occur before 20 epochs. As the best performing
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Test set Original Generated

Train set
Original 70.3% 71.1%
Generated 68.9% 73.2%

Table 5.2: Accuracies of both models on both test sets.

Test set -
Train set Original Generated
Original 0.703 0.710
Generated 0.686 0.732

Table 5.3: F1 scores of both models on both test sets.

models on the development set are the ones that are eventually tested this is not a problem,
however using fewer training epoch would have saved time and computational resources.

5.2.3 Testing and results

In this subsection we look at the performance of the trained models explained in Section 5.2.2.
As briefly mentioned before we look at the performance of both models on both datasets. We
show a matrix for the accuracies in Table 5.2 and one for the F1 scores in Table 5.3.

From the results in these tables we can draw multiple conclusions. First of all, we see that
the F1 scores and the accuracy values are very similar for all results. This is caused by the
dataset being almost perfectly balanced. Secondly, we observe the best overall performance
when using the model trained on generated data evaluated on the generated data as well. This
suggests that the generated images and their classification has less variability compared to the
original data and thus, more easily generalizes to the test set. We can draw the same conclusion
from the better training performance of the model trained on generated data. Thirdly, and
perhaps more interestingly, we see that the model trained on original images performs better on
the generated test set than it does on the original test set. This is an interesting and unexpected
result which could suggest that the generated test set is “easier” to classify. Lastly, we do see
that the model trained on generated data and tested on original data has the worst performance
in this experiment. Although the performance is similar, it is still lower than all of the other
results which suggests that generated training data results in slightly worse performance in real
world tasks.

5.3 Transfer learning

The final part of the experiments in this thesis look at the performance of the trained models
when they are tested on another dataset. The idea is based on transfer learning where the
“knowledge” the models have learned on the SNLI-VE dataset is tested on a different dataset,
in this case the SICK-VTE dataset. The experiments in this section are very similar to the
experiments in the previous section which is why we focus more on the differences in dataset
and results as opposed to the experimental setup.

5.3.1 SICK-VTE as a visual entailment dataset

First we discuss the usefulness of SICK-VTE as a test set. As discussed in Chapter 3 and
repeated in Chapter 4, SICK-VTE and its synthetic counterpart do not contain any neutral
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SICK-VTE | ) ivinal  Generated

Train set
Original 50.7% 51.4%
Generated 47.2% 47.6%

Table 5.4: Accuracies of both models on the SICK-VTE datasets.

examples. This makes it less desirable as a dataset for visual entailment. To train visual
entailment models, having neutral examples would be essential however for the purpose of
testing the generalizability pretrained models, a dataset with neutral examples would merely
be preferred.

Because of this the choice was made to only test the models that were trained on the SNLI-
VE in the previous experiment on the SICK-VTE dataset and not the other way around. In
Chapter 6 the possibility of using the SICK-VTE dataset to train models is explored.

5.3.2 Experimental setup

As was mentioned before, the experimental setup is very similar to the experimental setup in
Section 5.2.2. The difference here is that the training and validation set are from one dataset
and the test set is from a different set. Also, as the models were already trained in the previous
experiment, this experiment had no training part.

In order to test the viability of using synthetic data for model training, the generalizability of
the model trained on synthetic SNLI-VE is compared to the performance of the model trained
on the original SNLI-VE dataset. The training part of the models is done in the previous
experiment and the best performing models on the development set were tested on the SICK-
VTE dataset. Both of the trained models were tested on the original SICK-VTE dataset and,
for completeness, also on the generated version of SICK-VTE.

5.3.3 Results

For the results of this experiment we look at the performance metrics of the models trained on
SNLI-VE when tested on SICK-VTE. As was the case in Section 5.2.3, the metrics on which
the models’ performance is tested are accuracy and F1 score. A matrix containing these metrics
can be found in Table 5.4 and Table 5.5 respectively. The same format is used as in Table 5.2
and Table 5.3 to make comparison easier.

From these tables we draw multiple conclusions. First of all, the accuracy of ~50% is about
as good as a coin flip as the only classes in the test set are entailment and contradiction and
getting half of those correct is the same as random chance. When realizing that a naive baseline
of classifying all examples as entailment would get an accuracy score of 1,930/(1,930 + 969) =
1,930/2,899 = 0.6657, which is about two thirds, a score of just over 0.5 is even worse.

This result suggests that transferring of visual entailment knowledge from the SNLI-VE
dataset to the SICK-VTE dataset does not work for the models trained in this work. Recall
how Talman and Chatzikyriakidis [2019] found similar performance issues when doing the same
for textual entailment models trained on the SNLI dataset and tested on the SICK dataset.

Secondly we can conclude that the model trained on generated data performs slightly worse
compared to the model trained on original data. This is in line with the findings in the pre-
vious experiment where the models were tested on the test set of the SNLI-VE dataset. The
performance difference between the model trained on original data and the model trained on
synthetic data is also similar to before. However, as the performance of all of the model-test
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SICK-VTE | ) ivinal  Generated

Train set
Original 0.400 0.391
Generated 0.384 0.384

Table 5.5: F1 scores of both models on the SICK-VTE datasets.

set combinations is rather bad, this might be less significant. More research could be done
to find whether or not different models could have better performance when transferring from
SNLI-VE to SICK-VTE
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Chapter 6

Discussion

In this chapter we reflect on the rest of the work and look at what could have been done
differently or what can be done in the future, building upon this work. First we take a more
high-level look at the contributions of this work, after this we will focus on the limitations of
this work and finally we give suggestions for future work. These three topics will be handled in
the following three sections respectively.

6.1 Contributions

The contributions of this thesis consist of two parts, first images were generated to form synthetic
datasets, after that these generated images were experimentally verified to show their validity. A
synthetic version was made for both the SNLI-VE dataset as well as the SICK-VTE dataset. The
synthetic SNLI-VE dataset contains 157,567 images with almost all of these images having three
associated hypotheses, one for entailment, one for contradiction and one for the neutral label.
The synthetic SICK-VTE dataset is considerably smaller than the synthetic SNLI-VE dataset.
This dataset contains 1,909 generated images, one for each of the image captions in the original
SICK-VTE dataset, forming 2,899 image-sentence pairs. This dataset is also considerably less
balanced as 1,930 of these pairs get the label of entailment, 969 get a contradiction label
meaning that there are 0 neutral exaples. The generation process for these dataset is explained
in Section 4.1.

The verification of the images is done in three experiments. These are introduced in Sec-
tion 4.2 after which they are explained in more detail in Chapter 5 where their results are also
shown. A high level overview of the results is given in the following list:

e In the first part of the verification experiments we investigated the intrinsic similarity of
the generated images compared to the original versions. This was done by calculating the
feature vectors of both the original and the generated images and ranking the generating
images by cosine similarity to the original images. These orderings were made in batches
of 1000 original images is the size of the development and test set. Using the measure
of recall@k we found that within the first 100 of the most similar generated images, on
average, between 3.5 and 4 out of 5 possible images were found. More in depth information
on this experiment and its results is given in Section 5.1.

e For the second verification experiment we looked at the utility of the generated data. This
was done by training two MLP classifiers, one on the generated SNLI-VE dataset and the
other on the original version, and comparing their performance. Both models were tested
on both the original test set and the generated version of the test set. On the original test
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set, the model trained on the original data scored an accuracy of 70.3% and the model
trained on generated data scored an accuracy of 68.9%. On the generated test set, the
model trained on original data scored an accuracy of 71.1% whereas the model trained
on generated data scored an accuracy of 73.2%. More information on this experiment as
well as the F1 scores of the models can be found in Section 5.2.

e For the final part of the verification experiments we looked at the transfer learning ability
of the models from the second experiment by testing them on a different dataset. This was
done by testing both models using the SICK-VTE dataset as a test set. Both the original
and the generated version of the SICK-VTE were used for this. The model trained on
the original SNLI-VE dataset got accuracy scores of 50.7% and 51.4% on the original and
generated SICK-VTE dataset respectively. The model trained on the generated version
got accuracy scores of 47.2% and 47.6% on the original and generated SICK-VTE dataset
in the same order. This experiment is explained in more detail in Section 5.3.

6.2 Limitations

Although this work is made with the utmost care it still has some limitations. The most
important limitation is the fact that only one set of parameters for the generation algorithm was
used to generate a full dataset. This limitations stems from a lack of computational resources
making generating multiple versions of the synthetic SNLI-VE dataset infeasible. Specifically
using different checkpoints and comparing their outputs could have been very interesting.

Although using multiple configurations of the generation algorithm would have been inter-
esting, we do not think it impacts the results in this work. This is because this work mainly
serves as a proof of concept to see if using generated images to train visual entailment classifiers
is feasible. Using different checkpoints could be interesting but is not necessary for this purpose.

Building on the previous limitation, there is another limitation with the same cause. For each
of the captions of both of the datasets only one image was generated. This still results in 5 times
as many images as were in the original datasets as the images were accompanied by 5 different
captions, however, generating even more images per caption and checking the performance of
the trained algorithms given this larger set of training data would be interesting.

We think generating multiple images and checking if the performance gets better would
have added something to this work. A big advantage of using generated training data for
algorithms is that the generation of this data is very cheap. Looking into the performance of
the algorithms in Chapter 5 but increasing the number of generated images per captions would
give an indication of how viable this approach really is. In Section 6.3 we look into this idea a
bit more.

The final limitation in this work is the classification algorithm used in Section 4.2.2 and
Section 4.2.3. This was implemented as a simple MLP taking the fused feature vectors of the
image and the hypothesis as input and outputting an entailment label which was based on the
approach used by Song et al. [2022]. Using a different algorithm for the visual entailment task,
like EVE from Xie et al. [2019], training that on the generated data and comparing it to its
original counterpart could yield interesting results.

As the purpose for this work is mainly a proof of concept for using generated datasets to
train visual entailment models, searching for the differences in performance of different models
is outside of the scope. Furthermore, not all models are trained as easily as a simple MLP,
either due to computational costs or due to the model not being open source.
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6.3 Future work

In this section we explain what we think would be interesting additions to this work for future
research. First of all we address the limitations explained in the previous section.

e Firstly, the single set of parameters for the generation model. The solution to this problem
is trivial as it comes down to either using more (or more capable) hardware or giving it
more time. Particularly the choice of checkpoint would be interesting to vary as there
are numerous checkpoints for many different purposes'. As the field of image generation
is rapidly evolving, doing the same experiments on a new algorithm altogether could be
interesting research.

e Secondly, solving the problem of generating multiple images per caption is even more
trivial than the first limitation. This does not even require different settings, just more
time or compute power. It would however, be very interesting when datasets with multiple
different images per caption are used to find the correlation between number of images
generated per caption and performance of the algorithm that is trained on these images.
This could show that more generated images for the same set of captions would improve
the performance of the algorithm. If that is the case that would be strong evidence in
favor of using generated images for visual entailment dataset creation.

e Lastly, training a different classification algorithm on the generated data and comparing
it to models trained on a real dataset. This could even be seen as an automated machine
learning problem where the goal is to find the best way of training a classification algo-
rithm using generated data. Smith-Miles [2009] and White et al. [2023] give overviews of
approaches for algorithm selection and neural architecture search from an automated ma-
chine learning perspective respectively. These ideas could be applied for finding algorithms
that generalize well well after being trained on generated data.

Now we propose some future research that is not based on the limitations of this work. Using
image generation, we can essentially turn a natural language inference dataset into a visual
entailment dataset. A specific use for this technology could be to add neutral examples to the
SICK-VTE dataset based on the neutral sentence pairs in the original SICK dataset. Another
possible direction for experimentation could be looking into ways to use prompt engineering to
generate images with specific attributes to make them more suitable for use in a training dataset.
This could include but is not limited to, indicating in the prompt that the role reversal that was
mentioned in Section 4.1.4 is not allowed. We do not know whether having the generative model
pay extra attention to specifics of the image via prompt engineering would alter the utility of
the generated data, however, as prompt engineering has been a topic of interest for many people
since the recent popularity of generative Al, this could be a something to investigate.

A more novel idea in the field of entailment/inference would be image-image entailment. In
this case, both the premise and the hypothesis would consist of an image where the hypothesis
would get an entailment label based on if it semantically follows from what is seen in the first
image. This would be a possible use case for image generation as it gives a lot of freedom for
the dataset generation. It will however, pose many questions that need to be answered such as:

e How do we define inference on an image-image basis?

e How do we decide which part of the image is the subject/most important?

1A checkpoint could even be finetuned specifically for visual entailment dataset generation.
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o To what level of detail do images have to match to receive the entailment label?

These questions are fundamental to a possibility of image-image entailment problems and
are by no means all questions that need answering on that topic. We do not try to answer
any of these questions as it is outside of the scope of this work however, if anyone would
attempt image-image entailment dataset creation, we recommend at least looking into using
image generation.
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Chapter 7

Conclusion

To conclude this thesis, we review and answer the research question and its subquestions based
on the results of the experiments from Chapter 5. First we take a look at what was done in
this thesis after which we answer the subquestions and draw our conclusion for the research
question.

In this thesis we looked at the viability of using generated data for visual entailment dataset
creation. This was done by generating synthetic versions of both the SNLI-VE dataset (Bowman
et al. [2015a]) and SICK-VTE dataset (Iokawa et al. [2024]). These synthetic datasets were
then subjected to a multitude of experiments. First, we looked at intrinsic similarity of the
generated images and their original counterparts. After the intrinsic comparison, we trained
classifier models on both the original and the synthetic versions of the SNLI-VE dataset for
which we compared the performance on the SNLI-VE test set. Finally we looked at the transfer
learning capabilities of the models trained on SNLI-VE when tested on SICK-VTE. Now we
will look at the research questions and draw the final conclusion of this thesis.

The first subquestion we answer is: “How does a synthetic visual entailment dataset compare
to an existing visual entailment dataset consisting of real images?” We conclude that the images
generated for the synthetic version of the SNLI-VE dataset are similar to the images in the
original SNLI-VE dataset. This was shown in Section 5.1 where the generated images were
compared to the original images and ranked on similarity after which we calculated the recall.

For the second subquestion “To what extent will a model trained on generated data have
similar generalization performance compared to a model trained on original data?” we find that
the performance of the model trained on synthetic data is slightly worse than the performance
of a similar model trained on original data. This follows from the results in both Section 5.2,
where the models were trained and tested on the synthetic and original versions of the SNLI-VE
dataset, as well as Section 5.3 where the same models were tested on the synthetic and original
versions of the SICK-VTE dataset. In both of these sections we found the results of the model
trained on original data to slightly outperform the model trained on synthetic data where in
Section 5.2 the results of both models were way higher than chance accuracy and in Section 5.3
a random guesser would have performed similarly.

Even though the performance of the model trained on generated data was slightly below the
performance of the model trained on original data, we still think an accuracy score of 0.688 on
the original SNLI-VE test set is very similar to the accuracy of 0.703 of the model trained on
original data. Overall we are positive about the viability of using generative models for visual
entailment dataset creation which was the main topic of this thesis.
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Appendix A

Hardware

In this appendix we will discuss the hardware used to generate the images and perform the
experiments. Due to the long runtime of the image generation process, running it on university
servers was infeasible. Both the image generation as well as the experiments were therefore
performed on a personal computer. The specifications of this personal computer are shown in
Table A.1.

CPU  RAM GPU Storage Operating
system
[
i7 7700k 32GB 3"NVIDIA 256GB Fedora Linux 38

GTX1080 8GB SATA SSD

Table A.1: Specifications of the computer used for this research.

In Section 4.1 it was cited from Robin et al. [2022] that training a diffusion model on local
hardware was infeasible as the computational costs was ~35 V100 days. To put this into
perspective, we compare the NVIDIA V100 GPU to the NVIDIA GTX1080 GPU. According
to the V100 datasheet! the NVIDIA V100 can perform 130 teraFLOPS?, whereas the NVIDIA
GTX1080 can only perform 9 teraFLOPS? according to its whitepaper. This makes the V100
roughly 14.4 times faster than the GTX1080 which makes 35 V100 days roughly equal to
35 % 14.4 ~ 505 GTX1080 days. This still does not paint the full picture as the GTX1080
has only 8GB of VRAM, compared to up to 32GB for a V100, which might hinder training
performance even further.

Section 4.1 also mentioned that inference, generating the images, being computationally
expensive. On a single GTX1080 GPU, generating one image according to the parameters
used in this work takes about 40 seconds. This makes that generating 157,567 images, using
three GPUs, took about 40s * 157,567/3 = 2.1 % 105 seconds ~ 25 days. This is not exactly
how long the generation process took in this thesis as at the start of the process, there was
only one GTX1080 available. Luckily, as this is an older GPU, there are second hand options
for this GPU which roughly cost 100 euros* which makes it very affordable compared to the
many thousands of euros an NVIDIA V100 costs. This, in combination with open source image
generation models, greatly democratizes image generation.

'Datasheet: https://images.nvidia.com/content/technologies/volta/pdf/volta-v100-datasheet-upd
ate-us-1165301-r5.pdf

3Whitepaper: https://www.es.ele.tue.nl/~heco/courses/ECA/GPU-papers/GeForce_GTX_1080_Whitepa
per_FINAL.pdf

3TeraFLOPS is short for 10'? floating point operations per second.

4This what was paid for the two added GPUs in February 2024.
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