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Abstract. Side channel analysis is one of the top topics studied in cryptography. By
analyzing the side signals emitted during the encryption and decryption processes,
such as power traces, electromagnetic waves, heat signatures, etc, one could exploit
these to attack and acquire the sensitive secret processed on a processing unit.
With the advance of deep learning techniques, one could utilize the power of deep
neural networks to learn the information within side channel patterns and perform
an attack afterward swiftly. However, deep neural networks are hard to optimize
because of their complexity and the profound number of di�erent configurations of
hyperparameter settings. Without prior knowledge, the enormous search space makes
it di�cult to evaluate all possible model configurations progressively, and the cost
of an exhaustive search is overwhelming, making it practically infeasible. This work
aims to address these issues from two perspectives. This work first provides a clear
view and explanation of the most important factors for a good model to be trained,
with coverage of architectural and learning hyperparameters. This is achieved by
comprehensively studying the relationship and influence of the hyperparameters for
competent SCA models. This study then proposes and evaluates HyperDrive, an
enhanced Hyperband with Gaussian Process algorithm, to substantially speed up
tuning velocity, reduce the overall cost, and obtain on-par or even better performance
in finding the closest-to-optima model configuration for SCA tasks. Based on the
comprehensive experimentations and analysis, this work aims to enable more powerful
and e�cient deep-learning-based SCA attacks.
Keywords: Side Channel Analysis · Hyperparameter Optimization · Deep Learning
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1 Introduction

Side-channel analysis (SCA) is a powerful tool for obtaining secret information by manipu-
lating the side-channel information that is widely used in the cryptography field. From the
attack side, this technique can be utilized to guess the secret key of the encryption algo-
rithms and obtain the plain text. From the defense side, the side-channel information is also
a valuable asset for developers to optimize the implementation of the encryption algorithm
in hardware and software to reduce the likelihood of being compromised. Side-channel
information refers to the information that is unintentionally leaked in the encryption and
decryption process, including but not limited to power consumption [KJJ99b], electro-
magnetic waves [QS01], thermal emissions [HS13], acoustic signals [GST14], etc. This
information is the byproduct of the encryption and decryption process, as the processing
unit inevitably generates redundant heat and electromagnetic wave emissions that contain
the pattern of how the algorithm is being executed. Such information, if intentionally and
properly collected, can be used to reverse-engineer to guess the key used in the process,
and eventually lead to the revealing of the original plain text that should, in most cases,
be kept secret.

The success of side-channel analysis is based on the accurate extraction and analysis of
the side-channel information that contains leakage patterns, which requires great expertise
and a huge amount of accumulated experience from the researcher to proceed. This
is, however, sometimes struggling for the analyzer, as this information, such as power
consumption traces, may contain extensive noise that will interfere with the interpretation
of the information. Also, cryptography operations can be executed on various hardware
platforms, such as ARM, X86/64, RISC-V, etc., and the corresponding information and
noise pattern may di�er significantly, posing additional obstacles to overcome to retrieve
and analyze useful information. Therefore, traditional SCA often requires the analyzer
to possess abundant knowledge and experience with hardware and software, which is
unfortunately not always accessible.

The development of computational resources and algorithms opens up new opportunities
and possibilities for SCA. The rapidly evolving AI techniques, such as machine learning
(ML) and the accessibility of high-performance computation systems, o�er a powerful
approach to dealing with the complexity and di�culties of side-channel analysis [PPM+22].
The idea is to develop machine learning algorithms and let the machine automatically
detect the pattern within the side-channel information collected. This can bypass the
limitations of human experts and dig out the hidden pattern with high e�ciency. Also,
the capacity of the machine learning model to learn new patterns makes it flexible for
performing analysis in various hardware platforms. The capability of fast-evolving is also
an advantage of such an approach, as the model can quickly evolve and gain a performance
boost when fed with additional data.

Applications of deep learning (DL) to SCA, first proposed in [MPP16], is a particularly
interesting methodology utilized in performing SCA with AI. Deep learning is a sub-
category of machine learning, referring to utilizing deep neural networks (DNN) to learn a
task. Deep neural networks are a kind of Artificial Neural Networks (ANN) that mimic
how the human brain works. Each ANN consists of multiple layers, with multiple nodes.
The nodes mimic actual human neurons and act as the processing and storing units, and
nodes in di�erent layers are connected with each other in some defined manner. The
connections between nodes contain weights that get updated constantly across the training
phase, which is regarded as the learning process. When the weight updates converge at a
certain point, or the training budget is depleted, the model is considered trained and can
be used to perform tasks like classification and regression, etc. DNN is a special case of
ANN that contains multiple hidden layers, literally meant by the name ’Deep’. DNN is a
power tool that performs various ML tasks and is considered a potential SCA approach.

However, the deep learning method demands high volume computational resources,
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and it requires much time and devotion to find a model that can predict the key correctly,
which is a normal obstacle for machine learning tasks. The field of deep-learning-based
SCA has been su�ering from these problems for quite a while, as researchers do not have
a complete understanding of the various deep-learning models that are on the market, and
people usually spend tremendous time searching for promising models with naive search
methods such as grid search or random search [WPP20, PWP21]. Although the application
of random search to find e�cient deep neural network hyperparameters tends to result in
e�cient models for public datasets, advanced search strategies would be necessary against
real-world and noisy scenarios. The main limitation is that more advanced search methods
also demand higher computational complexity (e.g., genetic algorithms or reinforcement
learning). To speed up the search process while maintaining the performance of the
searched model, this work finds the correlation between di�erent hyperparameters inside
a DNN model. We also present a Hyperband and its variant to increase model search
e�ciency.

This paper is organized into the following sections. Section 1 is the general introduction
of the work; section 2 demonstrates the background knowledge of deep-learning-based
SCA; section 3 discusses some of the related work of this study; section 4 identifies the
drawbacks and undiscovered territories of the current relevant researches, and proposes the
objectives of the work; section 5 focuses on the methodologies involved in presenting this
paper; section 6 comprehensively explains the experiment setup and corresponding test
results in four sets of experiments; section 7 discusses the findings obtained and highlights
recommendations for the domain based on the results, and also mentions the limitation of
the work critically; and eventually section 8 concludes this work and motivates outlooks
for future work.

2 Background

The basis of side-channel analysis is the side-channel information, which requires adequate
extraction and careful analysis. This process relies on hardware and software, combined
with prerequisite knowledge of the encryption algorithm. When trying to fulfill the
task with the help of machine learning techniques, the background and mechanism of
relevant approaches are also extremely informative and helpful. This section introduces
and discusses detailed methodologies of the full pipeline of side-channel analysis.

2.1 Encryption algorithms

Encryption is a process of transforming the unprotected original information (referred to
as the plain text) to protected information (referred to as the encrypted text or ciphered
text) that people except the intended recipient can not understand, even if they manage
to acquire access of such information. Figure 1 depicts a simple logic flow chart of a
symmetric encryption algorithm. As a defense of secure information exchange, encryption
technologies have been rapidly developing and widely applied to almost every aspect of
the cyber world. From secure payment systems that verify each transaction made to
end-to-end encryption systems in numerous online chatting software, encryption algorithms
have been deployed in almost every online system to protect people from being attacked
by unwanted intruders.

Many encryption algorithms have been developed over the long history of cyber
attacks and defenses. Some of the most famous ones are the Data Encryption Standard
(DES), Rivest–Shamir—Adleman(RSA), and Advanced Encryption Standard (AES). Many
variants of each algorithm were later proposed to enhance security.

DES was originally developed by IBM in the early 1970s to protect sensitive government
data. O�cially adopted in 1977, DES became widely used in various commercial and
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Figure 1: Logic and operation flow of a simple encryption algorithm (symmetric).

financial systems due to its e�ciency in hardware implementations [NAHAB23]. DES is a
symmetric encryption algorithm, meaning the same key is used in both encryption and
decryption processes. The algorithm operates on 64-bit blocks using a 56-bit key, which,
despite initial adequacy, was later critiqued for its vulnerability to brute-force attacks as
computational power grew. By the late 1990s, with the advent of distributed computing,
DES was proven to be insecure, which led to the development of its successors.

The RSA algorithm, named after its developers Ronald Rivest, Adi Shamir, and Leonard
Adleman, and published in 1977, marked a significant advancement in cryptographic
technology [RSA78][Bon99]. Unlike symmetric key algorithms like the DES, RSA is an
asymmetric system that utilizes a pair of keys—a public key for encryption and a private
key for decryption. This separation addresses the challenge of secure key distribution,
one of the primary limitations of symmetric systems. The security of RSA is rooted in
the computational di�culty associated with the factorization of large integers, an area
in which no e�cient solving technique has yet been discovered. As such, RSA remains a
cornerstone in digital security, particularly in applications requiring secure key exchanges.

The AES algorithm, established by the National Institute of Standards and Technology
(NIST) in 2001, is a substitution-permutation network that significantly enhances the
security previously o�ered by DES. AES was selected through an open competition involving
numerous international candidates and is based on the Rijndael cipher by Vincent Rijmen
and Joan Daemen [DDR99][Her09]. The standard specifies three key sizes—128, 192, and
256 bits—and operates on blocks of 128 bits, irrespective of key size. Unlike its predecessor,
AES is designed to withstand all known forms of cryptanalytic attack, making it robust
enough for both government and private sector applications worldwide. Its adoption reflects
a shift towards securing systems against increasingly sophisticated attacks, a�rming its
role in modern cryptographic practices. Figure 2 shows a visualization of the encryption
and decryption phase of the AES algorithm.

In this paper, the AES algorithm is chosen as the attack subject to evaluate the
performance and e�ectiveness of SCA analysis and attacks, as it is by far one of the most
advanced, secure, and widely used encryption algorithms.

2.2 Side-channel information

Side-channel attacks exploit information gained from the physical implementation of a
cryptographic system rather than weaknesses in the algorithms themselves. Regardless of
what encryption model, it is always executed with a code implementation on a certain
hardware platform. Like every other program that is executed, the algorithm’s running
will force the processing unit to fetch and store data and perform certain computations.
This is a phase where the law of physics dominates, and the computation performed on
the processing unit will consume energy and emit heat and electromagnetic waves. Power
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Figure 2: Illustration of the encryption and decryption processes of the AES algorithm.
AES-128,192 and 256 share mostly the same logic. [KFNO13]

consumption patterns, heat emissions, and electromagnetic emissions are all considered to
be side information, as they are the byproduct of the execution of the encryption algorithm
and are not intended to be produced.

Power consumption has a high correlation with the task as well as the code that is
executed. For example, when a line of code produces a result of 1 and stores it, it will
result in a slightly higher power consumption than when a 0 is produced. This is because
all modern hardware consists of transistors that are stacked together. Di�erent operations
create di�erent voltage levels and current values for the integrated circuit that deals with
the computation. When a probe is attached to a hardware platform where encryption is
executed, the power consumption signatures can be acquired and displayed as waveforms
of Voltage-Time, Current-Time, or Power-Time, via equipment like an oscilloscope. Based
on this information, one can guess the secret, like the key inside cryptographic operations,
and gain access to the plain text that should not be exposed. Figure 3 illustrates a classical
setup for performing power-based SCA.

Heat emission, like power consumption, is also a byproduct of the computation on
processing units. According to Joules Law, electric circuits create heat when the current
flows through a resistant medium, which is the case for all current processing units on the
market, regardless of the processor’s instruction set architecture (ISA) or the hardware
packages. Heat can be measured and recorded independently by a heat sensor placed
near or attached to the processing unit, and heat emission could have a similar trend
and a high correlation with power consumption, given the same thermal condition. For
example, when the processing unit runs at full power, it will consume more power from
the power supply and produce more excessive heat. Therefore, it is sometimes combined
with power consumption measurement to better reflect on the nature of the task that is
running and infer the secret from it with relevant prerequisite knowledge like the ISA and
the encryption algorithm.

Electromagnetic waves are also a form of side-channel information associated with
cryptography operations [AARR02]. The oscillator in the processing unit controls the
speed of the opening and closing of transistor gates, sometimes referred to as the clock
speed or the frequency of the processor. A tougher task will push the processing unit to
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Figure 3: A classical setup for performing power-based SCA. [EWTS14]

run at a higher clock speed, and the oscillator will run at a higher frequency. Running at
di�erent clock speeds, the processor emits electromagnetic waves with distinct signatures,
which can be probed and analyzed. When performing encryption operations, variations
in the electromagnetic field caused by di�erent instructions or data being processed can
potentially reveal information about the cryptographic operations being performed and
the secret in the process.

In this study, the power consumption is chosen. The reason is that power consumption
directly correlates with the computational activities happening within the device, and
measuring the power consumption of a device can be relatively straightforward and requires
less specialized equipment than some other side-channel information.

2.3 Learning models

The traditional approach to processing the side-channel information acquired and per-
forming side-channel analysis is by manual statistical techniques such as Simple Power
Analysis (SPA) [Koc96] and Di�erential Power Analysis (DPA) [KJJ99a]. Though proven
feasible and reliable, such approaches are highly dependent on the skills and expertise of
the professional analyzer, as the pattern inside a side-channel trace is submerged beneath
heavy noise. It usually takes a long time for the analyzer to carefully look into every
detail of the side information at hand to determine the possible key or other secrets of the
encryption process, and characteristics and properties of di�erent hardware platforms and
encryption algorithms di�er significantly, making it hard for a single researcher to carry
out the same task in di�erent situations.

To address these limitations, machine learning techniques have been proposed to replace
the human expertise in the loop and automatically detect hidden patterns inside side-
channel traces. Machine learning is an approach that allows the machine to learn from
samples and decide by itself, which greatly enhances e�ciency and enables the capacity
to transfer the learned knowledge to other platforms. One of the widely used methods
employed is deep learning, a popular technique in machine learning. Performing such
analysis with deep learning is called deep-learning-based SCA, a promising way to perform
such tasks. Deep learning methods, particularly Multi-Layer Perceptrons (MLP) and
Convolutional Neural Networks (CNN) [ZBHV19], have been increasingly applied in this
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domain due to their powerful feature extraction and pattern recognition capabilities. In
this work, the proposed hyperparameter search method is applied to and evaluated on
both architectures to understand the impact of di�erent hyperparameter configurations on
training speed and testing performance.

2.3.1 MLP

Multi-layer Perceptron is a simple but e�ective neural network architecture. It has one
input layer, one output layer, and several hidden layers. Each layer has some nodes
representing the neurons in the human brain. The nodes are interconnected with other
nodes in the vicinity layers, and each connection is associated with a weight, which is
constantly updated in the training phase. Figure 4 illustrates a schematic of a sample MLP
model, with 4 input nodes, 2 output nodes, and 8 nodes in each of the 2 hidden layers.
MLPs can learn any function given su�cient neurons and layers, making them broadly
applicable to a range of SCA problems with various encryption algorithms. Also, their
straightforward architecture makes them easier to implement and scale up or down across
di�erent datasets and platforms accordingly. However, MLPs with many parameters are
prone to overfitting, especially with limited or noisy side-channel data, requiring careful
tuning and regularization. In addition, they generally lack the ability of automatic feature
extraction, which means critical preprocessing steps must be accurately designed to achieve
optimal performance.

Figure 4: A schematic illustration of the architecture of a simple MLP network.

2.3.2 CNN

Convolution Neural Networks earn their name from the presence of convolution layers
and have been a powerful tool in the field of SCA. Convolution layers make CNNs very
suitable for performing feature extraction and image processing. They can autonomously
identify and exploit localized and significant patterns within complex input data, which
is common for side-channel analysis. CNNs can e�ectively focus on specific segments
of a trace that are most indicative of information leakage [ZBHV19, WAGP20]. Unlike
traditional machine learning models that typically require manual feature engineering and
preprocessing, CNNs reduce the need for such preliminary steps through their inherent
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convolution and pooling layers structure. Figure 5 illustrates a simple representation of a
CNN network, with the front of the model consisting of a convolution layer and pooling
layer, while attached by dense layers that share a similar principle of the MLP model. On
the good side, CNNs are particularly well-suited for SCA because they can automatically
detect important, localized features in input data, such as specific regions in a power
trace where information leakage is high. Meanwhile, CNNs e�ectively reduce the data’s
dimensionality through convolution and pooling layers, improving computational e�ciency.
Yet, it also has some drawbacks. CNNs can be complex to set up and require careful
tuning of their architecture (e.g., number of layers, types of layers, kernel sizes, etc) to
perform well, which might demand extensive experimentation and expertise. Also, they are
sensitive to small changes, which makes them vulnerable to platform or dataset changes.
In addition, CNNs generally require more computational resources to train, which can be
a limitation in resource-constrained environments.

Figure 5: A schematic illustration of the architecture of a CNN network.

3 Related work

Since introducing deep-learning-based approaches to side-channel analysis in 2016 in
[MPP16], more than 200 papers have emerged and carefully examined the possibility of
performing such complex tasks with powerful deep neural networks. Deep learning models
are complex and black-box, and they only work fine when proper training is conducted.
Many factors influence model performance, including model architecture, hyperparameter
tuning, evaluation metrics chosen, dataset coverage, etc.

For model architecture, in [ZBHV19], Zaid et al. proposed a methodology to design
e�cient CNNs that improve the robustness of SCA against common countermeasures such
as desynchronization. They also introduced innovative visualization techniques such as
Weight Visualization, Gradient Visualization, and Heatmaps to interpret the impact of
hyperparameters on the network’s feature selection capabilities. In [WAGP20], Wouters et
al. revisited the previous CNN architecture. They demonstrated the e�ectiveness of classical
preprocessing techniques, which reduce model complexity significantly—by an average
of 52%, while maintaining similar performance levels. In [LZC+21], Lu et al. developed
a novel neural network architecture that enables end-to-end profiling of cryptographic
implementations without the need for manual feature extraction. In [PWP21], Perin et
al. revealed that DNNs can achieve successful key recovery with minimal traces under
each scenario, demonstrating the versatility and robustness of DNNs in handling di�erent
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feature selection and noise levels.
For evaluation metrics, in [MDP19] Loïc Masure et al. established a link between the

Negative Log Likelihood (NLL) loss function used in deep neural networks and side-channel
information metrics, demonstrating that minimizing NLL is asymptotically equivalent to
maximizing Perceived Information (PI). Also, in [BCGR22], Béguinot et al. refined the
understanding of how Guessing Entropy (GE) and Success Rate (SR) can predict each
other’s outcomes across di�erent leakage models. Kerkhof et al. introduced the Focal
Loss Ratio (FLR) in [KWPP22], designed to enhance the learning process from noisy or
imbalanced datasets typical in SCA. It addressed limitations in existing loss functions by
focusing more on hard and less on easy samples, thus optimizing learning e�ectiveness.

Regarding hyperparameter tuning, Wu et al. introduced a novel framework, AutoSCA,
that employs Bayesian optimization to automate the tuning process and demonstrated
that Bayesian optimization outperforms traditional random search methods in finding
e�cient neural network architectures in [WPP20].

Other machine learning methodologies are also applied and evaluated in side-channel
analysis. For example, in [RWGP21], Rijsdijk et al. developed a Q-Learning-based rein-
forcement learning framework that automates the search for optimal CNN configurations,
significantly reducing the complexity and size of the models while maintaining or even
improving attack performance. In [WDR+23], Wang et al. proposed a novel deep learning-
based SCA method called TripletPower, which reduces the number of training traces
required for e�ective attacks. TripletPower utilizes triplet networks to learn robust embed-
dings for side-channel attacks with minimal data. It demonstrates its ability to e�ectively
recover keys using as few as 250 training traces, compared to thousands typically required
by CNNs.

4 Problems and objectives

Though quite thorough work has been carried out in deep learning-based SCA since its
introduction in 2016, researchers are still lost in the mechanism of well-performing deep
learning models for SCA tasks. It is frequently observed that by just tempering with
certain hyperparameter settings in a network, the performance of the model will receive
much influence and in some cases, the once well-performed model will cease to function
even when the change is relatively trivial. Also, the interconnection between di�erent
kinds of hyperparameters is not comprehensively explored. Various research questions
regarding the hyperparameters within competent SCA models are not properly answered,
for example:

• Are learning hyperparameters more important than architectural hyperparameters?

• For learning hyperparameters, which has more impact on the overall performance,
learning rate, regularization or batch size, etc.?

Meanwhile, search and tuning methods are not widely studied. Most work in deep-learning-
based SCA still relies on simple and naive grid search and random search, which is easy
to implement but computationally expensive and time-consuming. They are also not
e�cient and rely heavily on the definition of the search space. Work exists exploring
more advanced hyperparameter tuning methodologies, such as Bayesian optimization (BO)
covered in [WPP20]. However, BO is also computationally expensive, while other promising
hyperparameter tuning approaches, such as the multi-armed bandit-based Hyperband,
have not been extensively studied in the context of deep-learning-based SCA.

Therefore, this work aims to properly and comprehensively address the research
questions, explore the uncharted territories in the domain, and achieve the following
objectives based on previous related studies:
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• Examine the level of impact of various kinds of hyperparameters, explore the intercon-
nections between them, and identify high-influencing ones. Evaluate the best-working
region of each hyperparameter, investigate the cause of such patterns, and formulate
proper explanations.

• Propose, develop, and evaluate a new tuning strategy rather than the current domain
baseline of random search to achieve the same or even better performance while
requiring lower computational and time budgets. Verify the e�cacy of the new
algorithms proposed in various model and dataset setups.

• Draw suggestions for building and tuning deep neural networks to help reduce the
time and computational resources needed to acquire well-performing DNN models
for SCA tasks. These should be based on the observations made and results collected
in the experiments and understanding of the DNN architectures.

5 Methodologies

This section discusses some of the primary methodologies employed in this work, including
the hyperparameter tuning mechanism, the dataset involved in the experimentation, and
evaluation metrics.

5.1 Hyperparameter optimization

Hyperparameter optimization (HPO), also known as hyperparameter tuning or searching,
is a fundamental task and obstacle for nearly any task involving a neural network, as the
hyperparameter configuration highly influences the model’s performance. Manual selection
and trial of these configurations require numerous e�orts and time from the engineer and
the outcome depends on the expertise and experience of the human expert significantly.
Automated machine learning (AutoML) has been developed to speed up the process as an
e�cient alternative to replace human intervention. This bypasses the restrictions of the
human body and enables automated and 24/7 searching for possible models.

Grid search and random search are among the most popular HPO approaches. Grid
search works with a predefined grid of combinations of possible values for each hyperpa-
rameter, and, each time, the search engine samples a value in the pool to create a unique
configuration to evaluate. For n hyperparameters and m values for each, a total of m

n

configurations will be evaluated. However, in most hyperparameter spaces, the e�ective
dimensionality is low: only a few hyperparameters influence the performance of a model
with a real di�erence, and grid search is, hence, pretty ine�cient. Therefore, random
search has been proposed in [BB12], as it is not only computationally e�cient but also very
practical and flexible in design. This makes random search one of the preferable choices for
hyperparameter optimization, especially when dealing with large hyperparameter spaces,
for which grid search becomes computationally impractical. However, random search still
requires much processing time and computational resources. Figure 6 illustrates the grid
and random search coverage spaces.

5.2 Hyperband

An approach named Hyperband was developed to tackle the issues regarding the speed
and resource demand of random search. Hyperband is a multi-armed bandit-based
hyperparameter tuning strategy. Initially proposed in [LJD+18] by Li et al., it is a
hyperparameter optimization algorithm that works more e�ciently and is based on bandit-
based strategies that use adaptive resource allocation and early stopping rules. The
design of the Hyperband algorithm allows e�cient exploration of hyperparameter space
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Figure 6: An illustration of the performance comparison of a nine-config evaluation with
random search and grid search, where random search produces a better outcome. [BB12]

through dynamical resource allocations to more promising configurations using bandit-
based approaches toward the trade-o� between exploration and exploitation. This is
done with no prior assumptions of the performance of the hyperparameters; hence, it is
robust across the application space. It is shown that Hyperband can lead to significant
computational savings in many di�erent problems, from deep-learning to kernel-based
learning, making it a powerful tool for hyperparameter optimization in machine-learning
workflows [LJD+18] [AMH21].

At the core of Hyperband is Successive halving [JT15], an algorithm designed to
dynamically allocate more resources to promising model configurations by killing bad-
performing models at an earlier stage. It is based on the idea that if the model performs
badly initially, it will most likely achieve bad results, even if trained with more epochs.
Therefore, bad configurations should be identified at an early stage and ruled out to save the
training resources and time for other promising ones. Figure 7 illustrates a scenario where
eight configurations are evaluated with successive halving. It can be clearly identified
that all 8 configurations are evaluated at the start of the process. When the budget
consumption reaches 12.5% of the designated total budget, half of the configurations, the
worst 4, are eliminated. The remaining budget is then equally distributed to the remaining
half of the candidates until the next threshold is met and another half gets ruled out.
This process continues until only one candidate is left, which is supposed to be the most
promising one, and the remaining training budget is diverted to it fully. This approach
tries to put more resources into more promising ones, thus saving the total training time
as not-so-good ones are stopped very early and won’t waste the training budget. To decide
what candidate model deserves to continue in the search process, an appropriate metric
should be computed during the training of each model. Although the metric in Figure 7 is
the loss function value, for SCA application, as we will see in the experimental part, other
SCA-metrics are more convenient to reach better results.

Successive halving is a powerful algorithm for HPO tasks. However, one question
remains in some cases, especially in deep-learning-based SCA. For a fixed overall training
budget, it is hard to decide whether to search for fewer configurations but with a
higher budget for each or search for more configurations but with fewer epochs
for each. This is also denoted as n vs. B

n issue, where B is the total budget for the entire
search and n is the number of configurations to search for. This is a complex dilemma
for the expert without adequate prior knowledge about the essence of the task and search



Ruilin Ma 13

Figure 7: Illustration of the training process of a successive halving algorithm applied on
eight configurations. The worst half is continuously dropped as the training budget gets
consumed, and the remaining budget is concentrated on promising configurations. [FH19]

space. In the case of SCA, the search space for models intended for di�erent datasets and
architectures di�erentiates a lot. It is not fully known to the researchers yet, which means
the answer to the previous selection question remains unknown. Yet Hyperband has the
potential to bypass this limitation due to its special design.

Hyperband does so by taking many values of n in a single run, e�ectively performing a
grid search over feasible values of n. This is done by composing SH runs, which are called
"brackets" in [LJD+18], through various levels of aggressiveness in resource allocation.
Algorithm 5.2 provides a general overview of the logic and structure of the original
hyperband algorithm proposed in [LJD+18].

Hyperband requires two main inputs: R — the maximum amount of resources allocated
to any single configuration, and ÷ — a parameter controlling the fraction of configurations
discarded in each round of Successive Halving (in practice, ÷ = 3 has been found to work
well). The Hyperband algorithm starts by evenly dividing the available budget into the
brackets corresponding to a di�erent value of n and r — the minimum resources allocated
to each configuration before the first round of halving. The outer loop then iterates over a
range of values for s from 0 to smax = Âlog÷ RÊ. For each value of s, it identifies the initial
number of configurations n = Á B

R÷s Ë, and the minimum amount of resource allocated to
each configuration r = R÷

≠s. For each value of s, a Successive Halving algorithm is then
executed, with the number of configurations n being trained using resources r. In contrast,
SH fixes a given n in advance, and Hyperband dynamically changes n and r over several
brackets. This design can let Hyperband explore a lot of di�erent configurations with a
small amount of initial resources and exploit promising configurations with more resources.
Through the sweep over the values of n and r, Hyperband becomes a method that, in fact,
attains a much better trade-o� between exploration and exploitation. So, it will spend
more resources systematically on promising configurations over di�erent brackets, and it
will make sure that there is a good enough search happening in the hyperparameter space
without the too-premature dismissal of good configurations. In this way, Hyperband can
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Algorithm 1 Default Hyperband for Hyperparameter Optimization
Require: R (maximum resources per configuration), ÷ (default ÷ = 3)

1: smax Ω Âlog÷(R)Ê
2: B Ω (smax + 1)R
3: for s œ {smax, smax ≠ 1, . . . , 0} do
4: n Ω Á B

R
÷s

s+1 Ë
5: r Ω R÷

≠s

6: T Ω Sample(n)
7: for i œ {0, 1, . . . , s} do
8: ni Ω Ân÷

≠iÊ
9: ri Ω r÷

i

10: L Ω {Evaluate(t, ri) : t œ T}
11: T Ω TopK(T, L, Â ni

÷ Ê)
12: end for
13: end for
14: return Best configuration observed

speed up hyperparameter optimization considerably, as it can be seen as an e�cient way
to run multiple SH instances in parallel with di�erent resource allocation configurations.
Such parallelism enables it to evaluate more configurations within the same budget than
traditional SH or Bayesian optimization methods. Hypothetically, Hyperband can reach
near-optimal performance because its total budget is guaranteed to be only logarithmically
higher than the best SH strategy, and, on the other hand, the nature of the problem
characteristics is unknown a priori. These strengths make Hyperband suitable and e�ective
for many hyperparameter optimization problems, including finding a suitable configuration
for SCA tasks.

5.3 HyperDrive: Hyperband with Gaussian Process

Though e�ective in searching hyperparameters in large search spaces with reduced compu-
tation costs, the original hyperband, by default, still relies on random search. This inherent
characteristic makes hyperband an enhanced version of random search, but it cannot
record trail results and intelligently search in more promising regions. Meanwhile, theories
such as Gaussian process (GP) [WR96] and HPO methods like Bayesian Optimization
(BO) [SLA12] had been proposed and intensively studied as an approach to perform
hyperparameter tuning with an adaptive manner and they had been proven to be e�ective
in finding competent configurations. In the context of deep-learning-based SCA, Bayesian
Optimization has also been implemented and evaluated. [WPP20]. BO is a powerful tool
in exploitation, but it is computationally expensive and may stuck in local optimal. On the
contrary, Hyperband is good at exploration but cannot use newly obtained observations to
refine the search process adaptively.

Therefore, this work adapts an integrated approach of combining Hyperband and a
Gaussian process in determining proper training hyperparameters. Algorithm 5.3 defines
the general logic flow of the HyperDrive algorithm (HB-GP) developed in this work. At the
early stage of the search, the GP kernel can not properly guide the search process as it does
not collect adequate observations to form a proper prior distribution. Therefore, in this
phase, the GP kernel is taken o�ine, and the HB-GP algorithm works exactly as a default
Hyperband. After enough observations are collected, the kernel is activated, and each
time before a hyperband is run, the kernel will first randomly sample N candidates from
the defined search space and conduct a screening to pick the most promising candidate
based on its current distribution function. Then, the selected candidate is passed to the
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Algorithm 2 HyperDrive: Hyperband with Gaussian Process for HPO (HB-GP)
Require: R (maximum resources per configuration), ÷ (default ÷ = 3), – (threshold

controller), B (total budget), N (sample amount)
1: Initialize trial count and start the search process
2: while used budget not exceeded B do
3: if trial count < threshold – then
4: Perform default Hyperband to collect observations
5: else
6: Randomly sample N candidates from the defined search space
7: Use GP kernel to recommend the most promising candidate from N samples
8: Use Hyperband to train and evaluate recommended candidate
9: Update the Gaussian Process kernel with new observations

10: Increment trial count
11: end if
12: end while
13: Return the best configuration found

Hyperband tuner for evaluation. The GP kernel in the process aims to better use the
obtained observations by recommending more promising hyperparameter configurations
instead of random sampling, which emphasizes exploitation in the HPO process. On the
other hand, the Hyperband algorithm in HB-GP dynamically allocates more resources to
promising candidates and terminates poor-performing configurations at an early stage,
reducing unnecessary epoch wastes. By combining the advantage of GP and Hyperband,
the HB-GP algorithm developed in this work aims to balance exploration and exploitation
properly, thus improving the training speed while saving costs, as well as obtaining good
hyperparameter configurations.

6 Experiments

To fully address the research questions and evaluate the advantages of the algorithm
proposed in this work, multiple sets of experiments are designed and executed, including
the following:

• Single-hyperparameter characteristic scan. This involves designating one
hyperparameter and scanning the model’s performance with di�erent values of
the designated hyperparameter within a search space while fixing other considered
hyperparameters. This aims to reveal a general working region to keep the search
spaces not too broad in future experiments, and it briefly shows the impact of
each hyperparameter. Tuner is not activated in this phase as there is no tuning in
this setup. A simple grid search is applied to the investigated hyperparameter for
scanning.

• Inter-hyperparameter relation screening. This set of experiments utilizes
the search tuners to search for the best model configuration candidate. For each
hyperparameter, a selected search space is created based on the insights from the
above experiment and includes both working and non-working regions. This is
designed to reveal the correlation between di�erent hyperparameters and distinguish
the one with the most influence. This insight can be used to reduce redundant searches
and instruct people to pay more attention to highly influential hyperparameters
when performing deep-learning-based SCA, which should benefit other researchers in
the field.



16 HyperDrive: Hyperband with Gaussian Process for E�cient SCA Model Tuning

• Tuner e�cacy evaluation and comparison. This aims to evaluate the per-
formance and e�ciency of the three tuner methods, namely the currently popular
random search (baseline), Hyperband (default) that is being paid more attention
to recently, and the HyperDrive (HB-GP) proposed in this work. All methods are
tested with the ASCADf and ESHARD datasets in a wide and narrow search space.
This attempts to reveal the performance di�erence between di�erent tuning methods
and prove the superiority of the proposed HyperDrive tuner in this paper.

• A revisit to the configurations obtained. This acts as a re-evaluation of the
e�cacy of the tuners. For each continuous hyperparameter, a single-variable re-scan
in the search space is executed with settings similar to the first experiment set
but with other hyperparameters fixed at the values in the best-performing model
returned by the tuner. By comparing the positional relationship between the found
hyperparameter value and the performance curve, we can further validate whether
the tuner returns a configuration in proximity to the optimal choice.

The exact setup for each set of experiments is further discussed in section 6.1.

6.1 Experiments setup

6.1.1 Model architectures

For a more comprehensive study on the hyperparameters’ impact and the e�ectiveness of
the proposed HB-GP tuning strategy, MLP and CNN architectures are put to tasks of the
ASCADf and the ESHARD datasets. To better evaluate the performance of distinctive
architectures in various cases, three variants for each architecture were evaluated, noted
as Small, Medium, and Large MLP/CNN, respectively. The specific configurations of
the model architecture are detailedly described in Table 1. For MLP models, apart from
a stationary output layer, a small variant consists of 3 fully connected layers, with 128
nodes each. A medium variant consists of 4 FC layers with 256 nodes each, and a large
variant consists of 6 FC layers with 512 nodes. In the case of CNN models, a small CNN
is equipped with one convolution layer with 8 filters. The medium and large CNN variant
has 2 convolution layers with 12 and 16 filters, respectively. All variants have the same
average pooling layer with a kernel size of 2 ◊ 2. Small CNN is accompanied by 3 FC
layers with 128 nodes each, medium CNN has 4 FC layers with 256 nodes each, and large
CNN boasts 5 FC layers with 512 nodes each.

In the following sections, this paper uses small, medium, large models to
address the model with the specification as illustrated in Table 1.

Table 1: Model variants architecture used in the experiments. Conv. refers to Convolution;
FCL refers to the fully connected layer, which excludes the output layer and includes the
input layer; Node count refers to the node count in the FC layer.

Arch. Size Conv. layer Conv. filter Pool. layer FCL. count Node count

MLP
Small

N/A
3 128

Medium 4 256
Large 6 512

CNN
Small 1 8; size = 1 1; size = 2 3 128

Medium 2 12; size = 1 2; size = 2 4 256
Large 2 16; size = 1 2; size = 2 5 512
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6.1.2 Evaluation metrics

The primary metrics used to evaluate the deep learning model’s performance in this work
include Guessing Entropy (GE), the Number of Traces to Reach GE = 1 (NT), and
Perceived Information (PI). Guessing Entropy measures the e�ort needed to find the
correct key. It determines how many keys, on average, an attacker would have to test
before finding the right one. The function calculates the GE for each key candidate across
multiple traces. It sums probabilities for each key and sorts them to determine the rank of
the correct key. The guessing entropy is then the position of the correct key in this sorted
list, normalized across multiple executions. The formula for calculating GE is defined as
the following:

GE = 1
Nexec

Nexecÿ

i=1
Rank(i)

kcorrect

Where: Nexec is the number of executions, Rank(i)
kcorrect

is the rank of the correct key in the
i-th execution, Si is the set of traces selected in the i-th execution. The best possible GE
is 1, indicating the model can make a correct guess at the first attempt. Since a 16 ◊ 16
Sbox is used in the experiments, the worst case of GE will be 256. It should be noted that
since an average is taken for GE, it may be a decimal value.

NT quantifies the minimum number of traces required for the Guessing Entropy of the
correct key to be the highest, indicating the most probable key is the correct one. This is
determined by periodically calculating the GE and identifying the first occurrence where
the GE equals 1. It is calculated according to the following:

NT = min {t : GEt = 1, t = n ◊ interval}

Where t represents the trace count where GE is calculated, and interval is the fixed number
of traces, after which GE is reassessed to determine consistency and convergence. NT falls
in the range between 1 and 2000, being a positive integer. For all working models (defined
as GE = 1), NT will be in the range, and the lower, the better. If the model does not
work (GE > 1), the NT will be capped at 2000.

Perceived Information measures the information content about the correct key, derived
from the entropy of the key space adjusted by the predictive probabilities. This calculation
takes the initial entropy of the key distribution. Then it adds the entropy reductions based
on the log probabilities of the model’s predictions for each key, adjusted by the frequency
of each key. It is calculated according to the following formula:

PI = H(K) +
Kÿ

k=1
pk

Q

a
ÿ

jœJk

log2(pk,j + ‘)
|Jk|

R

b

Where H(K) represents the initial entropy of the key space; pk is the probability of the
k-th key being correct; Nk is the number of traces associated with the k-th key; pk,j is the
predicted probability for the k-th key at the j-th trace, and ‘ is a small constant added
to ensure numerical stability when calculating logarithms (e.g., 1e ≠ 36). PI will be a
negative value when a model performs poorly but not lower than -8 bits. On the contrary,
the best possible model leads to the maximum possible value of a PI of +8 bits.

In this work, GE and NT were mainly used to evaluate the model’s performance.
Models with a GE = 1 are regarded as working, and their performance is determined by
NT; the lower the NT, the better.

6.1.3 Datasets

This work primarily utilizes two datasets to evaluate the model’s performance and fulfill
the research questions described in Section 4. This section introduces these datasets and
relevant preliminary knowledge.
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Table 2: Properties of the datasets selected. P-set, V-set, and A-set correspond to the
number of traces in the profiling (training), validation, and attack (test) set.

Dataset P-set V-set A-set Feature Count Implementation
ASCADf 50000 5000 5000 700 ATMEGA boolean masked AES
ASCADr 200000 5000 5000 1400 ATMEGA boolean masked AES
ESHARD 90000 5000 5000 1400 STM32F4 SW masked AES-128

The ASCAD (ANSSI SCA Database) dataset [BPS+20] can be considered one of the
most important open datasets in the domain of cryptographic security research. Specifically
geared towards side-channel attacks through deep-learning methodologies, this dataset
was made by the French National Cybersecurity Agency, ANSSI, and o�ers many power
consumption traces collected from a microcontroller implementing AES. The dataset
is engineered to simulate real-life scenarios of a side-channel attack that would create
problems for current cryptographic security measures. All the traces in the ASCAD dataset
are thoroughly annotated with the exact secret key that was used in an AES operation,
which serves to provide a clear path for researchers to gauge the e�ectiveness of their
analysis methods under fixed (ASCAD fixed key, ASCADf) or random key conditions
(ASCAD random key, ASCADr). The ASCADf dataset comprises 60,000 traces, 50,000
of which belong to the profiling set, 5,000 for the validation set, and 5,000 for the attack
set. Our experiments consider a trimmed version of ASCADf with 700 sampling points or
features. Each acquired trace has been labeled with a fixed key and associated plain text
and mask values. The ASCADr dataset contains 300,000 traces: 200,000 belong to the
profiling set with variable keys, while the remaining 100,000 traces are set with a fixed
key. From the fixed-key set, we select 5,000 for validation and 5,000 for attack. Traces in
the ASCADr, compared to ASCADf, have an enlarged trace size. In our experiments, we
consider a trimmed version of ASCADr with 1400 sampling points. ASCADr allows for a
variable-key setting in which every trace is labeled with di�erent keys in the profiling set
and associated plaintext.

The NUCLEO_SW_AES_MASKED_SHUFFLED dataset is one of the datasets
developed by the company ESHARD and is therefore sometimes referred to as the ES-
HARD dataset for simplicity [VTM23]. The ESHARD dataset is another popular SCA
dataset widely used to evaluate attack performance. Compared with ASCAD, it contains
much noise in the traces and incorporates countermeasures such as masking and shu�ing,
making it noticeably more di�cult to tackle. In these ways, the obvious links among the
key and observable side-channel emissions are blurred, and this complex dataset is provided
to push the limits of testing the approaches of side-channel attacks. It contains electro-
magnetic side-channel traces of an SW AES implementation that runs on an STM32F4
microcontroller (Cortex-M4), a fairly representative of many secure embedded systems.
The implementation uses Boolean masking and a shu�ing of the SubBytes operation order
to protect against side-channel attacks to a certain extent. It comprises 100,000 traces:
90,000 traces used in profiling, 5,000 in validation, and 5000 in attack set. Each trace
has 1400 sampling points. For the experiments conducted in this work, we considered a
dataset version with disabled shu�ing operations.

This work elaborates on every designed experiment with both datasets to better evaluate
the proposed algorithm’s performance and answer the research questions. For simplicity,
ASCAD fixed and random key datasets will be noted as ASCADf and ASCADr,
respectively. The NUCLEO_SW_AES_MASKED_SHUFFLED dataset will be referred
to as ESHARD dataset. Table 2 indicates the properties and implementation of the
datasets selected in this work.
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6.2 Single-hyperparameter characteristic scan

Regardless of the hyperparameter type, the model works in a finite space, and once it
moves out of the working region, the model ceases to work properly. Acquiring a better
understanding of such a working region makes it possible to limit the search space in a
much narrower way, which helps to reduce the computation load and save time. Therefore,
a single hyperparameter characteristic scan was first executed to reveal the feasible search
region and define the search space for experiments in section 6.3 and 6.4. This scan
was applied to learning rate, batch size, and regularization since they are all continuous
variables. All but the one hyperparameter scanned is fixed, and the one is scanned from a
starting value to the ending value in each run to reveal the performance curve of each test.
Table 3 shows the default values for the hyperparameters involved. Each scan involves one
hyperparameter and is evaluated in a predefined search space. All other hyperparameters
in the process were fixed to the default value as documented.

Table 3: The default hyperparameter setting for the scan. Each test scans a defined search
space for one hyperparameter and the remaining ones are fixed to the default values.

Hyperparameter Learning Rate Batch Size L1 L2 Optimizer Act. Func.
Default value 1e-4 200 1e-4 1e-4 Adam elu

6.2.1 Batch size

Batch size (BS) is a vital hyperparameter in most, if not all, deep learning-based tasks, which
considerably impacts the dynamics of the learning process. Batch size determines how many
training samples are used in the loss calculation and gradient approximation before the
model weights update. Notably, the batch size is essential for the convergence of the training
algorithm and, at the same time, has a significant impact on the computational e�ciency
and memory requirements of the training process. A smaller batch allows for a closer
approximation to the true gradient, potentially improving future generalization results.
In other words, limited by the batch size, the overall loss computation is representative
of fewer samples and, hence, more precise for these samples. On the other hand, larger
batches benefit from computational e�ciency improvements derived from built-in vectorized
operations and require fewer weight updates in the long term, meaning faster convergence.

Figure 8 illustrates the performance curve with di�erent batch size values. The left
figure was obtained with a small MLP model, and the batch size is scanned from 8 to
1536, with a step of 16. The right one results from a small CNN model, with the batch
size scanned through 16 to 1024 at a step of 32. Both models showed a similar trend: The
model could not perform correctly at a very small batch size. When batch size is increased
to a value roughly smaller than 200, the models achieve maximum performance, with
NT being minimized. As batch size continues to increase, the performance of the models
deteriorates until they cease to work correctly after a respective threshold. It is noticeable
that when the batch size is large, the model’s performance is extremely unstable, as it
fluctuates significantly. However, an approximate threshold boundary can be drawn to
distinguish the best working region for batch size, which, for the MLP, is around 1000,
and for CNN, is around 600.

Yet, it should be noted that batch size’s influence resonates with the model’s size. An
additional set of experiments was executed to investigate the performance curve for batch
size with a di�erent model size. Figure 9 demonstrates the di�erences and similarities
between batch size scans in small and large MLP models. The small model is scanned
through the same search space defined previously, and the large model is scanned through
16 to 10240 with a step of 64. It can be derived that the large MLP shares the same
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trend as the small variant; both achieve optimal performance at a relatively small value
and worsen as it grows. Meanwhile, a larger model pushes the threshold for the working
region way further, from roughly 1000 to around 9000, and the same observation is made
with CNN. However, both models archive their optimal performance at a small batch size
setting, proving that the batch size selection can be made at a relatively small
search region regardless of model size.

Figure 8: Model performance (NT) over di�erent batch sizes. All other hyperparameters
were fixed according to Table 3. A small MLP (left) and small CNN (right) were examined
in the test with the ASCADf dataset.

Figure 9: Model performance (NT) over di�erent batch sizes in two sizes of MLPs. All
other hyperparameters were fixed according to Table 3. A small MLP (left) and a large
MLP (right) were investigated in the case with the ASCADf dataset.

6.2.2 Learning rate

The learning rate (LR) is one of the fundamental hyperparameters in deep learning model
training used to adjust the weights based on the gradient calculated concerning the reduction
in the loss function. Adequately setting the learning rate optimizes the convergence of the
model to a good minimum in which the balance is between the convergence speed and
the risk of overshooting the possible minimal points. If the learning rate is too high, the
training process may become unstable, and the model could oscillate around the optimum
weights or even diverge. On the other hand, a learning rate that is too small makes
the convergence process unbearably slow. In deep-learning-based SCA, where a model
has to detect and exploit fragile and often noisy signals to infer cryptographic keys or
operations, getting a proper choice of the learning rate is essential. Figure 10 depicts the
NT performance over di�erent configurations of the learning rate scanned.
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The MLP is tested with a learning rate between 5e≠5 and 5e≠3, and CNN is configured
with a learning rate between 1e ≠ 4 and 5e ≠ 3. Both model architectures share a similar
trend: the model won’t work properly if the learning rate is too low or too high. Once
the learning rate falls in the optimal region, model performance is significantly improved
until it reaches the upper limit, and the model stops working afterward. For both cases
examined, the optimal region lies roughly between 5e ≠ 4 and 1e ≠ 3, in which the model
works fine. It could also be seen that both architectures su�er greatly from having a huge
learning rate. Before the LR is too large to disable the model from performing correctly,
there is a region where the model’s performance fluctuates significantly, which should also
be considered an infeasible region. Findings from the learning rate scan suggest that both
model architectures have a relatively narrow feasible region of learning rate
configurations to work correctly, and therefore, the search space of the learning
rate can be scaled down to reduce the time needed to converge to an optimal.

Figure 10: Model performance (NT) over di�erent learning rates in a small MLP (left)
and a small CNN (right) on the ASCADf dataset. All other hyperparameters were fixed
according to Table 3. The X-axis is drawn in a log scale.

6.2.3 Regularization

Regularization techniques are important ingredients for training deep learning models.
They mainly tackle overfitting, which occurs when a model learns the training data too
well, including noise and outliers. For deep-learning-based SCA, noise is an influential yet
unavoidable ingredient, mostly causing the model to learn poorly. L1 and L2 regularizations
are two of the most popular approaches to regularizing the model.

L1 regularization is also known as Lasso regularization [Tib96]. Basically, the regular-
ization penalizes the magnitudes of the coe�cients of "weight" in a manner equivalent to the
absolute value of the magnitudes. The L1 regularizer is particularly suitable for tasks where
most features in a high-dimensional data structure are not useful for prediction, such as the
noise in the side channel information. L2 regularization, also known as ridge regularization,
applies a penalty equal to the square of the magnitude of the coe�cients [Has20]. It keeps
the errors distributed among all the terms that do not allow large weights. It further
improves the model’s robustness by ensuring that one particular weight does not influence
the training process.

L1 and L2 regularizers are tested with a small MLP and a small CNN. The scan applies
a range of 0 to 2.5e ≠ 4 and 0 to 2e ≠ 4 to MLP and CNN, respectively. Figure 11 and 12
illustrate the performance of both model architectures under di�erent values of L1 and L2
regularizers. It can derived from the results that MLPs are more stable with regularizers
compared with CNNs, and L1 regularizers have a much positive and higher boost in
performance compared with L2. For L1, as the value increases, the model’s performance
improves with the process until it reaches a threshold, after which the model can not
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function properly. The reason for the models to stop working after regularization exceeds
a certain threshold may be that noise is a more intensified problem for the SCA domain,
and the abundant noise inside the dataset makes models with a high penalty unable to
distinguish between useful information and noise. The non-working region’s threshold for
MLP and CNN is around 1.2e ≠ 4, before which the model’s performance improves as L1
increases. L2, on the other hand, does not show any significant improvement for MLP
and CNN models, as the performance fluctuates and models stay mostly in an inoperative
state. This observation might be because the built-in feature selection ability gives the
L1 regularization a chance to select the most important features that make an e�ective
side-channel attack. L1 makes it possible to nullify less important weights so that the
model can disregard non-informative features, stabilizing its predictions against the noises
in the datasets.

Observations made in the scan of regularizer values suggest that L1 generally is a
better option for regularizing deep-learning models to perform SCA attacks,
and models with an L1 regularizer perform better than the one that is not
regularized, yet the L1 value must not be too large; otherwise, the model won’t
perform properly at all. Therefore, in hyperparameter tuning, L1 should be
tuned in a restricted search space to avoid destabilizing the model.

Figure 11: Model performance (NT) over di�erent L1 values in a small MLP (left) and a
small CNN (right) on the ASCADf dataset. All other hyperparameters were fixed according
to Table 3.

Figure 12: Model performance (NT) over di�erent L2 values in a small MLP (left) and a
small CNN (right) on the ASCADf dataset. All other hyperparameters were fixed according
to Table 3.
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6.2.4 Leakage model

In addition to hyperparameters, the leakage model plays a vital role in performance [DPRS11].
This work involves two leakage models: the Identify model (ID) and the Hamming Weight
model (HW). In the ID model, the side-channel leakage is supposed to be directly propor-
tional to the information (i.e., intermediate data processed by the encryption algorithm),
with no transformation whatsoever. The assumption behind this model is that the leakage
observed and measured (like power consumption or electromagnetic emissions) is expected
to correlate directly with the actual binary values of the data being processed by the
cryptographic device, as the following formula:

L(x) = x

The Hamming Weight model postulates that the side channel has an attack leakage function
equal to the Hamming weight being operated on, which is the number of bits set to ’1’
in a binary representation. This model implies that the side channel information from a
cryptographic device depends upon the number of active transistors, which is correlated
to the number of ’1’s in the binary data. The computation of HW can be derived as the
following:

L(x) = HW (x) =
nÿ

i=1
xi

Where xi represents the i-th bit of x, and n is the total number of bits in x. The summationqn
i=1 xi calculates the total number of bits set to ’1’.
The influence of the leakage model is also evaluated in this set of experiments. Figure

13 documents the comparison of the model’s performance with the same hyperparameter
configurations but with distinct leakage model selection for a small CNN model. It can be
clearly observed that the ID achieves a smoother and higher performance when compared
with the HW model in the same search space. Also, the tendency of ’going down first and
back high’ of the NT vs. L1 does not show with a HW model in the same search space.
However, it should be noted that the selection of the leakage model should be based on
the requirements and preferences of the dataset. For example, for the ESHARD dataset
investigated, the model mostly ceases to operate with an ID model but works quite fine
with the HW model. Therefore, it is concluded that the choice of the leakage model
should be tailored to the requirements of the dataset instead of being tuned as
a hyperparameter. In this work, unless specified intentionally, models tested
on the ASCADf dataset have an ID model, and those on EHARD have an HW
model by default.

Figure 13: Model performance (NT) over L1 for an ID (left) and HW (right) leakage
model with a small CNN on the ASCADf dataset. All other hyperparameters were fixed
according to Table 3.
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Overall, the single-hyperparameter characteristic scan investigates the influence of
individual hyperparameters in a pre-defined search space to reveal their corresponding
performance characteristic curves. The insights obtained are valuable for understanding
the approximate best-performing region for each hyperparameter and selecting a narrower
search space in the hyperparameter tuning phase to reduce the complexity and computation
load in the search for a model that performs well. The search spaces defined for section
6.3 and 6.4 are based on the results obtained in this section.

6.3 Inter-hyperparameter relation screening

This section investigates the interconnections between di�erent hyperparameters that lead
to a model performing well. The assumption behind the design of this set of experiments is
that hyperparameter are not equal in terms of determining model’s performance.
Some might have a larger impact on a good model that needs to be precisely fine-tuned,
while others might be more resistant to changes and can be set in a broader range. Insights
on this pattern can be used to define a more precise search space, reduce the computational
load on fine-tuning deep-learning SCA models, and save time in finding a competent model.

Wide and narrow search spaces are defined to better evaluate the model’s performance
in various setups and provide more comprehensive coverage. Table 4 illustrates the
configurations of the two search spaces defined. In terms of hyperparameter tuning
for deep-learning-based SCA, two kinds of hyperparameters have an influence on the
model’s performance, which can be summarized as learning hyperparameters and
architectural hyperparameters. Learning hyperparameters refer to the ones related
to the training process, such as learning rate, optimizer kind, batch size, etc. Architectural
hyperparameters are associated with the model’s architecture, such as network type, layer
count, node count, etc. This work mainly focuses on the learning hyperparameters
since they are considered to have more impact on whether or not obtaining a good-
performing model, while the layer count and node count won’t be a big problem, as long
as the architecture is defined in an acceptable range. In all four sets of experiments, five
learning hyperparameters are examined: optimizer, learning rate, activation function,
batch size, and regularization, to balance coverage and test feasibility. Small, middle, and
large CNNs (Table 1) are constructed and tested in the same search space to reflect the
performance more comprehensively. Specifications of the ranges are determined based on
the findings in section 6.2.1, 6.2.2 and 6.2.3.

Table 4: Search space properties defined in this work. LR refers to learning rate, BS refers
to batch size, and L1 refers to L1 regularization. For LR, BS, and L1, corresponding ranges
apply. For the optimizer and activation function, a predefined list of choices applies.

Definition Property LR BS L1 Optimizer Activation Function

Narrow
Min 1E-05 64 0 [adam,

sgd,
rmsprop]

[elu, relu,
selu,
tanh]

Max 1E-03 1024 8E-05
Steps log 32 linear

Wide
Min 5E-06 32 0 [adam, sgd,

rmsprop,
adadelta]

[relu, selu,
elu, tanh,
sigmoid]

Max 5E-03 2048 1.5E-04
Steps log 64 linear

Two methodologies are utilized to investigate the interconnection between di�erent
hyperparameters: a 3D scatter plot showing the spatial distribution of hyperparameter
combination candidates in the search space and a parallel coordinate plot illustrating the
interconnecting relationship between di�erent hyperparameters. For the scatter plot, the
three dimensions measured are learning rate, batch size, and l1 regularization, as they
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are all continuous variables. For the parallel coordinate plot, all five hyperparameters are
present.

6.3.1 Boundary and correlation

The 3D scatter plots are primarily used to reveal the possible virtual boundaries between
the three involved hyperparameters: learning rate, batch size and L1 regularization value.
Figure 14 illustrates two 3D scatter plots of the spatial distribution of NT performance in
the search space, one with a small MLP (left) and one with a small CNN (right). The color
bars of both plots share the same rule: lighter points indicate poor-performing models, and
darker points lead to good-performing models. Yellow points represent models with an
NT of 2000, considered not functioning. Two patterns exist for the three hyperparameters
examined, which this work addresses as boundary and correlation.

Figure 14: Spatial distribution of model performance (NT) in the search space obtained
with a small MLP (left) and CNN (right). Point coordinates lead to the 3D configuration
of the learning hyperparameters, and their color indicates corresponding performances.
(Darker is better.)

Boundary refers to the virtual threshold determining whether a model functions properly.
When the corresponding hyperparameter value exceeds it, the deep learning model will
be disabled from performing SCA tasks. This observation is made with L1 in particular,
as depicted in Figure 15. The boundary plane (in pink) is drawn to illustrate the barrier
of L1, indicating that any L1 values above this threshold result in the failure of the deep
learning model, regardless of other hyperparameters’ values. The L1 threshold, in this case,
is roughly 1.2e ≠ 4. This observation is in accordance with and supplements the findings
in section 6.2.3, that models stop working correctly when L1 increases and surpasses a
threshold. The same pattern exists regardless of model architecture, leakage model, and
dataset and can be seen as a common tendency for deep-learning-based SCA. This indicates
that the selection of the L1 value is of great significance and should be fine-tuned with
care to find a promising, competent model.

Correlation refers to the interconnections between two or more hyperparameters, from
the belief that the hyperparameters are influential to each other. Generally, for competent
deep-learning models, when the value of one hyperparameter moves, that for another will
move accordingly to maintain the model’s performance. Therefore, a correlation plane
should be generalized to illustrate the interconnection between hyperparameters, as shown
in Figure 16. The result suggests that a correlation exists between learning rate and batch
size and that a large batch size combined with a small learning rate can maintain good
performance. This is intuitive and, as such, is also true for many deep-learning tasks. Such
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Figure 15: Virtual boundary (pink plane) of the L1 attached to the spatial performance
distribution of a large MLP model. It can be clearly seen that all configurations above
this hyperplane are invalid (NT = 2000).

a correlation plane covers most of the points in the search space, and it can be noticed that
no matter what value is applied to the regularizer, such a correlation exists for BS and LR.
This finding reminds us that LR and BS are correlated to some extent, as most
powerful models show an inverse-proportional trend between learning rate
and batch size. This is further validated in the interconnection part in section
6.3.2. This correlation can be utilized in search strategies to tune them as a
whole instead of individually, thus improving model performance and reducing
search space.

Such findings are observed regardless of the deep-learning model architecture and
leakage model. Figure 17 shows the 3D spatial coordinate distribution of a medium
CNN model with both ID (left) and HW (right) leakage models on the ASCADf dataset.
Comparison between this and Figure 14 illustrates that the same pattern of barrier and
correlation is documented, no matter the model’s size and the leakage model’s choice.
It proves that connections exist between various hyperparameters, but only in the three
continuous. To further analyze the relationship between all five learning hyperparameters,
the parallel coordinate plots are introduced and utilized to analyze hyperparameters with
continuous and discrete search space together, as discussed in section 6.3.2.

6.3.2 Interconnections

In the parallel coordinates plot, data points represented in multivariate data from connected
line segments are placed in parallel across attributes or axes of variables, with each line
segment representing a data point. It is a valuable asset for analyzing the e�ects of
hyperparameters on models of deep-learning-based SCA. They give insight into how one
hyperparameter a�ects the e�ectiveness of a model and how to address the optimization
of these parameters for better model performance. As such, this type of plot finds much
utility in model tuning [LDW21]. This work utilizes the Plotly library [Inc15] to visualize
the interconnections between the five learning hyperparameters.

However, most parallel plot libraries can not directly deal with string data. The
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Figure 16: Virtual correlation plane (light blue) of LR and BS attached to the spatial per-
formance distribution of a large MLP model. Hyperparameter configurations of competent
models share the tendency that a large batch size with a small learning rate leads to a
good model.

Figure 17: Spatial distribution of model performance (NT) in the search space obtained
with a medium CNN with ID (left) and HW (right). Point coordinates lead to the 3D
configuration of the learning hyperparameters, and their color indicates corresponding
performances. (Darker is better.)
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optimizers and activation functions are presented with not values but strings, which can
not be directly processed by Plotly. Therefore, mapping is established to convert the
strings to one of the categorical numbers, which is attached to the bottom of each figure
for reference.

Figure 18 demonstrates the interconnections between the five learning hyperparameters
investigated with a large MLP in a narrow search space on the ASCADF dataset. Each
line represents a valid model selected by the search, and their intersections with each
axis mark the corresponding value of each hyperparameter. The color bar indicates the
performance of the model (NT metric); the darker the line, the better performance it is for
the model. Only good models with an NT smaller than 1000 are selected to display in the
figure to distinguish the pattern better. It can be observed that the selection of L1 value
in this case is highly concentrated at around 6e ≠ 5 to 8e ≠ 5. This is because the cap
of L1 in a narrow search space is set to be 8e ≠ 5, which is lower than the maximum L1
threshold discovered in section 6.2.3, meaning that the larger the L1 in the defined search
space, the better regularization performance it is for the model, which leads to a reduced
NT metric. Meanwhile, the inverse proportion pattern between the batch size and
learning rate can be observed: a larger batch size with a small learning rate and vice versa.
This finding is per the observation in section 6.3.1. In addition, the e�ect of the activation
function in the narrow search space is not significant, as shown in the figure, yet for the
optimizer, adam and rmsprop have a noticeable advantage over sgd.

Figure 18: Parallel coordinates plot for a large MLP model searched in a narrow space on
the ASCADf dataset. Only good models (NT < 1000) are selected to show.

Similar observations exist for the wide search space, as illustrated in Figure 19, obtained
with a medium MLP tested in a wide search space. Compared with the previous outcome,
this search clearly results in fewer competent models, as fewer lines exist in the figure.
However, the same inverse-proportion pattern between batch size and learning rate, and
the concentration of the L1 value are present. The observed tendency also applies to CNNs,
illustrated in Figure 21, which is tested under a small CNN on a wide search space. It
can be clearly noticed that the working models spread through a larger space and are less
condensed in spatial distribution because more invalid options are available to the tuner.
It may result in more invalid configurations that are filtered out in the figure. Tests on
the ESHARD dataset are also executed and examined to understand the interconnections
comprehensively. Figure 20 shows the plot for a medium MLP on the ESHARD dataset in
a wide search space. Evidently, the model’s performance is reduced compared with that of
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the ASCADf dataset, which makes sense as the ESHARD dataset contains more noise and
fewer sampling points, making it a harder target to attack. Yet, the similar tendency of
the interconnections between the learning hyperparameters is valid in this dataset.

Overall, these experiments using the two plotting methodologies prove that such
interconnections between learning hyperparameters exist regardless of model
architectures, model size, dataset, and search space size. These findings suggest
that understanding the relations between the hyperparameters can help reduce the search
space and make the tuning more concentrated and targeted, increasing optimization
e�ciency.

Figure 19: Parallel coordinates plot for a medium MLP model searched in a wide space
on the ASCADf dataset. Only good models (NT < 1000) are selected to show.

Figure 20: Parallel coordinates plot for a medium MLP model searched in a wide space
on the ESHARD dataset. Only good models (NT < 1000) are selected to show.
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Figure 21: Parallel coordinates plot for a small CNN model searched in a wide space on
the ASCADf dataset. Only good models (NT < 1000) are selected to show.

6.4 Tuner e�cacy evaluation and comparison

Tuner e�cacy evaluation is at the core of this work. The previous analysis serves as the
basis for understanding the impact of each hyperparameter, and the insights are utilized
to define a proper search space for competent models. This paper proposes two algorithms,
Hyperband (HB) and Hyperband with Gaussian Process (HB-GP or HyperDrive), to
replace the current popular random search (RS) in the field. This section documents the
findings and compares these methodologies.

Hyperparameter searches are executed with one of the three tuning algorithms defined
in Table 5. All tuning algorithms are executed with a fixed seed (42 for MLP and 85 for
CNN) to purge the impact of randomness in the process and address replicability. Trails
performed with all tuners have a maximum budget limit of 40, with an early stopping
mechanism kicking in after 8 non-improving epochs. Four full iterations are allowed for HB
and HB-GP. At the same time, the iteration of RS is defined as the total budget divided
by epochs per trail so that all three tuners have exactly the same total epoch budget to
ensure a fair comparison.

Table 5: Settings of tuners used in the experiments. HB is the default Hyperband, HB-GP
is the HyperDrive strategy proposed in this work, and RS is the widely used Random
Search. E. P. T. stands for Epochs per Trail, and the GP threshold indicates the minimum
observations needed to activate the GP process.

Tuner Objective E. P. T. Iterations Seed HB Factor GP Threshold
HB CMOT 40 (ES=8) 4 42/85 3 N/A

HB-GP CMOT 40 (ES=8) 4 42/85 3 10 Observations
RS CMOT 40 (ES=8) TB/E. P. T. 42/85 N/A N/A

The CMOT function is defined to replace the default validation loss as the minimiza-
tion objective. General DL tasks widely use validation loss as an intuitive and simple
objective. However, low validation loss does not always lead to high model performance
in deep-learning-based SCA tasks. Therefore, a customized simple logic is applied as the
minimization objective for all three tuners, as described in Algorithm 3. The idea is based



Ruilin Ma 31

on the definition of the evaluation metrics, that good models always have a GE = 1 and
an NT as low as possible. For models that can not reach GE = 1, their NT value will be
permanently capped at 2000. Therefore, the design of the CMOT objective allows the
tuner first to try to minimize GE until it reaches 1, then move to reduce NT as much
as possible, as there will be no sense in reducing NT if its GE is not 1, according to the
definitions in section 6.1.2.

Algorithm 3 CMOT: Customized Minimization Objective for Tuners
1: function CMOT(ge, nt)
2: if ge ”= 1 then
3: return 1000 + ge Û High penalty for ge not being 1
4: else
5: return nt

2000 Û Normalize nt; lower nt yields a drastically reduced score
6: end if
7: end function

All tuners are evaluated with the same total budget for each run, with either a large
epoch setting (14400 epochs total) or a small epoch setting (4800 epochs total).
This work aims to replace the time-consuming random search method widely used nowadays
with a more e�cient searching algorithm to find a more powerful model using the same time
or spend less time finding an on-par model. Therefore, this work evaluates the performance
of the tuners based on two metrics: the SCA performance metric, which determines the
competency of the best-found model, and the searching time that illustrates the duration
needed for tuners to find promising models. For performance metrics, NT and PI are used
to judge the model’s capability, as GE in these cases will always be 1 and can not be used
to distinguish di�erences.

Table 6: Performance and time metric results for six model architectures
(small/medium/large & MLP/CNN) under large budget setting on the ASCADf dataset.
RS refers to baseline random search, HB and HB-GP refer to Hyperband and HyperDrive
proposed in this paper. The best results are shown in bold. GE is omitted in the table
for simplicity as all models listed achieve 1.

NT (count) PI (bit) Search Time (min)
Architecture HB HB-GP RS HB HB-GP RS HB HB-GP RS
Small MLP 157 151 156 0.243 0.129 0.116 105 101 148

Medium MLP 85 80 126 0.265 0.303 0.270 99 132 157
Large MLP 117 105 108 0.196 0.325 0.272 113 119 208
Small CNN 140 148 190 0.164 0.189 0.202 131 134 256

Medium CNN 125 107 111 0.159 0.195 0.237 149 148 359
Large CNN 72 97 89 0.102 0.245 0.260 195 187 459

Table 6 demonstrates the detailed results of the performance and time metrics of six
di�erent model setups, including the small, medium, and large variants of MLP and CNN
on the ASCADf dataset. Each configuration is executed three times, and the average is
calculated and displayed to reduce the impact of a possible single abnormal run. The
best-obtained results for each category are shown in bold.

It can be clearly noticed that for the NT and Search Time metrics, the proposed
HB and its variant HB-GP in this paper achieve the best outcome compared with the
currently widely adopted random search in every tested configuration. For MLPs, the
HB-GP achieves the best model performance regarding the lowest NT, which applies to all
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Table 7: Performance and time metric results for six model architectures
(small/medium/large & MLP/CNN) under small budget setting on the ESHARD dataset.
RS refers to baseline random search, HB and HB-GP refer to Hyperband and HyperDrive
proposed in this paper. The best results are shown in bold. GE is omitted in the table
for simplicity as all models listed achieve 1.

NT (count) PI (bit) Search Time (min)
Architecture HB HB-GP RS HB HB-GP RS HB HB-GP RS
Small MLP 683 470 566 0.026 0.129 0.042 37 41 68

Medium MLP 576 458 724 0.054 0.063 0.057 43 38 79
Large MLP 583 669 702 0.037 0.040 -0.005 56 59 111
Small CNN 391 490 497 0.046 0.023 0.021 65 63 119

Medium CNN 741 626 642 0.040 0.018 0.041 104 100 129
Large CNN 733 690 775 0.041 0.038 0.026 134 139 169

three model sizes. For the medium MLP, both HB and HB-GP record much fewer NT
needed to reach GE = 1 compared with the RS baseline, that the HB-GP requires an NT
of 80 and HB requires 80, while RS requires 126. The small and large variants of MLP also
show that HB and HB-GP achieve on-par or fewer NT, indicating a performance boost to
the RS. Meanwhile, the two proposed algorithms require less time to find a competent
model. HB utilizes significantly less time and finds an even better model, and it can be
noticed that as the size of the model increases, the time-saving advantages grow even
larger. For example, the HB method uses 105 minutes to find a small MLP model with
roughly the same NT metric as the one found by RS, which uses 148 minutes. When it
comes to large MLPs, the HB spends 113 minutes finding a model similar to the one found
by RS, which takes 208 minutes. The HB and HB-GP methods also achieve a higher PI
than the RS baseline.

A similar story describes the case for CNN models. The HB and HB-GP obtain a
lower NT result for all CNNs with three sizes than the RS, and the search time di�erence
between the proposed methods and random search is even larger. HB finds a better model
using 131 minutes for a small variant, while RS finds a worse model consuming 256 minutes.
Again, when the model size increases, the time saved grows significantly. HB-GP finds
a slightly worse but on-par model within 195 minutes for a large CNN configuration,
while RS finds a slightly better model yet uses a whopping 459 minutes. The RS baseline
method, however, achieves a larger PI for all three sizes compared with the proposed
new methodologies. However, it should be noted that the PI metric is sensitive to the
dataset setup, model configuration, objective function, etc., and is less informative when
determining the model’s performance compared with other hard metrics like GE and NT.
Therefore, for CNN, we can still conclude that the proposed methods can obtain models
with on-par performance while using significantly less time.

The same experiment is conducted with the ESHARD dataset to demonstrate the per-
formance di�erence between various tuners in more demanding situations. The ESHARD
dataset implements both masking and shu�ing countermeasures. These dual countermea-
sures significantly increase the resistance against side-channel attacks by introducing more
randomness and noise into the measurements, making it harder to extract the cryptographic
keys. The complex nature makes this dataset a harder target for models to break than the
ASCADf dataset. Table 7 documents the performance detail of the model architectures
evaluated. To further simulate a harder scenario for the models, the total training budget
is set to the small variant, with 2400 epochs for the entire search. The results confirm
the di�culties for models in making a correct guess brought by the complexity of the
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dataset and reduced total budget, that for all configurations, the NT metric significantly
deteriorates when compared with results on the ASCADf dataset. However, the proposed
HB-GP and HB algorithms still perform better regarding a lower NT and a shorter search
time in every configuration tested. For MLPs, models found by the two new methods
mark a significantly lower NT metric than those obtained by random search, using around
half the time. As for CNNs, the new approaches still obtain more competent models and
consume less time than the baseline, though the time-saving advantage isn’t as large as the
ones shown in MLP or on the ASCADf dataset. Nevertheless, the results also advocate for
the superiority of the HB-GP and HB tuners, as they can lead to better models for SCA
tasks requiring less time searching.

Results in Table 6 and Table 7 have demonstrated that both the default Hyperband (HB)
and the enhanced HyperDrive (HB-GP) show considerable performance boost compared
with random search. The main modification and advantage of HB-GP is the Gassuian
Process kernel, which suggests new candidates based on the observations made. In
comparison, the core of the default HB is still a random search; though it can fasten the
search process, it can not use the obtained observations to guide future searches. Therefore,
this work further introduces HB-GP to simultaneously address performance and search
speed. A performance comparison is conducted to demonstrate the advantage of HB-GP
compared with the original HB.

Figure 22 and 23 shows the performance (NT metric) comparison of the HB-GP and
HB algorithms on a large MLP and a CNN model, respectively. Results clearly exemplify
the performance boost of the HB-GP method. Regardless of epoch usages, the enhanced
variant (purple) achieves a lower NT value than the standard one (green). It can also be
noticed that the HB-GP tuner obtains a less fluctuated outcome, which is evident by the
generally narrower min-max band. These findings confirm the advantages of the GP kernel
in the Hyperband, proving the superiority of the HB-GP method.

To sum up, this set of experiments extensively examines and compares the performance
of the RS, HB, and HB-GP tuners. It has been proven that Both HB-GP and HB
tuners can achieve an on-par or even better model with lower NT metric while
using significantly less time. This is the case regardless of datasets, model architectures,
and model sizes. It also suggests that HB-GP obtains an even better result than HB,
benefitting from the learning capability on observations from the GP kernel. Therefore,
this work recommends replacing the current widely-used random search tuning
methodology with HyperDrive tuner or Hyperband, which results in finding
models with better performance while using significantly less time. These
proposed algorithms can drastically increase the e�ciency of finding deep-learning models
and benefit the domain of deep-learning-based SCA with the capability of obtaining more
competent models swiftly.

6.5 A revisit to the configurations obtained

The proposed tuner’s capacity to obtain competent models with proper hyperparameters
has been proven in section 6.4. In addition to that, this work reviews the e�ectiveness of
the tuners in terms of locating the best possible configuration. This involves comparing
the found hyperparameter settings with results obtained in a search space scan, with one
hyperparameter being probed. In contrast, others remain at the best value returned by
the tuner. If the found configuration is located close to the global optimum discovered in
the scan, it can be concluded that the tuner does obtain an adequate setup. The three
continuous learning hyperparameters, L1, BS, and LR, are revisited and analyzed. The
scan is executed in the same approach as the Single-hyperparameter characteristic scan
shown in section 6.2 but with the best values found.

Figure 24 illustrates the scan plot of NT metrics over di�erent L1 values in the search
space and the relation to the L1 setup of the best-found model. Data is collected with
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Figure 22: Performance comparison between HB-GP and default HB over di�erent total
budgets with a large MLP. The HB-GP (purple) achieves lower NT metrics than the
default HB (green), regardless of the epoch used.

a small MLP model examined on the ASCADf dataset in a wide search space, and the
orange dot represents the L1 value and performance of the model selected by the tuner
(HB-GP). The test is performed with all other hyperparameters except L1, fixed at the
value found by the tuner. It can be clearly noticed that the point lies close to the global
optima of L1 in the search space, proving the tuner indeed boasts the ability to search for
promising configurations for L1 regularization. The same observation is also made for LR
and BS, as depicted in Figure 25 and 26.

Based on the results of re-scanning the hyperparameters in this experiment, it can
be further confirmed and concluded that the hyperparameter configurations returned by
the tuner are located in proximity to the global optima in the defined search space. This
demonstrates the capacity of the proposed tuner to find extraordinary candidates and
further validates the e�cacy of the proposed methods.

7 Discussion

Since the introduction of deep-learning methods in the field of SCA, researchers have
proven the e�ectiveness of such an approach in obtaining secrets in encrypted devices.
However, few insights on the mechanism of the deep learning model performing SCA tasks
and the corresponding hyperparameter tuning methodologies have been obtained. The
widely adopted method to search for a competent model till this day in the domain is still
the naive random search. Though, in most cases, the random search can eventually find a
competent model, it requires much time to converge. Meanwhile, the absence of knowledge
of the mechanism and interconnection of the hyperparameters makes it hard to rule out
unnecessary variables and define a much more precise and narrower search space, which
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Figure 23: Performance comparison between HB-GP and default HB over di�erent total
budgets with a large CNN. The HB-GP (purple) achieves lower NT metrics than the
default HB (green), regardless of the epoch used.

makes the already lengthy search process even more extensive.
This work aims to examine the interconnections between hyperparameters, propose

new search algorithms to replace the random search, and draft guideline suggestions
for performing hyperparameter tuning for SCA task-tailored deep-learning models, as
discussed in section 4. After extensive experiments and analysis, this work claims the
following findings and recommendations:

• Learning hyperparameters impact the model’s overall performance more
than architectural hyperparameters. It is observed that the size of the model
does not significantly influence the model’s performance. As for the three sizes tested
for both MLP and CNN, no correlation is found between the architectural setting
of the model and its corresponding performance. Also, the result proves that MLP
can achieve on-par performance compared with CNN and uses noticeably less time.
Therefore, it is recommended to focus on learning hyperparameters and avoid tuning
the model’s architectural configuration. Meanwhile, it is recommended that MLP
would be su�cient in most cases.

• Noticeably di�erent weights of the learning hyperparameters exist. It is
observed that regularization exerts more influence on performance, followed by batch
size and learning rate. Optimizer kind and activation functions influence the overall
performance less as long as they are properly configured with a normal choice for
the task. Also, it is noticed that L1 regularization works better compared with L2.
Therefore, if the training budget is constrained, focusing on the L1 value, batch
size setting, and learning rate configuration should be adequate to find a competent
model.
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Figure 24: A re-scan of NT metric over L1 in the large search space defined with all other
hyperparameters set at the value of the best small MLP model found. The L1 configuration
obtained by the tuner is shown as the orange dot. This confirms that the found L1 setting
is close to the global optima in the search space.

Figure 25: A re-scan of NT metric over LR in the large search space defined with all
other hyperparameters set at the value of the best small MLP model found. The LR
configuration obtained by the tuner is shown as the orange dot. This confirms that the
found LR setting is close to the global optima in the search space.
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Figure 26: A re-scan of NT metric over BS in the large search space defined with all
other hyperparameters set at the value of the best small MLP model found. The BS
configuration obtained by the tuner is shown as the orange dot. This confirms that the
found BS setting is close to the global optima in the search space.

• Barrier, correlation, and interconnection exist for the learning hyper-
parameters. It is found that the working region for the hyperparameter setting
investigated is rather narrow. For L1 regularization, there exists a threshold before
which the model’s performance increases as the regularization intensifies, and the
model is disabled after the L1 setting exceeds the threshold. For batch size and
learning rate, an inverse-proportional relation is found. Therefore, in tuning these
hyperparameters, it is recommended to utilize these characteristics to reduce the
search space and save time.

• The proposed HB and enhanced HB-GP show performance improvement
and search time reduction compared with the current popular choice of
random search. In the six model configurations with distinct sizes and methodolo-
gies on two datasets, the proposed methods outperform random search by obtaining
on-par or even better results with drastically less time, proving its capability to
improve search e�ciency. This allows researchers to search for more promising
models using the same time or with the same number of candidates with significantly
less time, in some cases, 1/3 of the time required by random search. It is therefore
recommended to utilize the HB and HB-GP in SCA deep-learning model tuning.

However, this work also has some limitations. The first is the limitation of the model
architectures evaluated. This work only examines MLP and CNN, two popular choices in
the field. However, more state-of-the-art architectures like Transformers and time-series
RNNs or LSTMs might perform better than traditional choices. Also, this work only
evaluates the performance on two datasets, which may not generalize the tuner’s and
hyperparameters’ behavior well. For example, though proven on the most popular datasets,
the performance of the tuners and hyperparameter interconnections on datasets with
significantly more noise may no longer be the case. Also, due to computational limitations,
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this work only evaluates models with fewer epochs in total, which might not allow for
the full potential of the HyperDrive method, as the Gaussian process component in it
relies on the quality and quantity of observations and few total epochs result in fewer
options examined and observations made. This explains why HyperDrive does not achieve
significantly better results than the default HB. Yet, given the results obtained, there
is reason to believe that the performance boost of HyperDrive will increase once more
observations are made within a search.

8 Conclusion and future work

This work examined the fundamental component of deep-learning-based SCA: hyperpa-
rameter tuning, which has not been extensively explored. We studied and identified the
most influential hyperparameters that determine model performance in the domain and
revealed the existence of connections between these hyperparameters. These insights
can be utilized to scale down the search space when performing model tuning to reduce
the computational and time resources required, allowing for higher e�ciency. Also, we
proposed two new search algorithms, the Hyperband (HB) and HyperDrive, a Hyperband
with Gaussian Process embedded, to replace the currently widely-used random search. We
have demonstrated that these algorithms hold the capacity to obtain model candidates
with on-par or even better performance while using significantly less time than the random
search. We also observed the advantage of incorporating a GP kernel inside Hyperband to
allow for real-time improvement and learning from previous observations, which benefits a
more targeted and concentrated search. We made several recommendations for executing
hyperparameter optimization for deep-learning models for SCA tasks based on the results
obtained in four groups of experiments.

The future work of this paper mainly involves two directions: confirming the obser-
vations in other datasets and other model architectures and examining the behavior of
the tuners in more budget configurations. As discussed in section 7, this work only inves-
tigates the domain’s two most popular model architectures: MLP and CNN. We intend
to incorporate more state-of-the-art model types in future work, such as transformers, to
evaluate whether they will bring more power and produce more competent models. Also,
we plan to apply the proposed methods on more complex datasets with more noise and
more powerful countermeasures to evaluate their e�cacy. In addition, we intend to test
with more powerful computational resources on a larger scale to observe the corresponding
behaviors. We hope this work and further investigations will help SCA researchers better
understand how to tune their deep-learning models and provide them with more e�cient
and competent algorithms for finding the optimal model without hassle.
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