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Abstract

Constant technological development and need for anomaly detection in vast amounts

of images demand the usage of more than just human input. Machine Learning and,

specifically, Generative Adversarial Networks (GANs) have been a standard and effec-

tive way to encounter this problem. There are some state of the art methods that have

been introduced to computer vision tasks in the recent years and enable GANs to achieve

even better results when combined with each other. This study focuses on high qual-

ity images and utilising such methods - Vector Quantisation (VQ) and Transformers -

in combination with f-AnoGAN for anomaly detection in three different experiments.

Synthetic images (generated by GANs and by manual image analysis) are used for the

training process. The experiments that involve VQ produced unstable results with aver-

age evaluation metric values (accuracy, precision, recall and F1-score) of 45%, whereas

the experiment involving solely a Transformer method achieved an average of approxi-

mately 85%. Further research needs to be made to improve the performance of the VQ

experiments and even provide better results by focusing on its implementation’s weaker

points.

1 Introduction

The constant advancements in technology and data acquisition in various fields, including

medicine, astronomy and mass production, often require human scrutiny to detect anomalies

and relevant patterns in a vast number of images [1]. However, this manual process proves

to be inefficient due to its time-consuming nature and the substantial allocation of resources

it demands. These challenges arise a pressing need for innovative solutions that can con-

solidate and accelerate the image testing process while maintaining accuracy and reliability.

Such solutions include image analysis technologies [2] and generative algorithms [3] which,

combined, can provide scientists and industries with opportunities to revolutionise the way

visual data are examined and interpreted.

Generative adversarial networks (GANs) were first introduced in 2014 [4]. They comprise

a combination of generative modelling [3] and deep learning [5] methods, such as Convo-

lutional Neural Networks (CNNs) [6]. The core idea of a GAN is based on the “indirect”

training through the discriminator, another neural network that can tell how “realistic” the

input seems, which itself is also being updated dynamically. This means that the generator

- a neural network that aims at creating realistic synthetic images - is not trained to min-
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imise the distance to a specific image and create an extra realistic output, but rather to fool

the discriminator. This enables the model to learn in an unsupervised manner. Generative

modelling is an unsupervised learning task of machine learning that involves automatically

discovering and learning the regularities or patterns in input data in such a way that the

model can be used to generate or output new examples that plausibly could have been drawn

from the original data set. In other words, a generative model describes how a data set is

generated in terms of a probabilistic model and new data is generated by sampling from the

model.

GANs are a smart way of training a generative model by framing a supervised learning

problem with two sub-models: the generator model that is trained to generate new exam-

ples, and the discriminator model that tries to classify examples as either real (from the

domain) or imitated (generated). The two models are trained together in a zero-sum game

adversarially until the discriminator model is deceived multiple times, meaning the generator

model is generating plausible examples. GANs are an exciting and rapidly changing field,

delivering on the promise of generative models in their ability to generate realistic examples

across a range of problem domains, most notably in image-to-image translation tasks [7]

such as translating photos of summer to winter or day to night, and in generating photo-

realistic photos [8] of objects, scenes, and people that even humans cannot tell are imitations.

As a form of unsupervised learning algorithm, GANs have been widely used in anomaly

detection [9, 10, 11, 12]. Anomaly detection involves recognising uncommon elements, oc-

currences or patterns within a data set that differ from the usual or expected characteristics.

It can be useful to solve many problems including fraud detection [13], medical diagnosis [14],

potential risks [15], control failures [16], business opportunities [17], etc. Machine learning

methods allow to automate anomaly detection and make it more efficient, especially when

large data sets are involved. One of the crucial aspects of GANs for computer vision lies

in their potential application and synergy with anomaly detection. By treating anomaly

detection as an unsupervised learning problem utilising GANs, questions emerge regarding

the possibility of generating high-quality images and their compatibility with state of the art

techniques. The experiments conducted for this study include such methods to achieve the

desired goals. The main focus of this study will be answering the following questions:
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• Is it possible to use and generate high quality images using GAN models for anomaly

detection?

• Could state of the art models such as Transformers [18] and Vector Quantised (VQ)

technology [19] be useful in combination with GANs?
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2 Related Work

The methods mentioned above are relatively recent. GANs have been discussed and studied

extensively and important and effective generative models have been created [20]. One of

them is f-AnoGAN [21], a GAN-based unsupervised learning approach capable of identifying

anomalous images and image segments, that outperforms alternative approaches and yields

high anomaly detection accuracy. The study proposes a framework that combines a GAN-

generated model with a distance-based anomaly scoring method that measures the dissimilar-

ity between a generated image and the corresponding real image in a feature space, enabling

efficient anomaly identification across different data sets. While the method showcases effec-

tive anomaly detection without necessitating labelled training data, its performance might

be influenced by intricate data distributions and optimal parameter configuration. Further

investigations could focus on exploring its versatility across various data sets and assessing

its resilience against diverse anomaly patterns.

Additionally, there have been a lot of studies working on various aspects of GANs and state

of the art models [22, 23]. One of them is a review paper on GAN-based anomaly detection

[10] that includes multiple new models that have not been thoroughly studied on GANs be-

fore. It provides a comprehensive exploration of anomaly detection methods utilising GANs,

while also addressing the potential of transformers and vector quantisation. The study de-

livers an insightful overview of the landscape, highlighting the diverse methodologies and

techniques that harness GANs for anomaly detection tasks. This review underscores the

substantial promise that GANs hold in advancing the field of anomaly detection across a

range of domains. However, the effectiveness of GAN-based anomaly detection approaches,

including those incorporating transformers and VQ, might be influenced by variables such

as data distribution and model architecture. Moving forward, research could focus on com-

prehensive evaluations of these combined approaches across diverse data sets, refining their

implementations to achieve heightened robustness and precision in anomaly detection out-

comes.

Another paper that is insightful for the purpose of this study focuses on anomaly detection,

learned adversarially [24]. In this paper, a novel anomaly detection technique is presented,

utilising an adversarial learning framework. The authors propose a Transformer model (tra-
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ditionally used in Natural Language Processing (NLP)) that is applied directly to sequences

of image patches and substitutes the utilisation of CNNs as a classification method. This

approach proves to be proficient in identifying anomalies while concurrently acquiring valu-

able data representations. Future investigations could concentrate on fortifying the method’s

ability to handle diverse anomaly characteristics and evaluating its adaptability to extensive

and intricate data sets.

Learning Vector Quantisation is an algorithm used for classification and clustering tasks

that refines a group of codebook vectors over iterations to categorise data by assigning them

to the nearest codebook vector, combining aspects of supervised and unsupervised learning

to group data based on their attributes - explained thoroughly in Section 3.5. LVQ is a

method that is also used in Computer Vision tasks, especially when interpretability, simplic-

ity, and efficiency are crucial. For specialised use cases, or when dealing with limited data

and resources, LVQ can be a valuable and viable choice for solving image classification and

pattern recognition problems. An application on images in the medical domain is included

in the paper [25]. The paper introduces a novel method aimed at distinguishing facial and

fingerprint images by employing a LVQ-centred approach to generate template keys. The

study innovatively employs LVQ to create unique template keys for individual identification.

The method showcases promising results in achieving distinct recognition for both facial and

fingerprint data, thereby augmenting biometric security measures. Nevertheless, the effec-

tiveness of the technique might be influenced by variables such as data set composition and

algorithmic configurations.

Even though the Transformer architecture is rather new, it has been mostly used in NLP.

Nevertheless, since recently there have been studies utilising Transformers in computer vi-

sion as well, without solely depending on CNN structures that have been one of the main

components of image-related tasks, as mentioned in the paper [26]. The authors apply a

Transformer network directly on images instead of utilising any CNN model. The study un-

veils a novel approach that employs transformers to analyse images in a grid-based manner,

enabling the capture of intricate visual context. This technique showcases promising capa-

bilities in achieving high levels of accuracy in large-scale image recognition tasks. However,

the suitability of the approach may depend on variables like the variability of data sets and

computational demands.
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Finally, an important addition is a work that gives emphasis to the need of more extensive

studying of high quality generated images [27], a useful asset to accurate anomaly detection.

In this paper, a significant exploration is presented regarding the integration of deep gener-

ative models into the realm of medical imaging. The study initiates an open challenge that

encourages the practical application of these models for authentic medical image analysis.

The research underscores the substantial potential of deep generative models in augmenting

medical diagnostics and imaging procedures. Nevertheless, the effectiveness of this approach

could hinge on variables such as the heterogeneity of medical data sets and the robustness of

the models. Future undertakings might involve assessing the outcomes across diverse med-

ical imaging techniques and enhancing the models to achieve heightened performance and

dependability.

Regarding the above findings and limitations, it is obvious that the main model used for

this study (f-AnoGAN) could benefit from its combination with other methods in order to

achieve more accurate, diverse, and high-quality image generation and better anomaly detec-

tion results. Transformers can improve contextual understanding and control over generated

content, while VQ can enhance data representation and stability during training. Also, con-

cerning image quality, VQ aids in creating a more diverse and structured latent space, while

Transformers excel in capturing intricate contextual relationships, collectively enabling the

GAN to produce images with enhanced realism, finer details, and improved coherence. Inte-

grating these techniques offers exciting opportunities to push the boundaries of GAN-based

image synthesis and anomaly detection.
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Figure 1: A real-life example of a GAN [28] where the Discriminator (detective) tries to
distinguish real data (bank notes) from fake data, provided by the Generator (counterfeiter).

Page 8 of 48



3 Background Knowledge

Although the main techniques previously used by researchers for anomaly detection in images

are generative models - especially GANs -, autoencoders [29], CNNs and statistical methods

such as Z-score [30], the focus of this study is the f-AnoGAN, a GAN model.

3.1 Generative Modelling

Neural network-based generative modelling was introduced in the 1980s [31] when the ob-

jective was to get insights from data without the need for supervision, which could have

implications for conventional classification tasks. The appeal of unsupervised learning lies in

its efficiency and cost-effectiveness for gathering training data, as it does not require labelled

data. Yet, generative models hold substantial potential for diverse applications, given the

abundance of unexploited information they offer.

The central idea of generative modelling stems from training a generative model whose sam-

ples x̃ ∼ pθ(x̃) come from the same distribution as the training data distribution, x ∼ pθ(x).

In the initial development of neural generative models, energy-based models [32] accom-

plished this by establishing an energy function for data points, which was directly linked to

their likelihood. Nevertheless, these models faced scalability issues when dealing with com-

plex, high-dimensional data sets like natural images, and they necessitated Markov Chain

Monte Carlo (MCMC) [33] sampling in both the training and inference phases, resulting in

a time-consuming iterative process.

In recent years, there has been a recovery of interest in generative models due to the availabil-

ity of large, freely accessible data sets and advancements in both general deep learning archi-

tectures and generative models. These developments have pushed the boundaries regarding

how accurately and rapidly these models can generate visuals. Many of these improvements

have come from working with latent variables z - hidden variables in the model that represent

significant characteristics of the data - which are easy to sample or compute density from,

rather than learning the joint distribution of x and z (denoted as p(x, z)). However, deal-

ing with latent variables that require marginalisation presents a computational challenge.

Consequently, generative models often need to compromise on execution time, architectural

choices or optimising proxy functions.
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3.2 Generative Adversarial Network

Generative adversarial networks (GANs) [4] operate within the framework of a game and

involve two machine learning models, often implemented using neural networks. One of

these models, known as the generator, defines the probability distribution pmodel(x). It is

important to note that the generator is not always required to explicitly calculate the density

function pmodel. In certain GAN variations, it is possible for the generator to estimate this

density function, but it is not a strict necessity. Instead, the generator’s primary function

is to generate samples from the distribution pmodel(x). The generator is characterised by a

distribution p(z), which represents a distribution over a vector z. This vector serves as input

to the generator function G(z; θ(G)), where θ(G) represents a set of learnable parameters that

define the strategy of the generator in the adversarial game. The input vector z can be

considered as a source of randomness within an otherwise deterministic system, similar to

the seed used in a pseudorandom number generator. The distribution p(z) typically takes

the form of a relatively unstructured distribution, such as a high-dimensional Gaussian dis-

tribution or a uniform distribution over a hypercube. Samples drawn from this distribution,

denoted as z, essentially represent noise. The primary objective of the generator is to learn

the function G(z) that transforms this unstructured noise z into realistic data samples.

The other participant in this game is called the discriminator. It assesses samples denoted

as x and provides an evaluation, represented as D(x; θ(D)), regarding whether x is genuine

(originating from the training dataset) or artificial (generated by the generator from pmodel).

In the original GAN formulation, this evaluation typically takes the form of a probability,

indicating the likelihood that the input is real rather than fake, assuming that both real and

fake inputs are equally sampled. While there are other variations and formulations of GANs,

the discriminator’s role is to decide about whether the input is real or fake.

In the GAN framework, both the generator and the discriminator face costs: J (G)(θ(G), θ(D))

for the generator and J (D)(θ(G), θ(D)) for the discriminator. Each player strives to minimise

its own cost. More simply, the discriminator’s cost encourages it to accurately distinguish

between real and fake data, while the generator’s cost motivates it to generate samples that

the discriminator wrongly identifies as real. In the original GAN version, J (D) was defined

as the negative log-likelihood assigned by the discriminator to the real-versus-fake labels
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given the input. Essentially, the discriminator is trained like a typical binary classifier. The

original GAN work proposed two variations for the generator’s cost. One, known as minimax

GAN (M-GAN), sets J (G) = −J (D, creating a minimax game that can be theoretically

analysed straightforwardly. In M-GAN, the generator’s cost is defined by reversing the sign

of the discriminator’s cost. Another approach, non-saturating GAN (NS-GAN), defines the

generator’s cost by reversing the discriminator’s labels. In other words, the generator aims to

minimise the negative log-likelihood assigned by the discriminator to incorrect labels. This

approach helps prevent the problem of gradient saturation during model training.

3.3 Anomaly Detection

Anomaly detection [9] is the task of identifying irregular patterns within data that deviate

from the expected behaviour. These atypical patterns - often referred to as ”anomalies” - are

the most commonly used in the context of anomaly detection. The identification of anomalies

within data has a long history, dating back to the 19th century in the field of statistics [34].

Throughout the years, various anomaly detection methods have been created by different

research communities. Some of these techniques are tailored for specific application domains,

while others have a more general applicability. Its range of applications includes tasks such as

detecting fraud in credit cards, insurance, and healthcare, enhancing cyber-security through

intrusion detection, distinguishing faults in critical safety systems and monitoring military

activities to identify potential enemy actions.

Anomaly detection methods for images can be categorised into several approaches:

• Statistical Techniques: These techniques make use of statistical measures to establish a

cutoff point above which data values are regarded as anomalous. Z-scores, percentiles,

and histograms are typical methods.

• Supervised Learning: A model is trained on labelled data, where abnormalities are

clearly indicated in supervised anomaly detection. Based on the given labels, the

model learns to distinguish between typical and anomalous events.

• Unsupervised Learning: In the case of unsupervised anomaly detection, the algorithm

picks up on the intrinsic patterns of typical data without the aid of labelled abnormal-
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ities. The data points that significantly differ from these discovered patterns are then

found.

• Deep Learning Approaches: Deep neural networks, such as autoencoders and GANs,

are increasingly being used for anomaly detection due to their ability to capture com-

plex patterns in data.

In the domain of medical imaging, anomaly detection takes on a paramount role due to

the extensive volumes of images generated for diagnostic and research purposes. The rapid

advancements in medical imaging technology have led to the accumulation of vast data sets

containing a multitude of visual information, ranging from X-rays and MRIs to CT scans

and histopathological slides. However, the sheer volume of medical images makes manual

anomaly detection an impractical endeavour, prompting the need for intelligent automated

solutions. Anomaly detection techniques in this context are crucial for identifying sub-

tle variations, irregularities, or potential pathologies that might elude human scrutiny. By

leveraging data-driven approaches, machine learning algorithms, and deep learning models

such as GANs, medical professionals and researchers can streamline the process of identifying

anomalies within medical images. These techniques not only enhance the accuracy, speed

and efficiency of diagnosis but also pave the way for early disease detection, personalised

treatment planning and the discovery of novel medical insights that have the potential to

transform patient care and medical research.

3.4 f-AnoGAN

During GAN training, a generator denoted as G(z) = z → x maps from a space called Z to

another space called X. However, for the purpose of anomaly detection, the inverse mapping

from X to Z is required. This inverse mapping, E(x) = x → z, is learned by training a deep

encoder network, denoted as E. There are two fundamental architectures for training this

encoder; z-image-z (abbreviated as ziz) encoder training and image-z-image (abbreviated as

izi) encoder training. In both cases, a convolutional autoencoder (AE) architecture is used.

This architecture consists of a trainable encoder, denoted as E, which maps from an image

to the z-space. The generator, which serves as the decoder, maps from z to the image space

using fixed weights obtained from the WGAN training. The key distinction between the

two encoder training approaches lies in the order in which the encoder and the decoder (the
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trained generator) are utilised. During encoder training, only the parameters of the encoder

are optimised, while the parameters of the generator are constant.

Reversing the order of encoder and decoder utilisation results in the ziz architecture within

a standard AE. During training, a random sample is drawn from the z-space and mapped to

the image space using the fixed generator G. The encoder, denoted as E, is trained to map

this image back to the z-space. It is important to note that ziz encoder training does not

require actual image data. This architecture essentially resembles a z-to-z AE, where the

mapping from z to an image, G, remains fixed. In the training process, we aim to minimise

the mean squared error (MSE) between input z-samples, z, and their reconstructed counter-

parts, E(G(z)), expressed as Lziz = 1
d ||z−E(G(z))||2, where ’d’ represents the dimensionality

of the z-space. Unlike the izi architecture, ziz provides known target z locations. However,

one limitation is that the encoder only encounters generated images and does not receive

real input images.

The izi architecture adheres to a conventional AE setup, where an encoder is followed by a

decoder, which is essentially the generator. During the training process, the encoder, which

is a trainable component, performs the mapping from real images to their latent encodings

denoted as ’z’. On the other hand, the mapping from ’z’ back to the image space is carried

out using the fixed generator G. This configuration essentially resembles an image-to-image

AE. The training objective is to minimise the MSE residual loss between input images, ’x’,

and their reconstructed counterparts, which are generated by passing them through G after

encoding with E. This is expressed as Lizi(x) = 1
n ||x−G(E(x))||2, where || · ||2 signifies the

sum of squared pixel-wise differences in grey values, and ’n’ represents the number of pixels

in an image. It is worth noting that the izi encoder is trained using the same data set that

was employed for WGAN training, which typically consists of normal images. However, this

approach has a notable limitation. Since the true target location in the z-space for a given

query image is unknown, the accuracy of the image-to-z mapping can only be assessed indi-

rectly by reversing the process back to the image space and evaluating the image-to-image

differences.

The training objective of izi emphasises achieving similarity in the image space. When

mapping new images, it is possible for them to end up in regions of the latent space that
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were not sampled as much during training, and such positions might not effectively deceive

the discriminator when translated back to the image space. Consequently, solely minimising

pixel-wise differences can sometimes generate images that do not resemble typical examples

of normal images, but can still exhibit small residuals, even for anomalous images. This

implies that relying solely on the residual in the image space may not be a dependable

indicator of anomalies. To deal with this limitation, incorporating the residual in the feature

space, which is populated by the discriminator, proves to be a robust basis for identifying

anomalous images. This insight has led to the development of the izif architecture, where

the image statistics for both the real image and the reconstructed image are additionally

computed. The loss function for discriminator-guided izi encoder training, abbreviated as

izif , is as follows:

Lizif (x) =
1

n
· ||x−G(E(x))||2 +

κ

nd
· ||f(x) − f(G(E(x)))||2

, where discriminator features, denoted as f(·), extracted from an intermediate layer, are

utilised to serve as statistics for a given input. Here, nd represents the dimensionality of

this intermediate feature representation, and κ is a weighting factor. It is important to

note that the parameters of the discriminator remain fixed and are the ones learned during

WGAN training. Given that the izif architecture effectively guides encoder training both

in the image space and the latent space concurrently, the f-AnoGAN creators opt for the

izif approach as the preferred encoder training architecture within the f-AnoGAN framework.

In the process of anomaly detection at the image level, we assess how much the query im-

ages differ from their corresponding reconstructions. All the elements required for generating

these image reconstructions and conducting anomaly quantification are trained through both

the WGAN training phase and the encoder training phase. The way we formulate the quan-

tification of anomalies directly follows the specific definition of the loss used during encoder

training. In the context of the f-AnoGAN model the authors ([21]) propose, which incorpo-

rates the discriminator-guided izif encoder training, the ultimate anomaly score denoted as

A(x) for a new image x is determined as A(x) = AR(x) + κ ·AD(x), where
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AR(x) = 1

n · ||x−G(E(x))||2

AD(x) = 1
nd

· ||f(x) − f(G(E(x)))||2


and the parameter κ serves as a weighting factor. For encoder training architectures that

do not involve a term based on the discriminator, namely the izi and ziz architectures,

the definition of the anomaly score simplifies to A(x) = AR(x) = 1
n · ||x − G(E(x))||2. In

general, both formulations tend to yield high anomaly scores for anomalous images and

low anomaly scores for typical input images. Since the model is exclusively trained on

normal images, it can only reconstruct images that visually resemble the input image and

fall within the normal image manifold, denoted as X. The model’s ability to reconstruct

visually similar images is inversely related to the degree of anomaly. Normal query images

result in small deviations, while anomalous images are associated with reconstructions that

exhibit substantial deviations. The absolute value of pixel-wise residuals, denoted as ȦR(x)

and defined as |x−G(E(x))|, is employed for pinpointing anomalies at the pixel level.

3.5 Learning Vector Quantisation

The Learning Vector Quantisation (LVQ) [35] algorithm shares similarities with the k-Nearest

Neighbors (kNN) method [36], as it predicts outcomes by finding the closest match among a

set of learned patterns. However, LVQ stands out by adopting a more structured approach to

building the pattern library, known as codebook vectors, which adds a layer of adaptability

and fine-tuning to the prediction process.
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Figure 2: The result of Vector Quantization.

In LVQ, the codebook vectors serve as representatives of distinct classes in the dataset, and

each pattern in the library is referred to as a codebook. Unlike kNN, which uses the raw

training patterns as is, LVQ dynamically learns these codebook vectors from the training

data. To start, the algorithm initialises the codebook vectors by randomly selecting patterns

from the training data set. Subsequently, over several training iterations known as epochs,

these codebook vectors are optimised and adapted to best encapsulate the underlying struc-

ture of the training data. This process allows the codebook vectors to effectively capture the

key characteristics of each class in the data set.

During the learning process, LVQ takes one training record at a time and evaluates which

codebook vector (representing a class) is the best match for the input record. It then updates

the position of the chosen codebook vector, moving it closer to the training record if they

share the same class, or pushing it further away if they belong to different classes. This

iterative adjustment of the codebook vectors based on class similarity helps fine-tune the

model to better represent the underlying distribution of the training data.

Once the codebook vectors are adequately prepared, LVQ employs a kNN mechanism, with k

set to 1, for making predictions on new, unseen data points. The prediction process involves

finding the closest codebook vector to the input data point and assigning it the class label

associated with that codebook vector. An example of how the LVQ method works on an

image is observed below:
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Figure 3: A typical healthy brain CT and its histogram. Nearly all values in the interval [0,
255] are occupied.

Figure 4: The Figure 3 brain CT in 3 bits and its histogram. The pixel values have been
grouped in 23=8 bins of stable width and then discretised to 8 values.

Figure 5: The values of the histogram chosen from the 8 bins.
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Figure 6: The Figure 3 brain CT in 3 bits and its histogram. The pixel values have been
grouped in 8 bins of stable width and then discretised to 8 values.

Figure 7: The values of the histogram chosen from the 8 bins. Here, these values are chosen
so that they are closer to higher frequencies between the pixel values, but still in the same
bins.

Originally developed for classification tasks, LVQ can be adapted and extended for regression

problems as well, making it a versatile algorithm suitable for both predictive modelling

scenarios. While not as widely used as more advanced deep learning models, LVQ remains

relevant in specific situations, especially when interpretability and simplicity are desired or

when computational resources are limited. Its ability to learn meaningful codebook vectors

from relatively small to medium-sized data sets can provide valuable insights and context

for classification decisions.
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3.6 Transformer

Figure 8: An image is split into patches of the same size. Next, each of them is linearly
embedded, position embeddings are added and the produced sequence is the input of the
Transformer encoder. linearly embed each of them, add position embeddings, and feed the
resulting sequence of vectors to a standard Transformer encoder.

The authors of the paper [26] designed the Vision Transformer (ViT) model inspired by the

Original Transformer [37]. ViT brings the power of the transformer architecture, originally

designed for natural language processing, into the domain of computer vision.

The key idea behind ViT is to treat images as sequences of patches and use a transformer

model to process these patches. The main goal of ViT is image classification, albeit this

study will only use the encoder part of ViT to extract the most important information of

images. The architecture of the model is included in the following steps:

• Image Patching: The first step is to break down the input image into smaller fixed-size

patches. Each patch is considered as a token and is treated as a word in the context

of natural language processing. This patching process allows ViT to handle images of

arbitrary sizes and turns the 2D image into a 1D sequence of tokens.

• Token Embeddings: Each patch is linearly projected to a lower-dimensional repre-

sentation, known as the token embeddings. The token embeddings retain the spatial

information of the image patches and form the input sequence for the transformer

model.

• Positional Embeddings: In the transformer architecture, positional information is cru-
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cial to provide context about the order of tokens in the sequence. For language tasks,

this positional information is typically represented as positional encodings. In ViT,

positional embeddings are used to encode the 2D spatial location of the original image

patches. The positional embeddings are added to the token embeddings to form the

final input embeddings for the transformer.

• Transformer Encoder: The main part of ViT is the transformer encoder, which pro-

cesses the input embeddings and learns the relevant features. The transformer encoder

consists of multiple stacked transformer blocks. Each block has a multi-head self-

attention mechanism (allows the model to weigh the importance of different parts of

the input sequence concerning each other and helps the model capture global context

and relationships between tokens) and position-wise feedforward neural networks (af-

ter self-attention, the outputs pass through position-wise feedforward neural networks,

which introduce non-linearities and further process the information).

ViT has shown impressive performance on various image classification benchmarks, demon-

strating that transformers can be highly effective in processing visual information when

appropriately adapted to the image domain.

3.7 Evaluation metrics

Evaluation metrics are crucial tools in assessing the performance of machine learning models.

They help quantify the effectiveness and reliability of a model’s predictions. Four commonly

used evaluation metrics are accuracy, precision, recall, and F1-score.

1. Accuracy: Accuracy measures the portion of correctly predicted instances out of all the

instances in the data set. It is a straightforward metric and works well when the classes

are balanced. However, accuracy can be misleading when dealing with imbalanced data

sets, where one class significantly outnumbers the other. In such cases, a high accuracy

might not reflect the model’s actual performance.

2. Precision: Precision is the number of true positive predictions over the number of all

positive predictions (true positives + false positives). Precision focuses on the accuracy

of positive predictions. It is particularly useful when the cost of false positives is high.

For instance, in medical diagnosis, false positives could lead to unnecessary treatments.
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3. Recall: Recall is the ratio of true positive predictions to the total number of actual

positive instances (true positives + false negatives). Recall calculates the model’s

ability to detect all positive instances. It is important when the cost of false negatives

is high. For example, in fraud detection, missing a fraudulent transaction can have

severe consequences.

4. F1-score: The F1-score is the harmonic mean of precision and recall. It provides a

balance between precision and recall, making it a suitable metric when there’s a trade-

off between false positives and false negatives. The F1-score is particularly useful

when dealing with imbalanced data sets, as it considers both false positives and false

negatives in its calculation.

An easy way to obtain the true positives (TP), false positives (FP), false negatives (FN)

and true negatives (TN) in order to calculate these metrics is by creating a confusion matrix

about each of the experiments.
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4 Methodology

In this phase of the project, the focus is around enhancing anomaly detection in images

within the framework of GANs. The existing literature has explored the utilisation of GANs

for anomaly detection, with some projects using methods such as LVQ and Transformers.

However, a novel approach is studied in this work, combining these established techniques

with GANs in a new way.

The primary insight leading to this methodology is the integration of LVQ and Transform-

ers within the architecture of the GAN’s generator network. Traditionally, GANs consist

of an encoder-decoder structure, where the encoder compresses the input data into a latent

space and the decoder reconstructs it back into the original form. This proposed methodol-

ogy places LVQ and Transformers in this generator’s encoding-decoding pipeline, aiming to

optimise the size of the encoded images while maintaining or even enhancing the anomaly

detection capability.

LVQ, a technique well-established in the field of machine learning, aims to be a valuable

addition to the GAN framework. Placed between the encoder and decoder networks, the

LVQ module serves as an inbetween layer responsible for compressing the encoded images’

representations. By using the functionality of LVQ, the encoded features go under a refine-

ment process that emphasises important information, ensuring more efficient storage and

succeeding reconstruction.

The inclusion of Transformers aims to enhance the encoding process as well, providing a

robust mechanism for capturing main characteristics within the encoded data. Transformers

excel in modelling relationships between different parts of an image, making them an ap-

propriate candidate for image compression tasks. Placed alternately and concurrently with

LVQ, Transformers contribute to the reduction of encoded image size, while preserving the

essential characteristics necessary for accurate anomaly detection.

A distinctive feature of this methodology is the intentional gradation of the compression

process. In the initial phase, the encoder operates with an extended range, as the images

are not altered or compressed. As the process advances, the role of both LVQ and Trans-
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formers evolves, gradually narrowing the sizes of the images in the latent space and keeping

the most valuable features. This intentional reduction aims to achieve a balance between

compact representation and anomaly detection accuracy. By intertwining LVQ and Trans-

formers within the GAN’s generator architecture, this methodology seeks to optimise the

encoding-decoding process for improved anomaly detection in images. The organised collab-

oration of these techniques addresses the challenge of reducing encoded image size without

compromising the precision required for accurate anomaly identification.

In Section 6, the study delves into the implementation details and empirical evaluations to

validate the effectiveness of this innovative approach in the context of anomaly detection

using GANs.
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5 Data Set

As technology advances, the need for anomaly detection in a great number of radiographical

scans of various modalities increases. The problem that stems from this situation is that an

estimated percentage of 10-15% of such scans may be delayed, missed, or incorrectly diag-

nosed [38]. As the focus of this study is to check if f-AnoGAN can be combined with LVQ

and ViT methods successfully to perform anomaly detection on such data sets, a relevant

data set should be used as a supplement.

The data set that is utilised to apply the models on can be found on Kaggle [39]. More

specifically, the images that are used regard 90 head CTs of healthy brains (e.g. Figure 9a)

and 50 masks of the same dimensions - 256x256. These masks comprise black and white

images that contain black pixels in places where healthy tissue would be observed on a head

CT and white pixels represent the existence of cancerous parts.

(a) Healthy brain CT. (b) Tumorous brain CT.

Figure 9: Two different outcomes of a CT scan: no tumour vs tumour.
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6 Experiments

6.1 Data Set

Deep Convolutional Generative Adversarial Network: Deep Convolutional Gener-

ative Adversarial Network (DCGAN) [40] is a specific variant of a GAN model that uses

CNNs in both the Generator and Discriminator. It is a model that has been frequently used

for image generation. There are two differences between GANs and DCGANs:

1. In contrary to the lenient structure of GANs, DCGAN uses a specific architectural

pattern based on convolutional and transpose convolutional layers in the generator

and discriminator, as will be analysed below.

2. GANs are applied to various types of data generation tasks, while DCGAN is designed

for image generation.

The DCGAN Generator architecture consists of an input layer, dense layers that map their

input to higher-dimensional spaces, reshape layers that reshape the output of a dense layer

into a small spatial volume, several transpose convolutional layers that progressively up-

sample the spatial dimensions of the data, transforming them into higher-resolution images

(each transpose convolutional layer is typically followed by batch normalisation and ReLU

activation to stabilise and improve the training process) and an output layer. The final layer

often uses a transpose convolution with a sigmoid or tanh activation function to produce the

generated image.

The Discriminator architecture also starts with the input layer, followed by several convolu-

tional layers that process the input image, progressively downsampling its spatial dimensions.

Also, a LeakyReLU activation function is used to introduce a small negative slope, which

helps prevent the vanishing gradient problem and allows for better training. Next, dropout

layers are optional to regularise the discriminator and prevent overfitting and the feature

maps are flattened into a 1D vector by using a Flatten layer. Finally, one or more dense

layers are used for further processing and producing the final output and the output layer

is typically a single neuron with a sigmoid activation function, providing a probability score

indicating whether the input is real or fake.
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Morphological opening: Morphological opening [41] is an operation that smooths the

image, breaks down the bridge and eliminates small objects. It is a process that applies

erosion and is followed by dilation on the input image in the following fashion:

Opening = IM ⊖ SE ⊕ SE (1)

where IM = input image, SE = structuring element and ⊖ and ⊕ denote erosion and dilation

respectively. The structuring element is an important subject in morphological-image pro-

cessing, as the characteristics of the structuring element can affect the opening and closing

processes. The pixel value of one on the structuring element is set as the foreground, while

the pixel value of zero is set as the background.

The erosion process shrinks the foreground of the image by increasing the background area.

The dilation process enlarges the foreground of the image by increasing the foreground area.

Both erosion and dilation processes use the same structuring element.

Train and Validation set: Since the number of healthy brain CTs is very low, the first

step to be taken for the train set is to create more 256x256 images in order to have a

sufficient amount of images for the training phase of the final model. In order to achieve the

vast amount of images, a DCGAN model is used and 45,500 images (40,500 and 5,000) are

generated. This number is chosen as the number of test set’s images should be 9,500 (see

at “Test set” in current subsection 6.1) and the size of the train set should be greater than

the test set. More specifically, ∼80% of the whole amount of images which is 40,500 images

represents the train set (will be split into 70% train and 10% validation) and ∼20% the test

set. Nine random samples can be seen in Figure 10.
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Figure 10: Nine samples of the generated healthy brain CT images.

Test set: The masks are placed over the healthy brain images as a top layer to create 90x50

= 4,500 images of brains with tumours. The placing happens bit-wise, meaning that for

each pixel of the healthy brain CT image, if the corresponding mask pixel is 0 (black) then

the healthy image pixel is converted to 0 whilst it is kept as it is in case the mask pixel is

255 (white). The tumours in the masks are represented by white and the background by

black pixels (Figure 11a). Due to the functionality of the bit-wise AND, the object in the

mask (tumour) needs to be black and the background white in order to be replaced in the

healthy brain image and leave the rest of it intact, so the colours are inverted by setting

newPixelColour = 255 - currentPixelColour (Figure 11b). These 4,500 images are combined

with the 5,000 generated healthy images in order to have both classes - healthy and tumorous

- relatively balanced in the test set and be able to calculate the evaluation metrics.
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(a) Original mask. (b) Inverted mask.

Figure 11: A mask before and after inverting its colours.

Most of the masks represent possible tumours of big size. This is not always the case, as

there also exist tumours that are much smaller and not immediately recognisable. Hence, the

data set needs to include a variety of shapes and sizes. In order to achieve such an outcome,

the size of the object of the mask is halved and then halved again, resulting to masks with a

ratio of 1/2 and 1/4 of the original size. The shape of the object is maintained and the object

itself remains in a relative position to the original in the mask. Since this modification adds

2 more states of the size of the tumour, the amount of test set images is 4,500 x 3 = 13,500.

In order to have two balanced classes for the test set - healthy and tumorous - these 13,500

images are combined with a portion of 13,500 healthy brain CTs and create a 27,000-image

set. The different sizes are displayed in Figure 23.

(a) Original size (1/1). (b) Halved size (1/2). (c) Twice halved size (1/4).

Figure 12: The three different sizes used for each mask.
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The next step is to apply the mask to the healthy brain CT and check how it looks. Looking

into Figure 13a, it is fairly obvious that the anomalous part of the image - the tumour - is

not realistic enough, since it is a plain blank part in the image. Checking how a real CT scan

of a brain with cancer looks like in Figure 9b, some random noise needs to be added to the

mask in order to blend in more smoothly but still be noticeable (Figure 13b). The object’s

pixels are coloured randomly with a number in the interval [128,256) and such numbers of

the highest half of the black and white spectrum are used to keep the anomaly in a light

shade and be differentiated from the rest of the brain.

(a) Plain mask. (b) Noisy mask.

Figure 13: Before and after adding noise to the mask’s object.

Another aspect of the images that needs to be fixed is noise in the sense that not only are

there lines around the head that need to be removed but also there is a big letter on the

upper left corner of the image that has no purpose for anomaly detection. A technique that

is commonly used in this case is Morphological Opening, analysed in Section ??. The struc-

turing element utilised to perform the opening operation is an array with ones in a shape of

a diamond, as seen in Figure 14a.
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(a) Diamond-shaped kernel. (b) Disc-shaped kernel.

Figure 14: The two types of 9x9 kernels used as structuring elements for the opening oper-
ation.

6.2 Final Experiments

The experimental setup goes as follows:

• Use the DCGAN model to produce 40,500 train set images.

• Train the f-AnoGAN model on the train set in order to learn the features of healthy

brain CT images.

• Create the 27,000 test set images with various applied masks.

• Test the trained f-AnoGAN model on the test set and distinguish anomalous images.

The Generator of f-AnoGAN is modified in order to apply the LVQ and Transformer methods.

Specifically, the encoder of the Generator is combined with each of the methods seperately

and at the same time. The three experiments that occur are:

1. Encoder −→ LVQ −→ Decoder

2. Encoder −→ Transformer encoder −→ Decoder

3. Encoder −→ LVQ −→ Transformer encoder −→ Decoder

As discussed previously, the DCGAN model consists of two main parts: the Generator

network that produces fake images based on the distribution of the images that it is trained on

and the Discriminator network that tries to distinguish real from fake images. Moreover, the

structures of the WGAN’s Generator and Critic networks and Encoder network that comprise

Page 30 of 48



the f-AnoGAN model are analysed in detail. The architectures of the two components of the

DCGAN model and the three components of the f-AnoGAN model can be examined below:

Figure 15: DCGAN Generator network.
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Figure 16: DCGAN Discriminator network.
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Layer Type Output Shape

Dense (None, 8192)

BatchNormalization (None, 8192)

ReLU (None, 8192)

Reshape (None, 4, 4, 512)

LVQ and/or ViT (None, 4, 4, 512)

UpSampling2D (None, 8, 8, 512)

Conv2D (None, 8, 8, 256)

BatchNormalization (None, 8, 8, 256)

ReLU (None, 8, 8, 256)

UpSampling2D (None, 16, 16, 256)

Conv2D (None, 16, 16, 128)

BatchNormalization (None, 16, 16, 128)

ReLU (None, 16, 16, 128)

UpSampling2D (None, 256, 256, 128)

Conv2D (None, 256, 256, 1)

Table 1: f-AnoGAN Generator network.

Layer Type Output Shape

Conv2D (None, 128, 128, 128)

LeakyReLU (None, 128, 128, 128)

Conv2D (None, 64, 64, 256)

LeakyReLU (None, 64, 64, 256)

Conv2D (None, 32, 32, 512)

LeakyReLU (None, 32, 32, 512)

Flatten (None, 524288)

Dense (None, 1)

Table 2: f-AnoGAN Critic network.
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Layer Type Output Shape

Conv2D (None, 256, 256, 8)

Conv2D (None, 128, 128, 16)

Conv2D (None, 64, 64, 128)

GlobalAveragePooling2D (None, 128)

Table 3: f-AnoGAN Encoder network.
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7 Results

Each of the three experiments and the original model are run ten times in order to get their

average results - the results closer to the average are depicted in this section. Also, the focus

of this study is to examine the potential success of combining the LVQ and ViT methods

with f-AnoGAN, so the hyperparameter optimisation of the overall models is not performed

as it deviates from the main goal. The focus is solely on the losses of the networks and the

evaluation metrics.

The training process of the f-AnoGAN on the train set of 40,500 healthy brain CT images

produces the following results:

Experiment 1:

Figure 17: Losses of the networks on the training set for Experiment 1.
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Figure 18: Structure of healthy brain CT images captured by the model for Experiment 1.

What is observed by studying Figure 17, is that the critic loss fluctuates constantly at neg-

ative values, with two exceptions just before step 2,000, where its value becomes positive.

The generator loss fluctuates even more, with a slower rate before approximately epoch 2,300

and a faster rate afterwards. The final loss of the critic at epoch 10,000 is -23.51, while the

generator loss terminates at 9.73.

The eight samples of the structure of healthy brain CT images captured by the model are

included in Figure 18. The shapes they include are inconsistent, whereas the images them-

selves do not depict clearly the shape of a brain CT.
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Experiment 2:

Figure 19: Losses of the networks on the training set for Experiment 2.

Figure 20: Structure of healthy brain CT images captured by the model for Experiment 2.

Figure 19 shows that the results of Experiment 2 follow a similar fashion. The critic and

generator losses fluctuate in this case as well, although not in the same scale as Experiment 1.

At approximately epoch 1,800 the losses start to stabilise and converge gradually - the critic

loss rises, while the generator loss reduces its distance from 0. Finally, the losses stabilise at

0.23 and -0.5 for the generator and the critic network respectively.
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Regarding the healthy brain image structure that f-AnoGAN managed to learn from the

train set, the eight images of Figure 20 clearly resemble the shape of a healthy brain CT.

The colours are captured correctly both in the brain and out, as well as the lighter colour of

the area surrounding the brain and representing the skull.

Experiment 3:

Figure 21: Losses of the networks on the training set for Experiment 3.

Figure 22: Structure of healthy brain CT images captured by the model for Experiment 3.

For Experiment 3 in Figure 21, the generator loss has two very big drops of scale -25,000 and
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-20,000 before and after epoch 1,000, keeps rather steady from epoch 3,000 to approximately

5,700 and then fluctuates until the last epoch. Something similar happens to the critic loss.

There are two sudden rises from negative to positive values at approximately epochs 500 and

1,800. Later on and until epoch 5,700 the critic loss also keeps rather steady at -100 and

then fluctuates around -25. Lastly, the critic loss and the generator loss are -23.17 and 11 at

epoch 10,000.

Final loss values:

The results depicted in the images of Figure 22 vaguely resemble brain CTs, as they tend to

keep the colour scheme of darker content inside of a lighter border, and the grayscale shades

vary a lot so there is not enough consistence. The circular shape of the skull is distorted

and, instead, the shapes are closer to squares.

Experiment Critic Loss Generator Loss

1 (VQ) -23.51 9.73

2 (ViT) -0.5 0.23

3 (VQ & ViT) -23.17 11

Table 4: Generator and Critic losses of the f-AnoGAN model after the training process.

Test results:

Regarding the testing of the model, 9,500 images of healthy and tumorous brain CTs are

utilised as mentioned previously. In order to look at the efficiency of the experiments, three

confusion matrices are created and it is easy to see the amount of each of the classes - healthy

and tumorous - that is classified as the correct or wrong class.
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(a) Experiment 1. (b) Experiment 2.

(c) Experiment 3.

Figure 23: Confusion matrices for the testing results of the three experiments.

Obtaining the TP, FP, FN and TN values from the three confusion matrices, the following

metrics are calculated:

Experiment Accuracy Precision Recall F1-score

1 (VQ) 0.388 0.414 0.566 0.481

2 (ViT) 0.809 0.874 0.842 0.857

3 (VQ & ViT) 0.344 0.417 0.589 0.486

Original 0.811 0.863 0.848 0.854

Table 5: Evaluation metrics for the baseline and the three experiments.
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8 Discussion

Experiment 1 showed that applying VQ makes the training unstable and this is easily notice-

able by its evaluation metrics. These metrics point toward a model that is not performing as

well as desired. The accuracy score of approximately 38.8% suggests that the model’s predic-

tions are largely incorrect, indicating potential issues in its predictive capabilities. The low

precision score of about 41.4% highlights a high rate of false positive predictions, meaning

that the model incorrectly identifies instances as positive. The recall score of around 56.6%

indicates that the model captures a moderate number of actual positive instances, but it is

not as sensitive as desired. The F1-score of about 48.1% reflects an imbalanced trade-off

between precision and recall, indicating room for improvement. In Experiment 1, there is

clear scope for enhancing the model’s predictive accuracy and balance.

In Experiment 2, the model achieved relatively high values across all evaluation metrics. The

accuracy score of approximately 80.9% suggests that the model’s predictions are correct for

a significant portion of instances. The high precision score of around 87.4% indicates that

when the model predicts a positive class, it is generally correct. Moreover, the recall score of

about 84.2% demonstrates the model’s capability to identify a substantial number of actual

positive instances. The F1-score of approximately 85.7% shows that the model strikes a bal-

anced trade-off between minimising false positives and false negatives. Overall, Experiment

2 appears to yield a well-performing model with a strong ability to classify instances correctly.

Regarding Experiment 3, the model’s performance leans towards the first experiment’s re-

sults. The accuracy score of approximately 34.4% suggests that the model’s predictions are

correct for a moderate to low proportion of instances. The precision score of around 41.7%

indicates a moderate rate of false positive predictions, while the recall score of about 58.9%

signifies that the model is relatively effective at capturing actual positive instances. The F1-

score of approximately 48.6% reflects an imbalanced trade-off between precision and recall.

Experiment 3 shows a slight potential for improvement compared to Experiment 1. However,

there is still room for enhancing overall predictive accuracy.

One of the deductions from these results and their interpretation is that the way vector

quantisation is used is not effective at all. The reason behind this is utilising VQ after its
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input is encoded because, instead of discretising pixel values, the method descritises the cap-

tured image features. So, these are basically some numbers that do not follow any specific

distribution. In a way, this can be considered as randomly placing numbers into bins and,

thus, the resulting captured structure of the images is vague and random, not outlining the

shape of a brain.

In contrast, the use of a Transformer with encoded input is efficient. The Generator network

of f-AnoGAN is trained on encoding the already encoded input and so the significant features

and information of the images are not lost. Nevertheless, the measures of Experiment 2 with

values averaging at approximately 84% did not exceed the slightly higher success of the plain

f-AnoGAN model, as the threshold is equal or higher that 85% for most of the measures. It is

important to notice at this point that the size of the images used for the authors’ experiments

is significantly smaller as they used 64x64 images, while this study experiments on 256x256

grayscale images. This renders the comparison between the measures’ values under question.

Finally, combining the significantly good performance of the Transformer method with the

unsuccessful employment of the VQ method is expected to produce mediocre, but still non-

satisfying results. This is also proved by the actual metrics’ values, ranging from approxi-

mately 35% to 60%. Such numbers can also be achieved by randomly predicting the class of

the images, a fact that renders the experiment as a failed one.
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9 Conclusion

Advancements in technology have led to a demand for efficient image anomaly detection and

pattern recognition. Image analysis technologies and generative algorithms are potential so-

lutions, allowing accelerated testing while maintaining accuracy. GANs excel in generating

realistic examples across domains like image-to-image translation and they have been widely

applied to unsupervised anomaly detection and automating tasks such as fraud detection

and medical diagnosis. The aim of this study is to give an answer to the two research ques-

tions of the Section 1 regarding the possibility of high quality images being utilised and

generated for anomaly detection using GAN models and the contribution of the combina-

tion of GANs with state of the art techniques such as Vector Quantisation and Transformers.

During the experiments, 256x256 highly detailed images are generated in vast amounts to be

used as input data for the main f-AnoGAN model. Three experiments are conducted where

methods are added between the encoder and decoder of the Generator network of the model

as follows: Learning Vector Quantisation for the first experiment, Vision in Transformers for

the second experiment and both for the third and final experiment, in the order they are

mentioned. The first experiment is not effective as it produces low evaluation metric values,

- approximately 45% on average - due to Vector Quantisation’s inability to discretised the

captured characteristics of the data in the latent space. On contrary, the second experiment

produces very high evaluation metric values, just under 90%. This leads to the belief that

the encoder part of the Transformer is able to correctly encapsulate the characteristics of

the latent space data. Lastly, the third experiment lies somewhere in the middle, closer

to the results of the first one with average metric values of 50%, as the combination of an

unsuccessful and a successful method could not prove to succeed.

Answering the research questions, it is indeed possible to use and generate high quality

images using GAN models for anomaly detection and state of the art models such as Trans-

formers and Vector Quantised technology can be useful in combination with GANs. First,

with a lot of time and resources, even higher quality images (512x512, 1024x1024, etc.) can

be generated and be used for a more accurate and detailed anomaly detection. Second,

utilising the two models inside of f-AnoGAN’s Generator network is an innovative method

not broadly used before. The perfection of such an experiment can provide with an even
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faster and more effective model that can prove to be useful in detecting irregularities in vast

amounts of images, especially in domain such as the medical or astronomy.

Although better results can be acquired, there are some limitations. The resources needed

are too many, as mentioned above, and this is limiting in many cases and one should consider

the scale of their data - size and amount - and their goal in order to decide if this the right

methodology they would like to use. Also, Vector Quantised technology may not be able to

be combined in such a way with f-AnoGAN in order to be effective and produce decent results.

Left for future work, exploring the nature of the limitations and checking if any alterations

to the way the methods are implemented may be helpful are necessary. Also, experimenting

with various image sizes and the hyperparameters of the model and methods could produce

even better results and burnish the aim of the study. Finally, another step could be to

combine other state of the art methods with f-AnoGAN - e.g. Explainable AI - and take the

experiments a step further.

Page 44 of 48



References

[1] Muhammad Zaigham Zaheer, Arif Mahmood, M Haris Khan, Marcella Astrid, and

Seung-Ik Lee. An anomaly detection system via moving surveillance robots with human

collaboration. In Proceedings of the IEEE/CVF International Conference on Computer

Vision, pages 2595–2601, 2021.

[2] Lior Shamir, John D Delaney, Nikita Orlov, D Mark Eckley, and Ilya G Goldberg.

Pattern recognition software and techniques for biological image analysis. PLoS com-

putational biology, 6(11):e1000974, 2010.

[3] Sam Bond-Taylor, Adam Leach, Yang Long, and Chris G Willcocks. Deep generative

modelling: A comparative review of vaes, gans, normalizing flows, energy-based and

autoregressive models. arXiv preprint arXiv:2103.04922, 2021.

[4] Ian J Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley,

Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Generative adversarial networks.

arXiv preprint arXiv:1406.2661, 2014.

[5] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. Deep learning. nature,

521(7553):436–444, 2015.

[6] Keiron O’Shea and Ryan Nash. An introduction to convolutional neural networks. arXiv

preprint arXiv:1511.08458, 2015.

[7] Phillip Isola, Jun-Yan Zhu, Tinghui Zhou, and Alexei A Efros. Image-to-image trans-

lation with conditional adversarial networks. In Proceedings of the IEEE conference on

computer vision and pattern recognition, pages 1125–1134, 2017.
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