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Abstract

Huntington's disease (HD) is a rare neurodegenerative disorder that is inherited in a
dominant manner and caused by a prolonged CAG repeat in the huntingtin protein. It is
characterised by motor, behavioural and cognitive abnormalities. Age-at-onset (AAO) in
HD refers to the time when symptoms rst appear in individuals carrying the CAG repeat
mutation. HD is an incurable condition, which makes the determination of AAO crucial
in identifying factors that may modify it, and in developing and evaluating therapies
aimed at delaying its onset. The HD AAO is signi cantly correlated with the number
of CAG repeats representing the most signi cant factor in estimating the AAO. Current
models for AAO prediction utilise the length of the CAG repeat as the primary predictor
variable. Results range between 47% to 72% of the variance considering the diversity
in HD populations, indicating that there should be more factors in uencing the onset
than just the CAG repeat. Enroll-HD study is a global, longitudinal investigation of
individuals a ected by HD, with over 21,000 participants. It collects uniform clinical
data (baseline and follow-up data) and biological samples from multiple study sites, in
both manifest and premanifest stages of the disease. Although machine learning (ML)
algorithms are powerful tools, they are not frequently utilised in rare disease research,
mainly due to the scarcity of data required for a proper training of such models and
subsequent estimations. In this study, we trained a series of complex ML models using
a highly accurate subset (de ned as patients enrolled as pre-manifest and subsequently
manifesting the disease) from the Enroll-HD dataset, aiming to improve the current
clinical AAO estimation method (known as the Langbehn formula). In addition to the
CAG repeat, a group of extra variables were selected and incorporated into the training
process, mostly related to lifestyle aspects. This project also assessed the e cacy of
the trained models by submitting them to the remaining set of data from Enroll-HD
(patients enrolled already as manifest). Results indicated that ML models outperformed
the current used method. CatBoost ML model obtainedRf of 0.675 compared to
0.534 from Langbehn during test veri cation. In conclusion, the use of ML models in
conjunction with Enroll-HD additional patient information facilitated the generation of
more accurate predictions of HD AAO. Furthermore, the correlation between lifestyle
aspects and di erent HD onsets was demonstrated.
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1 Introduction

1.1 Huntington's Disease (HD)

A rare disease is a medical condition that a ects a small proportion of the population, typi-
cally fewer than 1 in 2,000 people, as de ned by most health organizations [1]. Huntington's
disease (HD) is a rare neurodegenerative disorder, with a prevalence of 4.88 cases per 100,000
inhabitants, with lower rates in Asia and higher rates in Europe, North America, and Australia
[2]. HD is inherited in a dominant manner and it is characterized by uncontrolled movements
(chorea), psychiatric and behavioral problems, and cognitive impairment [3, 4]. HD is caused
by a mutation in the HTT gene, which translates into a mutated huntingtin protein [5]. In-
dividuals with HD typically exhibit a cortico-striatal degeneration of white and gray matter,
resulting in a selective loss of medium spiny neurons in the striatum and pyramidal neurons
in the cortex [6]. The HTT mutation (mHTT) that causes HD involves a segment of DNA
known as a CAG trinucleotide repeat, that occurs several times in a row. Normally, the CAG
allele is repeated 10 to 35 times in a gene. In people with HD, the longest CAG segment is re-
peated 36 to more than 120 times. People with 36 to 39 CAG repeats may or may not develop
the signs and symptoms of HD (reduced penetrance), while people with 40 or more repeats
almost always do (fully penetrance) [7]. The length of the CAG trinucleotide expansion has
a strong inverse relationship with the mean age of clinical onset [8]. When the CAG repeats
are greater than 60, it is de ned as juvenile Huntington's disease, which a ects children and
teenagers.

1.1.1 Onset

Age-at-onset (AAO) in HD refers to the time when symptoms rst appear in individuals carrying
the mutated prolonged CAG repeat. HD is an incurable condition, making the determination
of AAO crucial in identifying factors that may modify it, and in developing and evaluating
therapies aimed at delaying its onset [9]. The Langbehn formula is widely used by clinicians
and HD researchers at the clinic for estimating the AAO [10]. This formula incorporates the
CAG repeat length to estimate the AAO and accounts for between 47% to 72% of the variance
in di erent HD populations. Residual variability in AAO can be attributed to either genetic
and/or environmental factors [11]. These factors are the focus of current research to determine
which speci ¢ environmental or genetic factors may in uence the AAO.

1.2 Enroll-HD Platform

Enroll-HD is a worldwide longitudinal study of HD patients that aims to accelerate the devel-

opment of therapies for HD by collecting uniform clinical data and biological samples to better
understand the natural history of the disease [12]. This study collects baseline and follow-up
data from multiple study sites, in the same way and using the same methods, from tens of
thousands of pre-manifest (when participant is a CAG mutation carrier but has not yet shown
HD symptoms) and manifest (when participant is already showing symptoms of the disease)
patients. Enroll-HD was created by integrating two HD datasets: the Cooperative Huntington



Observational Research Trial (COHORT) in North America and Australia, and REGISTRY,
an observational study of the European Huntington Disease Network (EHDN) [13]. Enroll-HD
also extended research activities in Latin America and Asia. Enroll-HD collects clinical data
from participants through annual visits. The assessments are performed by highly trained clin-
ical personnel. Periodic Dataset Releases (PDS) o er information on Enroll-HD participants
and are shared periodically. Each PDS comprises several les categorized into three groups:
Participant-based (general study-independent information about the participant), Study-based
(speci c information about a participant within a study) and Visit-based (visit-dependent in-
formation for the study).

1.2.1 Data Structure

This project uses the Enroll-HD PDS-5 dataset (extraction date on October 31, 2020), which
includes 21,116 participants. PDS-5 comprises 11 data les that are intrinsically connected
through key variable components (as illustrated in Figure 1).

Participant-based data les contain information about the participant, including pro le in-
formation, pharmacological and non-pharmacological therapies, and comorbid conditions and
surgeries. Study-based data les store speci ¢ details about study patrticipation, including par-
ticipant status, study start and end dates, and whether the participant is enrolled in multiple
studies. Finally, the visit-based data les contain information about the assessments and clinical
data that were collected during each visit. [13]



Figure 1: Diagram depicts the Enroll-HD entity relation, illustrating the relationship
between the data le components and their key variables (primary keys [PK] and foreign
keys [FK]) necessary for combining the data les. Diagram extracted from Enroll-HD
Data Dictionary document [13].

1.2.2 Data Statistics

Enroll-HD PDS-5 documentation shares statistics about participants data [14]. Some of them
characterized with respect to participant category, sociodemographic variables and clinical
characteristics (as demonstrated in Figure 2).

An important variable calleddcat stores the participant category. It can take on the values
'manifest’, ‘pre-manifest’, 'genotype negative', and ‘family control'.

Annual study visits take place during the participant's routine clinical care visit. The baseline
and annual study visits last between 45 minutes and a maximum of 2.5 hours [15]. A total
of 55,975 annual study visits happened for the 21,116 patrticipants over the years. Table 1
displays the distribution of annual study visits per maximum number of participants.



Visits 1 2 3 4 5 6 7 1819
Participants 21116| 14368| 9498| 6079 | 3261| 1284| 321 | 47 | 1

Table 1: Maximum participant counts for a speci ¢ number of Enroll-HD visits.

Figure 2: Figure shows samples of Enroll-HD PDS-5 statistics. Legend contains the pa-
rameter description and its variable data le name in parenthesiga) Participant category
(hdcat) at baseline Enroll-HD visit. (b) Sex (sex).(c) Geographical region (region)d)
ISCED (isced) at baseline Enroll-HD visit. Figure extracted from Enroll-HD Data Sup-
port Document [14].

1.3 Research Objectives

The identi cation and diagnosis of rare diseases can be challenging due to the limited avail-
ability of data and expertise. Despite HD being a rare disease, the Enroll-HD dataset, which
Is su ciently large, has enabled machine learning approaches to be used. Machine learning
(ML) is a sub- eld of Arti cial Intelligence that utilises an algorithm, referred to as a model,

to process and analyse data [16]. The data is used to train the ML model to make decisions
or draw conclusions. After training, predictions can be made based on new data.

The main objective of this research is to improve the estimation of AAO for HD, which currently
relies solely on CAG repeat length. Enroll-HD provides high-quality longitudinal data on HD
patients, making it a valuable resource for ML algorithms.



1.4 Overview

Chapter 2 outlines the methods employed to address the research objectives, with relevant
background information. The results of the experiment are shared in Chapter 3. Chapter 4 dis-
cusses all achievements and ndings, proposes future works and concludes this research.



2 Methods

The major steps in ML for data analysis are as follows: data preparation, which encompasses
data pre-processing, data selection, target de nition and feature selection; algorithms or model
proposition, which includes tasks such as feature scaling, split train/test datasets and method
selection; model training, including hyper-parameter tuning; and results evaluation, with pre-
diction and graph generation. These steps are illustrated in Figure 3 and were followed by this
project. A comprehensive explanation of each step is provided in the subsequent sections.

Figure 3: General method owchart.

2.1 Software and Data Availability

The algorithms coded for this project were built in Python language (version 3.8.10), and used
the processed and integrated HD Dataset called Enroll-HD. The Enroll-HD periodic dataset
PDS5 was used. Access can be requested at Enroll-HD Data Access [17]. The Python Jupyter
notebooks developed for this project can be reached at the cloud-based Git repository, GitHub
[18].

Most of the code was developed using Jupyter Notebooks [19]. Jupyter is a project aimed

at developing open-source software, open standards, and services for interactive computing
across multiple programming languages. A Python library has been developed to support all
the modules used in these notebooks. Table 2 presents the versions of the Python libraries
used. Certain criteria and assumptions were used to guide the coding for this project. This

includes the concept of randomness and the use of speci ¢ evaluation metrics.



Package  Version
keras 2.13.1
matplotlib  3.7.3
numpy 1.22.4
pandas 1.5.3
scipy 1.7.3
seaborn 0.13.0
sklearn 1.3.2
tensorow 2.13.1

Table 2: List of Python libraries used into this project.

2.1.1 Randomness

The use of a xed seed assists ML developers in achieving deterministic test execution and
relieves them of the burden of dealing with randomness. However, it is unclear whether this is
always the optimal approach or if there are alternative methods to address akiness (when a
test passes and fails non-deterministically for the same version of code) [20].

Although useful, this research acknowledges that obtaining an improved estimation of AAO
cannot rely solely on xed parameters. The use of xed seeds was limited to certain scenarios,
while experiment evaluations and results were based on the average values of multiple execu-
tions using random seeds. To ensure reproducibility of the results, a list of the seeds used was
provided in the Jupyter notebooks.

2.1.2 Evaluation Metrics

The Mean Absolute Error (MAE) was the primary evaluation metric used to assess the accuracy
of the forecasting model [21]. MAE is a statistical measure that calculates the average mag-
nitude of the errors between predicted and actual values in the units of the response variable
[22]. In this case, the response variable is years. When predicting the target, MAE accumulates
absolute errors, so a lower measurement is preferred. The formula for MAE is:

ivi %

The coe cient of determination, also called R-Squar&®¥), was used as a second evaluation
metric. This metric was rst introduced in 1921 [23]. In regressitvhis a statistical measure

of how well the regression line ts the data. It represents the proportion of the dependent
variable's variation that can be predicted by the independent variable(s). The coe cient of
determination typically ranges from 0 to 1, with 1 indicating the best performance. Therefore,
a higher measurement is desiraité.can be expressed by the formula:



P 2
R2=1 p (yl %)

(vi Y)Z

During the training process, a third metric called Root-mean-square error (RMSE) was in-
cluded. RMSE is a widely used measure for evaluating prediction quality [22]. It represents the
standard deviation of the residuals, which are prediction errors. Residuals indicate the distance
of data points from the regression line, while RMSE measures the spread of these residuals. In
essence, it indicates the concentration of data around the line of best t. RMSE formula can
be represented as below:

2.2 Data Preparation

By combining all Enroll-HD data les, it is possible to evaluate almost 200 variables per
participant. For the purpose of using ML algorithms to analyse this data, it is essential that all
variables are available for all observed participants. Unfortunately, this is not always the case,
with PDS-5 having an estimated 47.15% of values being missing [24]. This can be explained
by di erent factors, such as errors, inconsistencies, variables not being applicable to specic
patients, or simply missing data. Thus, PDS-5 dataset required a pre-processing step prior to
utilising ML algorithms.

2.2.1 Data Pre-Processing

To prepare the data for analysis by ML algorithms, various manipulation techniques were used.
The BioSemantics team [25] at Leiden University Medical Center (LUMC) has been working
with the Enroll-HD PDS-5 dataset for years. A pre-processing work ow was developed to
manage this data. The work ow merges data legrfroll, 'registry, 'adhoc, 'pro le’ and
‘participationl), Iters the necessary data for analysis, corrects inconsistent data, imputes
missing values, and outputs the result. The work ow is represented in Figure 4.

Figure 4: Flowchart representation of the work ow created by LUMC BioSemantics for
the pre-processing of Enroll-HD dataset.



A valuable step in this work ow is the data aggregation that occurs when the results are output.
The data aggregation reduces the number of features either by creating score variables based
on assessments or by combining redundant information into fewer variables. To illustrate, rather
than maintaining two distinct variables, nametyomagesk(age when mother manifested HD)

and dadagesx(age when father manifested HD), a single variable, designptedritagesx

(either mother or father manifested HD), is employed to store the relevant information. In
the event that both parents are aicted with the disease, the variaplréntagesxstores

the AAO of the father. Another illustrative example is the creation of a variable to store
whether the participant engages in drug abuse. A single new variable, mand, is used

to aggregate the abuse of di erent listed drugs, such as cocaine, marijuana, heroin, club drugs,
amphetamines, Ritalin, hallucinogens, inhalants, opium, painkillers, barbiturates, tranquilizers,
and others. Dealing with many variables can be complicated for any ML algorithm, so reducing
the number of features used is extremely helpful for analysis.

The work ow also handles the transformation of string variables into numerical ones. After
manipulating the variables, it may provide a name adjustment. Variables su xed vigia *
indicate that they have been transformed, while those su xed witmpFill' indicate an
imputed lled feature. It is possible for variables to have both su xes.

2.2.2 Data Selection (cohort)

Focusing on making AAO prediction, some lters were applied during the pre-processing stage
(section 2.2.1). This research focused on adult patients AAO estimation, so juvenile HD cases
were removed from the dataset. Cases where the participant was not an HD genetic carrier
were also removed.

The Enroll-HD patient dataset comprises participants who were enrolled both before and after
exhibiting symptoms of HD. The patient's category at the time of enrollment is stored in the
'hdcat 0' variable, while their current category is stored in 'hdtah value of 2 indicates 'pre-
manifest' (gene mutation carriers that do not exhibit any symptoms) and a value of 3 indicates
'manifest’ (enroll-HD participants that exhibit symptoms of HD). To ensure greater precision
and accuracy in determining the age at onset of HD, only those patients who were enrolled as
pre-manifest and demonstrated symptoms during yearly visits (reclassi ed as 'manifest’) were
included in our analysis. Using a more selective cohort for training and validation purposes
would increase the reliability of the ML model in determining the AAO. Patients enrolled as
manifest were selected for ML model testing purposes. Figure 5 illustrates the step-by-step
Itering process that was used to determine the cohort. Enroll-HD is a longitudinal dataset
and may contain multiple registers for the same patient. To ensure objectivity and avoid bias,
this project has selected only one entry per patient, speci cally the rst row when the patient
became manifest.
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