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ABSTRACT

Vision-Language Models (VLMs) have been intensely investigated recently. These multimodal models learn
vision-language relationships from large amounts of noisy image-text pairs. The large scale at which these
models are trained and their understanding of relationships between concepts in both the visual and textual
domains gives them promising zero-shot generalization capabilities on various visual downstream tasks. For
image classification, a VLM such as Contrastive Language-Image Pre-training (CLIP) can reach competitive
zero-shot performance on standard benchmarks when using suitable textual prompts. These prompts can be
found through manual prompt engineering or by prompt tuning through optimization methods. In the latter
case, labeled data of the target domain is required. To enable on-the-fly optimization of prompts at inference
time, Test-time Prompt Tuning (TPT) utilizes Test-Time Adaptation (TTA) techniques to optimize prompts
using only unlabeled data. We investigate the unsupervised learning methods behind TPT and find that they
can often be omitted without affecting performance. We hypothesize that these unsupervised learning methods
can produce unwanted results when the model produces different predictions for multiple augmentations of the
same image. To test our hypothesis, we propose two methods for aligning the predictions for all augmentations
of a single image. We show that our method, which uses consistency regularization to encourage consistent
predictions, outperforms standard TPT on seven out of ten fine-grained classification tasks. Furthermore, we
show that our method can learn from using more augmentations or more severe augmentation, while standard
TPT cannot.
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INTRODUCTION
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Figure 1.1: A simplified visualization of the training and inference of unimodal and multimodal models for a vision task. Where
unimodal models can not generalize the learned visual concepts to new classes, multimodal models can.

Ever since the popularization of Convolutional Neural Networks (CNNs) for image classification by AlexNet
[3], they have consistently outperformed other machine vision architectures on benchmarks like the ImageNet
image classification task [4]. Over the years, the complexity of these architectures has increased, with each
new model adding innovations such as inception modules [5], residual connections [6], and depthwise separable
convolutions [7]. Only recently, CNNs were outperformed by transformer architectures such as Vision Trans-
formers (ViTs) on the ImageNet benchmark [8]. Their parallel nature allows these transformer models to train
at a larger scale than CNNs. However, the high computational complexity of their attention mechanisms makes
inference more time-consuming than for CNNs. Despite their differences, all these architectures have one thing
in common: They train in a single modality.

Unimodal vision models only use a single modality, vision, for training. While the labels for each image are
textual, they are encoded using a one-hot embedding, resulting in a purely numerical label. This prevents the
model from exploiting textual information. For example, the ImageNet classes “white shark”, “tiger shark”,
and “hammerhead shark” are seen as unrelated by a unimodal model, even though their textual description
indicates they are very similar.

Another downside of unimodal models is that they can not generalize to classes they have not seen before.
Since they lack textual understanding, the learned concepts can not be generalized to a new class. For example,
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a model that has learned the classes of “hammer” and “shark” will not be any better at categorizing the unseen
class of “hammerhead shark” than a model that is only trained to recognize flowers.

Multimodal models add one or more modalities to the training data. For example, a model trained in the
modalities of vision and text will train on an image and a textual description. These descriptions can be much
more varied than the single label used in unimodal models. For a visual comparison of the training of unimodal
and multimodal models, Figures 1.1a, and 1.1c show how a multimodal model is able to learn the concept of
sunglasses from the textual descriptions of the image whereas a unimodal model only associates the image with
the class label.

By learning concepts in two modalities, multimodal models can exploit textual relationships between classes
and generalize their learned visual concepts to previously unseen classes. For an example of this generalization
capability, which is not present in unimodal models, see Figures 1.1b and 1.1d.

This generalization capability of multimodal models is best seen when trained on large amounts of data.
Meanwhile, a unimodal model might only be trained on a single dataset, such as ImageNet, while a multimodal
model will train on many image-text pairs that are freely available on the Internet and do not need to be
annotated. The result is a visual model with high generalization capability. For example, a pre-trained multi-
modal model can achieve competitive performance on the ImageNet benchmark without training on ImageNet
specifically [1].

Multimodal vision models that incorporate textual understanding are known as Vision Language Models
(VLMs). Recent VLMs such as CLIP [1] and ALIGN [9] can be trained at a very large scale using millions
of noisy image-text pairs, which are widely available on the Internet. These pairs can be easily scraped from
websites containing images and captions, such as forums, social media, Wikipedia, and many others. This
wide data availability allows VLMs to train at a very large scale. ALIGN even shows that VLMs do not need
expensive data preprocessing when trained at a large enough scale [9].

These VLMs use a contrastive loss to learn a feature space that aligns text descriptions with their corre-
sponding images. This allows them to learn a broad range of visual and linguistic concepts and their relationship
to one another. These learned concepts across multiple modalities make VLMs promising foundation models
that can be applied to various downstream vision tasks, such as image classification, image captioning, and
visual question answering [1].

VLMs utilize a pre-trained text encoder, which allows them to generalize learned visual-textual relations
to related textual information, giving them a high capability for adapting to various downstream tasks in a
zero-shot manner. It also adds a new dimension to vision problems: prompting. For example, in the task of
image classification, the embedding of an image is compared to the embeddings of several text descriptions.
These descriptions consist of a textual prompt followed by the class label. A prompt might be “a photo of a

[CLASS]”, which is a general description of the image. For inference, the similarity of the image embedding to
the embeddings of all prompts is computed, giving a probability distribution over all the classes.

It has been shown that the zero-shot performance of CLIP highly varies depending on the used prompt [1]. It
is, therefore, common practice to engineer a prompt for a specific task, either manually or through optimization
[10, 11]. For example, a prompt engineered for a specific task might be “a photo of a [CLASS], a kind of

flower”. Prompt tuning allows VLMs to improve their generalization to new domains. However, it requires
either engineering by a human domain expert in the case of manual tuning or labeled data from the target
domain in the case of prompt optimization. Both are typically unavailable at inference time, which restricts
prompt tuning from making on-the-fly optimizations.

Test-Time Adaptation (TTA) can enable prompt tuning as a method of adapting to new domains at inference
time. TTA utilizes unsupervised learning techniques to learn from unlabeled data at test time [12]. Therefore,
TTA techniques can adapt to new domains at inference time without additional labeling efforts. One method
that uses TTA for prompt tuning of VLMs is Test-time Prompt Tuning (TPT) [2]. TPT uses augmentation,
confidence selection, and entropy minimization to learn from a single unlabeled input image. Whereas most
TTA methods optimize the parameters of a learned network [13, 14, 15], TPT only learns the parameters of a
textual prompt.

In this thesis, we take a closer look at the unsupervised learning mechanisms behind TPT. Our contribution
will be threefold:

1. We show through ablation that the unsupervised learning methods of TPT sometimes decrease the per-
formance of the method on a fine-grained classification task.

2. We propose two prediction alignment methods to alleviate this problem.

3. We show how our prediction alignment methods compare to standard TPT and how they respond to
additional augmentation.

We show that our method, which aligns predictions in TPT using consistency regularization, outperforms
standard TPT on most of the evaluated fine-grained classification datasets. It also outperforms the baseline
on datasets where standard TPT could not. We further show that our method can learn from additional
augmentation while the original implementation cannot.
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This thesis is organized as follows. First, chapter 2 will discuss the literature on test-time adaptation, vision-
language models, and prompt tuning. In chapter 3, we will perform an in-depth analysis of the unsupervised
learning mechanisms behind TPT and show through an ablation study how each component of TPT affects
the performance on fine-grained classification tasks. Then, chapter 4 introduces our two methods for aligning
predictions in TPT and shows how they compare to standard TPT. Chapter 5 investigates the impact of more
severe augmentation on standard TPT and our methods. Finally, chapter 6 discusses our results and proposes
directions for future work.
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CHAPTER

TWO

RELATED WORK

This section explores previous research and developments relevant to the focus of this thesis. We identify key
findings, methodologies, and gaps that inform and contextualize our study by examining existing literature.
This section is organized into three main areas. First, we will introduce the concept of test-time adaptation
and give an overview of relevant methods and techniques. Second, we will explore the concept of foundational
models. Specifically, we will look at vision-language models which are used in this thesis. Finally, we will link
the first two sections by discussing how test-time adaptation can tune the prompts of vision-language models
at inference time.

2.1 Test-time adaptation

Model

Labeled
source
data

Unlabeled
target
data

Train Predict

(a) Classical machine learning.

Labeled  
source data

Model

Train Predict

Unlabeled
target data

(b) Domain shift.

Labeled
source data

Model

Train

Unlabeled
target data

Adapted
model

Domain
adaptation

Predict

(c) Domain adaptation.

Pretrained
model

Unlabeled
target data

Adapted
model

Test-time
adaptation

Predict

(d) Test-time adaptation.

Figure 2.1: Visualization of the problem of domain shift and possible solutions. (a) Classical machine learning: the source
and target data are assumed to be drawn from the same distribution. (b) Domain shift: the source and target data come from
different distributions. (c) Domain adaptation: the labeled source data and unlabeled target data are used to adapt a trained
model to the target domain. (d) Test-time adaptation: only unlabeled target data is used to adapt a trained model to the
target domain.

Classical machine learning assumes that the training and test data are drawn independently and identically
from the same distribution (Figure 2.1a). In real-world applications, this assumption usually does not hold.
When the training data (source) differs from the test data (target) (Figure 2.1b), the problem of distribution shift
occurs [16]. Distribution shift is usually paired with severe drops in performance. For example, in segmenting
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medical images of brain tumors, a CNN was shown to perform significantly worse on images taken at another
institution than the one that produced its training data [17]. In the image classification task for autonomous
driving, models might generalize very poorly to data containing objects in unusual poses [18]. These examples
all show a performance degradation as a result of a distribution shift.

Domain adaptation (DA) aims to close the performance gap of a discriminative model between the source
domain it has trained on, and a new target domain [19]. Typically, DA methods will align some statistics of the
two different domains through sampling [20, 21] or feature transformations [22, 23]. Therefore, DA methods
need access to both the source data used for training and the target data (Figure 2.1c). Since source data sets
can be very large, applying DA during inference time in practical applications is often not feasible. In these
cases, test-time adaptation (TTA) can be used [12]. TTA is a source-free variant of DA that does not utilize
any data from the source domain (Figure 2.1d). In addition to enabling adaptation during inference time, TTA
addresses privacy and data storage concerns by not requiring source data.

This section will explain the difference between TTA and other test-time learning methods. We will then
describe variants of TTA techniques that can operate on large amounts of target data, smaller batches, or single
instances. After, we will present several popular TTA methods and categorize them based on the unsupervised
learning strategies that they use. For a more extensive survey covering this topic, see [12].

2.1.1 Related techniques

Test-time adaptation is not the only technique for improving performance at test time. In this subsection, we
will explain the differences and similarities between test-time adaptation, -training, and -augmentation.

Test-time training

Test-time training (TTT) adapts a model at test-time on an individual test sample. In this way, TTT is similar
to Test-Time Instance Adaptation (TTIA), which we will discuss in Section 2.1.2. However, the key difference
lies in the optimization method. Whereas TTA optimizes over the original classification task using a method
such as entropy minimization, TTT trains over an auxiliary self-supervised task. The auxiliary task needs to be
explicitly defined. Examples of auxiliary tasks are rotation prediction, where the model predicts the rotation
angle of an input image [24], inpainting, where the model tries to reconstruct missing or corrupted parts of an
image [25], and contrastive learning, where the model learns to distinguish between similar and dissimilar image
patches or augmented versions of the same image [26].

Test-time augmentation

Test-time augmentation, which is sometimes also referred to as TTA, is another method for improving model
performance during inference [27]. The key difference with test-time adaptation is that test-time augmentation
does not modify the learned model. Instead, it applies various data augmentations (such as flips, rotations,
or crops) to each test sample, generates predictions for these augmented versions, and then aggregates them
(often through averaging or voting) to produce a final output. Test-time augmentation essentially creates an
ensemble effect for each test sample, potentially improving prediction robustness and accuracy. The ability of
test-time augmentation to improve performance has been extensively shown by pioneering image classification
works such as AlexNet [3], Inception [5], and ResNet [6].

As this thesis will show, data augmentations can also improve the performance of TTA methods. However,
since the resulting methods modify the parameters of the learned model, they are not test-time augmentation
methods.

2.1.2 Variants

We can categorize various types of test-time adaptation based on the volume of target data they work with.
This section will outline TTA methods that work with complete datasets, individual batches, single instances,
and streaming data. To see a visual representation of the different TTA variants, refer to Figure 2.2.

Source-free domain adaptation

TTA methods operating on an entire target dataset can be seen as a source-free domain adaptation (SFDA)
variant. For a visualization of the SFDA approach to TTA, see Figure 2.2a. Unlike standard DA methods, TTA
methods can not use sampling or feature transformations to align the features of the target domain to those of
the source domain since the source domain is unknown. Instead, TTA methods rely on various unsupervised
learning approaches.

Since SFDA can adapt to a large amount of target data, it has the potential to perform significant adjust-
ments to the pretrained model. However, training on a large amount of data has a significant computational
cost. Since the entire target dataset will need to be collected before adaptation occurs, SFDA methods cannot
be applied during inference time.
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Figure 2.2: Visualization of different variants of test-time adaptation. (a) Source-free domain adaptation adapts a pretrained
model using an unlabeled dataset of the target domain. (b) Test-time batch adaptation only uses a batch of images or a single
instance from the target domain. (c) Online test-time adaptation continuously updates a model based on streaming data.

Test-time batch adaptation

In a practical setting, it is unlikely that the entire target domain will be available at test time. Instead, samples
will likely arrive one by one or in batches. Test-Time Batch Adaptation (TTBA) focuses on the latter, adapting
the model to one batch of samples at a time [12]. For a visualization of the TTBA approach to TTA, see
Figure 2.2b. TTBA is well-suited for on-the-fly optimizations at test time and for situations where each batch
of samples can come from a different distribution.

With a batch size of 1, TTBA is reduced to Test-Time Instance Adaptation (TTIA). TTIA can be used
for streaming data such as a video feed. However, it is important to note that TTIA will treat every frame as
coming from an independent distribution and, therefore, will not apply learned knowledge to new frames.

Online test-time adaptation

Whereas TTBA can be used for on-the-fly adaptations at test-time, it requires that data is grouped in batches
and will treat each batch as coming from a different distribution. This is not ideal for streaming data received
continuously and which may come from the same distribution. Online Test-Time Adaptation (OTTA) reuses
past knowledge, which allows for online learning [28]. OTTA methods continuously adapt a model to new input
and will use the adapted model as a starting point for the next input. While this allows the model to retain
knowledge learned at test time, it also leads to new challenges. For example, a model might forget a learned
pattern after having seen many inputs that lack this pattern. This is known as catastrophic forgetting [29, 30].

2.1.3 Optimization methods

Test-time adaptation can use various unsupervised optimization methods to improve performance during test
time. This section will discuss methods based on pseudo-labeling, entropy minimization, and consistency
regularization. We will name a few TTA techniques for each method that utilize it. For a more extensive
overview of TTA techniques for each optimization method, see [12].
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Pseudo-labeling

One approach at test time is to use the model trained on the source data to label all instances in the target
domain. Under domain shift, these pseudo-labels are likely inaccurate. Therefore, various methods exist to
improve the accuracy of the pseudo-labels or filter out inaccurate pseudo-labels. A self-supervised learning
approach can then be used, updating the network using supervised training methods and pseudo-labels. This
process can be repeated for an iterative self-supervised learning approach.

The pseudo-labeling strategy assumes that most pseudo-labels will be accurate if the domain shift is mild.
Therefore, training requires a large number of target samples. This means that the pseudo-labeling optimization
strategy is only feasible for SFDA, not TTBA, TTIA, or OTTA.

An example of a pseudo-labeling-based SFDA technique is Source HypOthesis Transfer (SHOT) [13], which
generates a prototype representation for each class by taking the centroid of all instances from the target
dataset labeled as belonging to that class and then obtains pseudo-labels using the nearest centroid classifica-
tion. Privacy-Preserving Domain Adaptation (PPDA) [31] proposes improving the class centroids using only
highly confident predictions. Similarly, Self-Supervised Noisy Label Learning (SSNLL) [32] performs K-means
clustering in the target domain and obtains pseudo-labels by averaging the predictions of samples in the same
cluster. Domain-Invariant Parameter Exploring (DIPE) [33] assigns pseudo-labels to each sample based on a
majority vote over the label of its nearest neighbors in the target domain.

In contrast to these methods, which assign pseudo-labels based on the distribution of samples in the tar-
get domain, some methods assign a pseudo-label by aggregating predictions of an ensemble. For example,
Augmented Self-Labeling (ASL) [34] uses an ensemble over different data augmentations and ST3D [35] over
predictions of previous training steps.

Several methods combine the above-mentioned labeling strategies to obtain their pseudo-labels [36, 37, 38].

Entropy minimization

Entropy minimization is a popular strategy for all forms of TTA. This method optimizes the model to obtain low
entropy and, therefore, high predictive confidence for samples in the target domain. For SFDA, Augmentation-
based Source-Free Adaptation (ASFA) [39] minimizes the α-Tsallis entropy. Other works, such as ASL [34],
minimize the more traditional Shannon entropy. SS-SFDA [40] chooses to prioritize minimizing the entropy in
confident samples over less confident samples.

Similarly to SFDA, many test-time batch adaptation approaches rely on entropy minimization. Notably,
Test Entropy Minimization (TENT) updates the model by minimizing the entropy of its predictions for each
batch. However, the authors observe that updating all model parameters on a few test samples can lead to
overfitting. Therefore, they borrow an idea from batch normalization calibration methods such as Representative
BatchNorm (RBA) [41]. Instead of updating all the network parameters, TENT only learns the parameters of
a linear transformation of the features at each batch normalization layer. The transformation parameters can
be maintained for an online approach (OTTA) or forgotten for an offline (TTBA) approach. By adapting very
few parameters of the original model (2 per batch normalization layer), TENT not only reduces overfitting but
also mitigates the problem of catastrophic forgetting when used in an online learning setting.

Many TTA works build on the simple approach of TENT. Namely, Marginal Entropy Minimization with
One test point (MEMO) [15] extends TENT to optimize the network over multiple random augmentations of
the target batch. Test-Time Adaptation with Shape moments for image segmentation (TTAS) [42] adds a class-
weighted entropy objective and Variational Model Perturbation (VMP) [43] adapts TENT to a probabilistic
method by perturbating the model parameters with variational Bayesian inference.

Consistency regularization

Another strategy for TTA is consistency training, which aims to enforce consistent predictions under data or
model variations. For SFDA, Robust Self Training (RuST) [44] optimizes over multiple permutations at the
input, feature, and model levels. Feature Alignment by Uncertainty and Self-Training (FAUST) [45] takes a
different approach, minimizing the epistemic model uncertainty estimated using Monte Carlo dropout [46].

Test-Time Adaptation through Perturbation Robustness (TTA-PR) [47] extends the entropy minimization
approach of TENT by adding a consistency regularization term in the loss. For consistency regularization,
they use the average KL divergence over all probability distributions with respect to the average probability
distribution. Since the model trains over multiple augmentations of the original image, it utilizes the knowledge
that all samples belong to the same class. The loss penalizes differences between probability distributions,
therefore encouraging the model to give consistent predictions over augmentations of the same image. This
consistency loss was first introduced for use with AugMix [48].
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2.2 Foundational models

Foundation models are those trained on large-scale datasets (generally using self-supervision) covering many
different domains [49]. The knowledge of these models can be transferred to downstream tasks using a task-
specific dataset (transfer learning) [50], a few examples (few-shot learning) [51], or even without any examples
(zero-shot learning) [52].

2.2.1 The introduction of scalable architectures

To achieve the generalization necessary for successful transfer learning across many domains, foundation models
require training on very large datasets. However, most traditional deep learning architectures struggle when
training on a large scale. For example, simple multi-layer perceptrons (MLPs) are very dense with many
parameters. This makes it infeasible to train an MLP of sufficient width and depth to learn patterns in large
datasets covering many domains.

Convolutional neural networks

Convolutional neural networks (CNNs) are less dense than their MLP counterparts because the convolutions
share common parameters (filters) [53]. However, very large CNNs can suffer problems with vanishing or explod-
ing gradients, leading to unstable training. These problems are mostly mitigated by modern CNN architectures
featuring batch normalization [54], residual connections [6], and compound scaling [55]. Nevertheless, CNNs rely
on their local receptive fields and pooling operations to capture spatial information hierarchically. This limits
their generalization ability to local regions of the input, making them unfit for learning long-range dependencies
in the data.

Recurrent neural networks

Recurrent neural networks (RNNs) are an architecture tailored to sequential data processing [56]. They maintain
an internal memory to capture temporal dependencies in the data. While theoretically, their recurrent nature
allows RNNs to capture long-range dependencies, in reality, the vanishing gradients problem may limit this
ability. Training RNNs involves the iterative processing of sequential data over multiple time steps, involving
matrix operations and backpropagation through time. These operations become increasingly demanding with
longer sequences, larger batch sizes, and deeper architectures, leading to higher computational costs and longer
training times. This computation complexity and the memory requirements for storing the hidden states over
multiple timesteps make training RNNs at a very large scale infeasible.

The attention mechanism was introduced to mitigate the problem of long-range dependencies for RNNs
[57]. Attention allows models to focus on specific parts of the input sequence when generating each part of the
output sequence, which addresses the limitations of traditional sequence-to-sequence models. This mechanism
dynamically assigns weights to different input tokens, enabling the model to prioritize more relevant information.

Transformers

Whereas RNNs with attention mechanisms are better at detecting long-range dependencies, they still suffer from
the same computational complexity as RNNs, which makes it challenging to train them at a very large scale.
The key innovation allowing for truly scalable training was the introduction of the transformer architecture
[58]. This novel approach replaced recurrent neural networks with an architecture based entirely on attention
mechanisms, allowing for more efficient parallel processing of input sequences. By eliminating the need for
sequential processing, transformers can leverage modern GPU hardware for faster training and inference, making
them highly scalable for large datasets and complex tasks. This scalability, combined with their ability to learn
contextual relationships in data, has led to the development of increasingly powerful language models and their
application across a wide range of domains, including machine translation [58], text generation [59, 60], and
even computer vision [8].

2.2.2 Vision-language models

Vision-language models (VLMs) have recently been intensely investigated [61]. These new foundational models
utilize both language and vision architectures to learn from the large number of noisy image-text pairs widely
available on the internet. VLMs such as Contrastive Language-Image Pre-training (CLIP) [1] show that given
large enough datasets, this weak supervision can provide zero-shot generalization capabilities. A Large-scale
ImaGe and Noisy-text embedding (ALIGN) [9] shows that VLMs can even learn from very noisy data without
expensive filtering or preprocessing as long as the datasets are sufficiently large.

CLIP is trained on a large dataset of image-text pairs using a contrastive learning approach [1]. CLIP
processes batches of image-text pairs during training, encoding images and texts separately through pre-trained
encoders. It then computes the cosine similarity between all possible image-text combinations, aiming to
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maximize the similarity for matching pairs while minimizing it for non-matching pairs. This process creates a
shared embedding space where semantically related images and texts are mapped close together. This training
procedure can be seen in Figure 2.3 (1). For prediction, CLIP can perform zero-shot classification by encoding
a given image and a set of candidate text descriptions (usually a prompt followed by the class label) into this
shared embedding space (Figure 2.3 (2)). It then computes the similarity between the image embedding and
each text embedding, selecting the class with the highest similarity as the predicted label (Figure 2.3 (3)).
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Figure 2.3: CLIP jointly trains an image encoder and a text encoder to predict the correct pairings of a batch of (image, text)
training examples. At test time, the learned text encoder synthesizes a zero-shot linear classifier by embedding the names or
descriptions of the target dataset’s classes. Image and description taken from [1].

2.3 Prompt tuning for vision-language models

VLMs such as CLIP [1] and ALIGN [9] perform classification by comparing the embedding of the image to the
embeddings of several textual prompts. An example of such a prompt is: “a photo of a [CLASS]”, where
[CLASS] is replaced by a class label. By contextualizing the class label into a description of the image, prompt-
ing allows VLMs to be easily transferred to downstream tasks such as classification and context-dependent
visual reasoning [2]. The prompt used for any downstream task may significantly impact the model’s zero-shot
performance. For example, the authors of Context Optimization (CoOp) [10] show that small changes such as
adding an article before a noun, changing the sentence structure, or adding a single word describing the target
domain can significantly impact the model performance.

Naturally, it can be quite effective to manually change the prompt to find one which gives sufficient per-
formance [62]. This manual tuning process optimizes the hard prompts, which is the textual prompt before
embedding it with the text encoder. Optimizing the hard prompt is known as prompt engineering. Prompt
engineering requires human involvement from a domain expert and is, therefore, extremely time-consuming.
Since the hard prompts are discrete, they are difficult to optimize with automated techniques. One solution is
to optimize the soft prompts, which are the embeddings of the prompts after passing through the text encoder.
Since these are continuous, they can be optimized with standard optimization methods. This process is known
as prompt tuning. This section will look at methods for few-shot prompt tuning and test-time prompt tuning.

2.3.1 Few-shot prompt tuning

CoOp [10] uses a few annotated samples from the target domain to tune the soft prompt. This method op-
timizes a context vector that serves as a task-specific prompt, allowing the model to adapt to various visual
recognition tasks with minimal data. The authors show that with as few as one or two samples, CoOp can out-
perform manually engineered prompts. Conditional Context Optimization (CoCoOp) [11] extends this concept
by making the prompt conditional on the input image, enabling more flexible and context-aware adaptations.
Both methods have shown promising results in few-shot learning scenarios and out-of-domain generalization
tasks, outperforming traditional fine-tuning approaches in many cases. These techniques leverage the strong
pre-trained representations of CLIP while allowing for efficient adaptation to specific tasks, making them par-
ticularly useful in scenarios with limited labeled data.

2.3.2 Test-time prompt tuning

As we saw in Section 2.1, Test-Time Adaptation (TTA) techniques can optimize a model at test-time based on
unlabeled data from a new target domain. TTA methods can also be used to optimize the soft prompts of a
VLM at test time for a new domain without labeled data. This method is known as Test-time Prompt Tuning
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(TPT) [2], a test-time instance adaptation method that uses an entropy minimization strategy to optimize the
prompt over a single target image. TPT consists of a few essential components: augmentation, confidence
selection, entropy minimization, and a learnable prompt. In this section, we will describe these components.
See Figure 2.4 for a visualization of TPT.
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Figure 2.4: Test-time Prompt Tuning (TPT) for image classification. Prompts are tuned on the fly with a single test sample
without additional training data or annotations. TPT optimizes the prompt to encourage consistent predictions across augmented
views by minimizing the marginal entropy. We introduce confidence selection to filter out noisy augmentations. Image and
description taken from [2].

Augmentation

TPT works on a single test sample, augmented using standard crop and flip operations into many views. It
then uses a CLIP [1] model to encode these views and the text prompts describing the classes. The similarity
between the augmented image and text embeddings is then computed, resulting in a probability distribution for
each augmented view, containing the probabilities of the image belonging to each class, according to the CLIP
model.

Confidence selection

The probability distributions with the highest entropy are filtered out, leaving only the more confident distri-
butions. The rationale is that the augmentations introduce noise, possibly leading to uncertain predictions. For
example, in Figure 2.4, the image’s subject is a dog. However, if an augmented view crops the image so that
the subject is no longer in it, this can lead to a prediction with low confidence and, therefore, high entropy.

Entropy minimization

The confident probability distributions are averaged to obtain a single distribution. Like TENT [14], TPT uses
entropy minimization to optimize the model performance. It is important to note that this method encourages
the network to be more confident in the predictions that we have selected, even if those predictions are wrong.
Unlike TENT, TPT uses data augmentation to optimize multiple views of the same image. This approach is
similar to that of MEMO [15].

Learnable prompt

Another difference between TPT and TENT/MEMO is the optimized parameters. TENT learns two parameters
per batch normalization layer that serve as a linear transformation. On the other hand, TPT does not update
any parameters of the CLIP model. Instead, it optimizes a soft prompt for use with the CLIP model, similar
to the approach of CoOp [10]. The parameters of this learnable prompt are visualized in green in Figure 2.4.
However, where CoOp uses few-shot learning to optimize the prompt using a few labeled samples from the
target domain, TPT only uses a single unlabeled sample.
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THREE

TEST-TIME PROMPT TUNING FOR FINE-GRAINED CLASSIFICATION

As we saw in Section 2.3.2, Test-time Prompt Tuning (TPT) [2] can be used to adapt a model to a new domain
at test time with only a single unlabeled sample from the new domain. In their paper, the authors demonstrate
the method’s ability to adapt to natural distribution shifts by evaluating four ImageNet [4] variation datasets,
as is done for CLIP [1]. The variation datasets are:

• ImageNet-V2 [63]: an independent test set of 1000 classes using data collected in the same way as the
original ImageNet a decade later.

• ImageNet-A [64]: a set of 1000 classes containing samples that were misclassified by a standard ResNet-
50 [6], and are therefore considered challenging.

• ImageNet-R [65]: a set of 1000 classes using artistic renditions of ImageNet classes, such as sketches,
cartoons, tattoos, and graffiti.

• ImageNet-Sketch [66]: a set of 1000 classes using grayscale sketches of ImageNet classes.

The authors of TPT demonstrate that on these datasets, TPT can outperform a zero-shot CLIP baseline, a
CLIP model with a hand-crafted ensemble of prompts, and even the few-shot methods CoOp [10] and CoCoOp
[11]. They also show that they can combine TPT and CoOp by starting from a soft prompt learned by CoOp on
a few samples from the original ImageNet dataset and then optimizing it using TPT. This approach leads to a
higher top-1 accuracy on both ImageNet and the ImageNet variation datasets than TPT and CoOp individually.

This impressive result shows that TPT can efficiently generalize to a broad classification dataset like Ima-
geNet. ImageNet is considered broad because it contains a wide variety of classes that are often distinct and
easily distinguishable from one another. For instance, ImageNet contains thousands of categories ranging from
animals to everyday objects. The primary challenge in such datasets is correctly identifying the broad category
to which an image belongs.

In this thesis, we investigate the ability of TPT to generalize to new domains. Therefore, we examine its
generalization to fine-grained classification datasets. In contrast to broad datasets, these fine-grained datasets
require distinguishing classes that are much more similar. For example, a fine-grained dataset might consist of
many different breeds of dogs or species of flowers. The subtle visual differences between these classes make
classification tasks more challenging than broad classifications, as they require the model to learn and identify
small variations between classes, such as slight variations in fur patterns or flower petal shapes.

This chapter will first discuss the fine-grained classification datasets used to evaluate TPT. Then, we will
discuss how the various components of TPT affect its performance on these fine-grained classification sets. This
leads us to introduce an ablation study of the various components of TPT to explore what role each part plays
in the final performance of the model. We will show the results of this experiment and discuss our findings.

3.1 Fine-grained classification datasets

In the paper, TPT is evaluated on ten fine-grained image classification datasets [2]. These 10 datasets are the
same ones used to evaluate CoOp [10] and a subset of the 27 datasets used to evaluate CLIP [1]. Each of
the datasets contains images from a large number of similar classes from a specific domain. The fine-grained
datasets are:

• Flower102 [67]: 102 classes of flowers common in the UK.

• DTD [68]: 47 classes of describable textures.

• OxfordPets [69]: 37 classes of breeds of cats and dogs.
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(a) Flower102 [67] (b) DTD [68] (c) Pets [69] (d) Cars [70] (e) UCF101 [71]

(f) Caltech101 [72] (g) Food101, [73] (h) SUN397 [74] (i) Aircraft [75] (j) EuroSAT [76]

Figure 3.1: Sample images of the fine-grained classification datasets used in the evaluation of test-time prompt tuning.

• OxfordCars [70]: 197 classes of car models.

• UCF101 [71]: 101 classes of human actions.

• Caltech101 [72]: 101 classes of objects.

• Food101 [73]: 101 classes of types of food.

• SUN397 [74]: 397 classes of scene recognition.

• Aircraft [75]: 100 classes of aircraft models.

• EuroSAT [76]: 10 classes of types of land cover on Sentinel-2 satellite images in Europe.

In the TPT paper, they show that TPT with a ViT-B/16 backbone outperforms a baseline of CLIP with
the standard prompt “a photo of a [CLASS]” on 9 out of 10 fine-grained datasets [2]. We reproduce this
experiment in Table 3.1. We show a similar result, with TPT outperforming the baseline on 8 out of 10 fine-
grained datasets. Our slightly different result can be due to the random noise in creating the data augmentations.

Table 3.1: Zero-shot generalization on fine-grained classification datasets. Comparison of zero-shot CLIP baseline with
TPT, showing results from the TPT paper [2] in comparison to our reproduction of these results. We report the top-1 classification
accuracy on each dataset.

Method Average
Flower102 DTD Pets Cars UCF101 Caltech101 Food101 SUN397 Aircraft EuroSAT

Baseline from [2] 67.44 44.27 88.25 65.48 65.13 93.35 83.65 62.59 23.67 42.01 63.58
TPT from [2] 68.98 47.75 87.79 66.87 68.04 94.16 84.67 65.5 24.78 42.44 65.10

Baseline (ours) 67.36 44.39 88.20 65.61 65.13 93.35 83.65 62.61 23.67 42.16 63.61
TPT (ours) 69.55 46.45 87.30 66.86 68.83 93.59 85.04 65.14 23.34 43.53 64.96

3.2 Augmentation and confidence selection

In section 2.3.2, we described the four main components of TPT: augmentation, confidence selection, entropy
minimization, and a learnable prompt. The main innovations of TPT are:

1. Applying entropy minimization to tune soft prompts of vision-language models.

2. Using augmentation and confidence selection to learn from a single image.

Whereas the first innovation is well motivated by literature such as TENT [14] and CoOp [10], the second is not
explicitly motivated in the paper. While the authors do show that TPT performs best on ImageNet variation
datasets when selecting the 10% most confident samples as opposed to more or less, they do not show this for
the fine-grained datasets or perform an ablation study showing that the augmentation and confidence selection
improves the performance of TPT.
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In this chapter, we set up an experiment to evaluate whether the augmentation and confidence selection
strategies are effective in TPT. We set out to test three hypotheses:

1. If augmentation and confidence selection are effective strategies to improve the performance of a zero-shot
classifier, then we can apply these methods to the CLIP baseline for a performance boost.

2. If confidence selection helps filter out noisy augmentations, we expect TPT to perform worse without
confidence selection.

3. If data augmentation helps learn from a single image, we expect TPT to perform worse without augmen-
tation.

The following sections will describe the experiments used to evaluate these hypotheses, show their results, and
discuss the outcome.

3.3 Experimental setup

For this experiment, we used the original code for TPT1. We use a pre-trained CLIP-ViT-B/16 with the
standard prompt “a photo of a [CLASS]” for the baseline. For TPT, we use the same CLIP model, start
with the standard prompt, and optimize the corresponding four tokens (one for each word) in the text input
embedding space. For every image, we create 63 augmentations using flipping and cropping. We evaluate on
the 63 augmentations and the original image, resulting in 64 different views of a single image. The top 10%
most confident samples are selected by taking the 6 with the lowest self-entropy. We minimize the marginal
entropy over these confident samples for 1 step by using the AdamW optimizer [77] and a learning rate of 0.005,
as in the TPT paper.

For evaluation, we use the test set of each fine-grained classification dataset. For every image in the test set,
TPT performs one optimization step and then performs inference on this image using standard CLIP with the
optimized prompt. We report the average top-1 accuracy score over the test set of each dataset. Since there are
many datasets, we also compute the average top-1 accuracy over all datasets. In this average, the performance
on each dataset is counted equally, regardless of the dataset size.

3.3.1 Baseline with augmentation and confidence selection

To test our first hypothesis, we create an implementation of the baseline CLIP model which uses augmentation
and confidence selection to make a prediction. Given a single image, this implementation will use augmentation
to obtain 64 views like TPT. Then, it will use the same confidence selection to obtain the 6 most confident
probability distributions. These 6 distributions are averaged to obtain a single distribution. Instead of using
this distribution to minimize the entropy, as in TPT, it is used immediately to make a prediction for the original
image.

3.3.2 TPT without confidence selection

To test our second hypothesis, we create an implementation of TPT without confidence selection. Whereas TPT
selects the 10% samples with the lowest self-entropy, we will use all samples to obtain an average probability
distribution. Therefore, this implementation will effectively train on 10 times more data than the original TPT
implementation. Since an increase in data quantity is usually associated with an increase in performance, we
compensate for this by creating an additional implementation of TPT without confidence selection, which only
creates 6 augmentations. This implementation, therefore, trains on the same number of augmentations as the
original TPT method.

3.3.3 TPT without augmentation

To test our third hypothesis, we create an implementation of TPT without augmentation. Given a single image,
this implementation uses CLIP to obtain a probability distribution for this image. Then, entropy minimization
is used directly on this distribution. Since there is only one view of the original image, confidence selection is
not used. By eliminating augmentation and using only entropy minimization, we effectively reduce TPT to a
form of TENT [14]. However, whereas TENT optimizes parameters in the model’s batch normalization layers,
this implementation optimizes a soft prompt used for CLIP.

1Available from https://azshue.github.io/TPT/

https://azshue.github.io/TPT/
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3.4 Experiment results

The first experiment’s results can be seen in Table 3.2. Note that the baseline without augmentation and
confidence selection is the standard zero-shot CLIP baseline, as in Table 3.1. We can see that the baseline CLIP
model with added augmentation and confidence selection performs better on some datasets than the standard
baseline and worse on others. On average, this implementation performs slightly worse than the standard
baseline.

Table 3.2: Zero-shot generalization on fine-grained classification datasets. Showing the impact of adding augmentation
and confidence selection to the baseline. We report the top-1 classification accuracy on each dataset.

Method
Augmentation &

Average
confidence selection Flower102 DTD Pets Cars UCF101 Caltech101 Food101 SUN397 Aircraft EuroSAT

Baseline × 67.36 44.39 88.20 65.61 65.13 93.35 83.65 62.61 23.67 42.16 63.61
Baseline ✓ 67.19 45.69 86.75 67.75 67.62 93.23 83.99 64.21 24.81 34.48 63.57

The results of the second experiment can be seen in Table 3.3. Note that the TPT with confidence selection
and batch size 64 is the standard TPT method. We can see that the TPT variant without confidence selection
performs better than standard TPT on 7 out of 10 fine-grained datasets. It performs slightly better on average
and achieves the best average top-1 accuracy in this experiment.

Table 3.3: Zero-shot generalization on fine-grained classification datasets. Showing the impact of removing confidence
selection from TPT. We report the top-1 classification accuracy on each dataset.

Method
Confidence Batch

Average
Selection size Flower102 DTD Pets Cars UCF101 Caltech101 Food101 SUN397 Aircraft EuroSAT

Baseline × 1 67.36 44.39 88.20 65.61 65.13 93.35 83.65 62.61 23.67 42.16 63.61

TPT ✓ 64 69.55 46.45 87.30 66.86 68.83 93.59 85.04 65.14 23.34 43.53 64.96
× 64 70.60 45.80 88.33 67.41 68.28 93.75 85.23 65.26 23.70 41.53 64.99
× 6 70.40 46.28 88.14 66.25 68.36 93.71 84.60 64.80 23.85 42.04 64.84

The use of more data could explain this increase in performance. We see that the implementation of TPT
without confidence selection and a batch size of 6 performs worse on most datasets than both other implemen-
tations. Its average top-1 accuracy is also the lowest in this experiment. Interestingly, it does outperform the
original TPT implementation on 4 out of 10 datasets.

Table 3.4: Zero-shot generalization on fine-grained classification datasets. Showing the impact of removing augmentation
from TPT. We report the top-1 classification accuracy on each dataset.

Method Augmentation Average
Flower102 DTD Pets Cars UCF101 Caltech101 Food101 SUN397 Aircraft EuroSAT

Baseline × 67.36 44.39 88.20 65.61 65.13 93.35 83.65 62.61 23.67 42.16 63.61

TPT ✓ 69.55 46.45 87.30 66.86 68.83 93.59 85.04 65.14 23.34 43.53 64.96
× 69.02 45.15 88.23 65.08 67.30 93.39 83.95 63.63 22.14 47.10 64.50

The results of the third experiment can be seen in Table 3.4. The implementation without any augmentation
performs worse than standard TPT on 8 out of 10 fine-grained datasets. On average, it performs worse than
both TPT and the baseline. Interestingly, this implementation achieves the best performance on EuroSAT,
improving several percentage points over both the baseline and TPT.

3.5 Discussion

In this chapter, we examine the performance of TPT on fine-grained classification datasets. In Section 3.2, we
presented three hypotheses to test whether the augmentation and confidence selection strategy is effective in
TPT. For the first, we make a baseline CLIP classifier that uses augmentation, confidence selection, and the
average probability distribution over confident samples to make a prediction. If augmentation and confidence
selection are effective strategies to improve the performance of a zero-shot classifier, we expect this modified
baseline model to perform better than the standard baseline. However, our experiment showed that it performs
slightly worse on the classification datasets. While the difference is small, it is clear that adding augmentation
and confidence selection to the baseline does not improve performance as we expected.

For the second hypothesis, we created a TPT implementation that does not use confidence selection but
rather averages the probability distributions of all augmented views. Interestingly, this implementation per-
formed slightly better than standard TPT on the fine-grained datasets. When we compensate for the extra data
used by this implementation with a batch size of 6, the performance decreases to below that of both the baseline
and standard TPT. TPT seems to perform worse without confidence selection, as we expected. However, the
variant without confidence selection and with a compensated batch size does outperform standard TPT on 4



CHAPTER 3. TEST-TIME PROMPT TUNING FOR FINE-GRAINED CLASSIFICATION 18

out of 10 datasets. Therefore, we can not draw clear conclusions on whether confidence selection in TPT is
effective or not.

The effectiveness of the confidence selection could be dependent on the application. For example, one
possibility is that for an application where the objects span a large part of the input image, we do not expect
cropping to add a lot of noise to the classification task. In these applications, confidence selection should,
therefore, be less effective. However, when we look at the results for DTD and EuroSAT (both tasks where the
item to be classified spans the entire image), we see that this hypothesis does not hold. TPT with confidence
selection performs better than the variant without confidence selection for both datasets.

Conversely, we would expect confidence selection to be effective for datasets where the classification depends
on small details in the image since it can filter out augmentations where those small details are cropped out.
For datasets with small details, we can look at Cars and Aircraft. In these datasets, a small detail, such as a
vehicle logo, a differing number of windows, or a different wing shape, can be crucial to correctly classifying
the image. However, when we look at TPT’s performance, we see that on both datasets, the variants without
confidence selection perform better.

Thus, while we expect confidence selection to be effective on tasks with small distinguishing features and
less effective on tasks with large distinguishing features, we do not see this in practice. One explanation could
be that the network makes overconfident predictions, even when incorrect. This is known as the problem of
overconfidence, and it has been shown to impact modern image classifiers specifically [78]. Recent work has
shown that overconfidence also occurs in multi-modal models such as CLIP [79]. In our case, the network’s
overconfidence could explain why confidence selection does not always perform as expected since incorrect
predictions with high confidence can add a lot of noise to the training procedure. If this is the case, confidence
calibration could help to alleviate this problem [78].

For the third hypothesis, we created a TPT implementation that does not use any augmentation or confidence
selection. This implementation performs entropy minimization directly on the probability distribution obtained
by passing the original image through the CLIP model. We expect that this implementation will perform worse
than TPT with augmentation. Indeed, we have seen that this is the case. However, it performs better than the
baseline and performs better than standard TPT on 2 out of 10 datasets. This result once again shows that
the current method of augmentation, confidence selection, and entropy minimization is quite sensitive to the
application, performing best on most datasets but not on all of them.
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FOUR

ENFORCING CONSISTENCY IN TEST-TIME PROMPT TUNING

In chapter 3, we saw that the current test-time prompt tuning method of augmentation, confidence selection, and
entropy minimization does not consistently achieve the expected results. We hypothesized that over-confident
model predictions could explain this. In this chapter, we will look at another possible explanation for the
unstable performance of the TPT method: misaligned predictions. Specifically, we will explain what happens
when the model tries to minimize the entropy over several differing predictions.

To alleviate this problem, we propose two methods for enforcing consistent predictions. The first will focus
on a majority voting scheme to optimize the model using only predictions of the majority class. The second
will introduce a consistency regularization term in the loss function to encourage the model to predict the same
class for all augmentations of the same image.

This chapter will first describe the problem of misaligned predictions. Then, we will introduce our two
methods for ensuring consistency in TPT. We will describe an experimental setup for comparing the prediction
alignment methods to standard TPT, show the experiment’s results, and discuss our findings.

4.1 Misaligned predictions

In section 2.3.2, we described the process of augmentation, confidence selection, and entropy minimization
followed by TPT. A crucial step is averaging the selected probability distributions to obtain a single distribution.
Entropy minimization is used to encourage the model to be more confident about the predictions in which it
was confident and less confident about the predictions in which it was not. However, what happens when the
selected distributions are not in agreement with the predicted class? In this case, averaging their probability
distributions could lead to unwanted results.

Average

Entropy
minimization

Figure 4.1: Two disagreeing probability distributions are averaged into a single distribution. The obtained average looks very
different than both original distributions. Entropy minimization is applied to the average.

As a simple example, take the case where two probability distributions are in disagreement with each other.
This example is illustrated in Figure 4.1. The first distribution is most confident in the fifth class, whereas
the second distribution is most confident in the second class. If we average these distributions, we see that the
resulting distribution looks very different. Not only does it have a higher entropy, but class four now has the
highest confidence. If entropy minimization is applied, the model will be encouraged to become more confident
in class 4 and less confident in the others, as this minimizes the entropy. This example illustrates how the
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optimization performed on an average distribution might not reflect the original distributions’ prediction if they
disagree.

The important question is, therefore, does this phenomenon occur in test-time prompt tuning? We ran a
simple test: TPT was run as normal, the six most confident augmentations were selected out of 64, and we
counted all the times when these were not in agreement. As a result, we saw that over all the fine-grained
classification datasets used in this thesis, the confident samples disagreed in 33.70% of cases. See Table 4.1
for the exact percentage of disagreements per dataset. Not surprisingly, the disagreement was generally higher
for datasets in which TPT achieved a lower accuracy and vice versa. We do not see a clear link between the
disagreement and the number of classes in the dataset.

Table 4.1: Percentage of times that the distributions selected by TPT were in disagreement with one another for each fine-grained
dataset.

Dataset Flower102 DTD Pets Cars UCF101 Caltech101 Food101 SUN397 Aircraft EuroSAT

Disagreement 30.17% 41.25% 14.61% 42.56% 34.42% 8.92% 20.13% 35.33% 80.20% 59.58%
TPT performance 69.55 46.45 87.30 66.86 68.83 93.59 85.04 65.14 23.34 43.53
Number of classes 102 47 37 197 101 101 101 397 100 10

We have seen that misaligned predictions could potentially be disruptive to the learning process of TPT.
We have also seen that the predictions for all confident samples are often in disagreement when inferencing
on fine-grained classification datasets. In the next section, we will introduce two techniques for aligning TPT
predictions to test whether this impacts its performance.

4.2 Consistency techniques

This section will introduce two techniques for enforcing prediction consistency in TPT. The first will focus on
ensuring the selected probability distributions are consistent with one another and, therefore, only alter the
confidence selection phase. The second technique will instead alter the loss function to encourage consistent
predictions across different augmentations of the same image.

4.2.1 Majority voting

For the first technique, we will align the selected predictions by altering the confidence selection to only select
samples with identical predicted classes. We, therefore, need a method to decide which class is most likely to be
the correct class based on the augmentations of the original image and their associated probability distributions.
We choose to implement a majority voting scheme. We use hard voting. For each augmentation, we compute
the predicted class as the arg max over its probability distribution. Then, we count which class is predicted
most often.

Thus, given k views of the original image x1, . . . , xk and the associated probability distributions px1 , . . . , pxk
,

the majority class can be determined as follows:

Cmajority = arg max
c

k∑
i=1

1
(

arg max
c′

pxi
(c′) = c

)
(4.1)

where 1(·) is the indicator function that equals 1 if the condition inside is true and 0 otherwise.
Confidence selection is then applied as in standard TPT, with the added restriction that only samples

predicted to belong to the majority class can be selected. With this technique, it will not be possible for
selected samples to be in disagreement with one another.

4.2.2 Kullback-Leibler divergence

For the second technique, we will not alter the confidence selection. Instead, we will encourage the model to
produce similar probability distributions for different augmentations of the same image. We will do this using
the concept of consistency regularization [80, 81]. The idea behind consistency regularization is to ensure that
the model’s predictions remain stable under small perturbations of the input data.

We obtain several augmented views of the original image in TPT and predict their classes. TPT uses
unlabeled data, so we do not know the ground-truth class. However, we can use the underlying knowledge that
the class for all augmented views is the same since they all come from the same augmented image. We can
thus use consistency regularization over all augmented views to ensure the predicted probability distributions
are similar.

We need a distance measure to enforce similar probability distributions from one predicted probability
distribution to the next. We can use the Kullback-Leibler (KL) divergence [82]. For two distributions p and q
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of size k, the KL-divergence can be defined as follows:

DKL(p||q) =
∑
k

pk log(
pk
qk

) (4.2)

The divergence is higher for dissimilar distributions and lower for similar distributions.
For TPT, we can create a KL loss, which penalizes dissimilarity between the probability distributions of

all augmented views of the original image. For k views of the original image x1, . . . , xk and the associated
probability distributions px1

, . . . , pxk
, the KL loss can be computed as follows:

LKL(px1
, . . . , pxk

) =
1

k

∑
k

DKL(pxk
||p̄) (4.3)

Where p̄ is the average distribution:

p̄ =
1

k

∑
k

pxk
(4.4)

This loss function was first proposed in TTA-PR [47]. They show that the addition of a KL loss can improve
the performance of TENT [14] on a corrupted version of a broad classification dataset: CIFAR-100-C [83].

This KL loss can be used as the only loss function in TPT, but it can also be added to the existing entropy
minimization loss Lent, possibly with a scaling parameter α to control the importance of the KL term:

L(px1
, . . . , pxk

) = Lent(CS(px1
, . . . , pxk

)) + αLKL(px1
, . . . , pxk

) (4.5)

Where CS(px1 , . . . , pxk
) represents the confidence selection. An important distinction is that the entropy loss

is computed only over the selected augmented views, while the KL loss is computed over all augmented views.
Whereas the majority voting technique guarantees that selected samples in TPT will never be in disagreement

with one another, the KL-divergence technique does not. While it does encourage the model to make consistent
predictions, it is not guaranteed that the predictions will be consistent.

4.3 Experimental setup

We set up an experiment to compare the two proposed methods for aligning predictions with each other, standard
TPT and the CLIP baseline. We use a pre-trained CLIP-ViT-B/16 with the standard prompt “a photo of

a [CLASS]” for the baseline. For TPT, we use the same CLIP model, start with the standard prompt, and
optimize the corresponding four tokens (one for each word) in the text input embedding space. For every image,
we create 63 augmentations using flipping and cropping. We evaluate on the 63 augmentations and the original
image, resulting in 64 different views of a single image. The top 10% most confident samples are selected by
taking the 6 with the lowest self-entropy. We minimize the marginal entropy over these confident samples for 1
step by using the AdamW optimizer [77] and a learning rate of 0.005, as in the TPT paper.

For evaluation, we use the test set of each fine-grained classification dataset. For every image in the test set,
TPT performs one optimization step and then performs inference on this image using standard CLIP with the
optimized prompt. We report the average top-1 accuracy score over the test set of each dataset. Since there are
many datasets, we also compute the average top-1 accuracy over all datasets. In this average, the performance
on each dataset is counted equally, regardless of the dataset size.

4.3.1 Majority voting

Our majority voting implementation adds an additional step to the confidence selection. After obtaining the
probability distribution from every augmented view, it computes the predicted class for each view with an
argmax over the associated distribution. It then computes the majority class as described in equation 4.1. In
the confidence selection, the distributions are filtered to only contain those with their predicted class equal to
the majority class. From these, the most confident samples are selected.

The same number of samples are selected as without majority voting. Thus, when selecting the top 10%
of confident samples, this means 10% of the augmented views, not 10% of the samples predicted to belong to
the majority class. In the rare case where the samples predicted as the majority class are less than 10% of the
augmented views, only those will be selected. Thus, in this case, less samples will be used.

4.3.2 Kullback-Leibler divergence

For our KL divergence method, we implement the KL loss as given in equation 4.3. To evaluate the impact of a
KL divergence loss on TPT, we test two implementations. The first implementation will only use the KL loss to
update the prompt in TPT. Thus, no entropy minimization is used. The second implementation will combine
the two losses as in equation 4.5. Based on preliminary testing, we use α = 0.1, giving more importance to the
entropy minimization term than the KL term. This value could be optimized with more extensive parameter
tuning.
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4.4 Experiment results

The result of the experiment can be seen in Table 4.2. Firstly, we can see that the majority voting technique
performs worse overall than standard TPT without any alignment of the predictions. Interestingly, it does
outperform standard TPT on four out of ten fine-grained datasets. On the DTD and Caltech101 datasets, it
also outperforms the other alignment methods.

Table 4.2: Zero-shot generalization on fine-grained classification datasets. Comparison of TPT with different methods
for enforcing consistency between predictions. We report the top-1 classification accuracy on each dataset.

Method
Alignment

Average
method Flower102 DTD Pets Cars UCF101 Caltech101 Food101 SUN397 Aircraft EuroSAT

Baseline None 67.36 44.39 88.20 65.61 65.13 93.35 83.65 62.61 23.67 42.16 63.61

TPT None 69.55 46.45 87.30 66.86 68.83 93.59 85.04 65.14 23.34 43.53 64.96
Majority voting 69.31 46.51 87.90 66.91 68.17 93.83 84.84 65.07 23.31 39.46 64.53

KL only 66.63 44.50 85.66 66.16 66.30 92.25 83.34 63.68 22.53 37.53 62.86
Entropy + KL 69.68 46.28 87.16 67.02 68.90 93.45 85.06 65.22 23.72 43.57 65.01

Secondly, we can see that when we only use the KL loss to train TPT, its performance degrades significantly.
In fact, with only the KL loss, TPT performs worse overall than the zero-shot CLIP baseline. The performance
of this method is worse on all datasets than standard TPT.

Thirdly, we see that our method, which combines an entropy minimization and KL divergence loss, achieves
the best overall performance in this experiment. This method achieves the best performance of all the above-
mentioned methods on seven out of ten fine-grained image classification datasets. The average performance
over all datasets is slightly higher than that of standard TPT.

4.5 Discussion

In this chapter, we showed that the TPT performance could be potentially unstable due to misaligned pre-
dictions. We introduced two methods for aligning the predictions: majority voting and KL divergence. We
compared these methods to each other with an experiment, standard TPT, and a zero-shot CLIP baseline.

Our results showed that the majority voting technique neither provides more stable performance across
datasets nor achieves better performance on average. This can mean one of two things. Firstly, it could mean
that the misalignment of predicted classes does not hinder the learning ability of TPT. In that case, filtering
out samples with misaligned predictions means that samples with lower confidence will be selected. This could
explain why majority filtering degrades the performance of TPT.

Secondly, our result could mean that merely filtering out any non-majority-class samples is not enough to
stabilize the performance of TPT. While it does guarantee that all selected samples predict the same class,
that class could be wrong. Thus, while majority voting does align the predictions, it eliminates prediction
diversity, which could degrade performance when a wrong class is selected as the majority class. In that case, a
method that encourages similar predictions without restricting the selection of confident samples (such as KL
divergence) could perform better.

When we use TPT with only KL divergence as its loss, we see that the performance is severely degraded.
In fact, the performance of this method is worse than standard TPT on every fine-grained dataset. This shows
that the KL loss alone is not sufficient to learn a better prompt from a single image. This could be because the
model abuses the prompt parameters to achieve consistent predictions. For example, when optimizing a prompt
using consistency regularization on multiple augmentations of a single image, the prompt could be manipulated
to hint at a single class without accounting for the visual information in the image. This would mean the model
would make consistent predictions which are likely to be wrong.

When we combine KL divergence with TPT’s standard entropy minimization, we can see an increase in
performance. This method outperforms standard TPT on seven out of ten fine-grained datasets. It is important
to note that the differences in performance are small, and this method does not increase performance on all
datasets. However, from our results, we can say that this method does show promise in improving upon TPT.
We hypothesize that the increase in performance is because the KL divergence loss reduces the problem of
misaligned predictions. However, we can not say this for certain.

Since TPT does not utilize any ground-truth labels, it is a form of unsupervised learning. Other unsupervised
learning methods have been shown to benefit from the use of KL divergence. For example, it is commonly used
in Variational Autoencoders (VAEs) [84] to regularize the latent space. KL divergence can also be used to train
Generative Adversarial Networks (GANs) [85, 86].

The combination of entropy minimization and KL divergence is also common. For example, in reinforcement
learning, Soft-Actor Critic (SAC) [87] uses both entropy minimization and KL divergence to balance exploration
and exploitation. Entropy minimization and KL divergence can also be used in the training of Bayesian Networks
(BNs) [88].
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CHAPTER

FIVE

AUGMENTATION METHODS FOR TEST-TIME PROMPT TUNING

So far in this thesis, we have examined the behavior of Test-time Prompt Tuning (TPT) in chapter 3 and
proposed two solutions to the problem of misaligned predictions in chapter 4. One crucial aspect of TPT, data
augmentation, has remained constant. In this chapter, we will look at the augmentation in more detail. Our
first goal will be to examine standard TPT behavior under different degrees of augmentation. Secondly, we will
do the same for TPT with our proposed alignment methods. On the one hand, we will want to see how little
augmentation these methods need to learn and, on the other hand, whether more severe augmentations can
increase their performance.

We will start by describing the augmentation method used in TPT. Then, we will introduce a more severe
form of augmentation. We will describe an experiment to test the impact of more severe augmentation on
standard TPT and TPT with the alignment methods. Lastly, we will describe the results of this experiment
and discuss our findings.

5.1 Augmentation methods

Standard TPT uses cropping and flipping as augmentation methods. However, for more severe augmentation,
we can use AugMix [48]. This section will describe both methods and their differences.

5.1.1 Standard augmentation in TPT

(a) Original (b) Random crop (c) Flip

Figure 5.1: Example of the standard augmentations used in TPT.

For the standard augmentation used in TPT, the original image is augmented 63 times using a random crop
and a random flip. For the crop, a random area of the image is chosen, which must be at least 8% of the area
of the entire image. The aspect ratio may differ up to 25% from the original image. The random crop is then
resized to the resolution of the original image using bilinear interpolation. Lastly, the image is randomly flipped
horizontally with a probability of 50%.

5.1.2 More severe augmentation with AugMix

For a more severe augmentation of the original image, we can use AugMix [48]. AugMix was introduced as an
augmentation technique to improve image classifiers’ robustness and uncertainty estimates. It consists of nine
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(a) Original (b) Autocontrast (c) Equalize (d) Posterize (e) Rotate

(f) Shear x (g) Shear y (h) Solarize (i) Translate x (j) Translate y

Figure 5.2: Example of the augmentations that can be applied with AugMix.

different augmentations: autocontrast, equalize, posterize, rotate, shear x, shear y, solarize, translate x, and
translate y, which are combined and mixed. The individual augmentations can be seen in Figure 5.2.

Augmix takes the original image and creates three augmented variants. A random number (between one and
three inclusive) of augmentations from Figure 5.2 is applied to each augmented variant. These three variants are
combined into a single augmentation using weights sampled from a Dirichlet distribution. Finally, the combined
augmentation and the original image are mixed through a random convex combination sampled from a Beta
distribution.

5.2 Experimental setup

We set up an experiment to evaluate the impact of standard augmentation and more severe augmentation with
AugMix on the performance of standard TPT and TPT with the two alignment methods. For the method of
KL divergence, we use the combination of entropy minimization and KL divergence because it performed much
better than KL divergence alone. To better understand the impact of augmentations, we also test the impact
of using less or more augmented views of the original image. We will use 8, 16, 32, 64, and 128 for the number
of augmented views.

We use a pre-trained CLIP-ViT-B/16 with the standard prompt “a photo of a [CLASS]” for the baseline.
We use the same CLIP model for TPT, starting with the standard prompt and optimizing the corresponding
four tokens (one for each word) in the text input embedding space. The augmentations are created using
either standard flipping and cropping or flipping and cropping in addition to AugMix. We evaluate on the
augmentations and the original image. For example, we will train on the original image and seven augmentations
when using eight augmented views. The top 10% most confident samples are selected by taking the ones with
the lowest self-entropy. For example, for 64 augmented views, the six most confident samples are selected. We
minimize the marginal entropy over these confident samples for 1 step using the AdamW optimizer [77] and a
learning rate of 0.005, as in the TPT paper.

For evaluation, we use the test set of each fine-grained classification dataset. For every image in the test set,
TPT performs one optimization step and then performs inference on this image using standard CLIP with the
optimized prompt. We report the average top-1 accuracy score over the test set of each dataset. Since there are
many datasets, we also compute the average top-1 accuracy over all datasets. In this average, the performance
on each dataset is counted equally, regardless of the dataset size.

5.3 Experiment results

The result of the experiment can be seen in Table 5.1. Note that TPT with standard augmentation and 64
augmented views is the standard TPT variant. Since this table contains a considerable amount of data, we have
visualized the average performance over all fine-grained datasets in Figure 5.3.

In the figure, we can see that for standard TPT, the performance increases as the number of augmentation
increases. However, more augmented views above 64 do not seem to improve the performance. When we look
at TPT with AugMix, we see that the same holds. When we compare it to TPT with standard augmentation
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Figure 5.3: Comparison of standard TPT and TPT with majority voting or KL divergence for different numbers of augmented
views and with or without AugMix. We report the average top-1 classification accuracy over all fine-grained datasets.

we see that the addition of AugMix does not notably increase performance. In fact, the performance seems to
have slightly decreased for all augmented views except 8 and 32.

For TPT with majority voting, the results look quite different. With very few augmented views, it performs
better than standard TPT. However, this technique does not gain much performance when adding more aug-
mented views. For more than 16 views, this technique performs worse than standard TPT. Adding AugMix
to the majority voting technique severely degrades performance, regardless of the number of augmented views
used.

TPT with an added KL divergence term in the loss performs much more similarly to standard TPT com-
pared to majority voting. For most numbers of augmented views, it achieves slightly higher performance.
Notably, where standard TPT does not manage to improve its performance when using more than 64 aug-
mented views, TPT with KL divergence achieves a slight improvement. We see that adding AugMix increases
TPT’s performance with KL divergence for almost all augmented views.

5.4 Discussion

In this chapter, we investigated the impact of data augmentation on TPT. Specifically, we set out to examine
whether our proposed alignment methods from chapter 4 respond differently to more severe augmentation than
standard TPT. We examined how the performance is affected by using a different number of augmented views
and by adding more severe augmentations using AugMix.

We have seen that standard TPT benefits from more augmented views up to a certain point. However,
it does not benefit from more views above 64 or more severe augmentation with AugMix. This result could
mean that with severe augmentation, too much of the original information is lost, which prevents TPT from
learning. However, it could also mean that standard TPT does not fully exploit the information supplied by
the augmentations.

In chapter 4, we introduced our methods for aligning predictions using majority voting and KL divergence.
Our method with majority voting performs well when using eight augmented views but is outperformed by the
other method and standard TPT when using more augmented views or more severe augmentation.

We showed that the KL divergence method achieved slightly better results than standard TPT on the fine-
grained datasets. This chapter showed that this method can also better utilize the augmentations than standard
TPT. TPT with KL divergence sees increased performance for up to 128 augmented views. Most notably, this
is the only method that shows a performance increase when using more severe augmentations with AugMix.

Our method with an added KL divergence term in the loss demonstrates that there is more to be learned
from more severe augmentations. It seems that standard TPT is not able to utilize this extra information.
Previous work on data augmentation for image classification has shown that more complex models can take
advantage of more complex augmentations [89, 6]. However, for our task, both TPT methods rely on the
same CLIP network. KL divergence is also used as a consistency regularization method to ensure consistent
predictions over multiple versions of the same input [80, 81]. This could explain why our method takes better
advantage of augmentation than standard TPT.

When we compare the various TPT methods to the zero-shot baseline, we see that they only need eight
augmented views to perform on par with or outperform the baseline zero-shot CLIP method. With so few
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Table 5.1: Zero-shot generalization on fine-grained classification datasets. Comparison of different augmentation methods
for several variants of TPT. We report the top-1 classification accuracy on each dataset.

Method
Augmen- no. of

Average
tation views Flower102 DTD Pets Cars UCF101 Caltech101 Food101 SUN397 Aircraft EuroSAT

Baseline × 1 67.36 44.39 88.20 65.61 65.13 93.35 83.65 62.61 23.67 42.16 63.61

TPT Standard 8 67.44 44.33 88.23 65.56 65.08 93.27 83.66 62.63 23.73 42.07 63.60
Standard 16 68.13 45.57 86.37 66.56 68.12 93.43 84.61 64.51 22.38 44.47 64.41
Standard 32 69.06 45.80 87.14 66.43 68.62 93.59 85.01 64.91 23.07 43.54 64.72
Standard 64 69.55 46.45 87.30 66.86 68.83 93.59 85.04 65.14 23.34 43.53 64.96
Standard 128 69.31 46.10 87.16 66.86 68.97 93.67 85.03 65.17 23.70 43.38 64.94
AugMix 8 67.44 44.33 88.23 65.56 65.08 93.27 83.66 62.63 23.73 42.07 63.60
Augmix 16 67.68 45.51 86.59 65.73 67.20 93.75 84.13 64.69 22.29 43.56 64.11
AugMix 32 69.06 46.63 87.16 66.76 68.04 93.71 84.62 65.22 23.22 43.22 64.77
AugMix 64 68.90 47.40 87.35 66.42 67.75 94.12 84.69 65.45 23.76 42.96 64.88
AugMix 128 69.14 47.28 87.19 66.67 68.25 94.16 84.70 65.53 22.74 42.27 64.79

Majority voting Standard 8 69.02 46.28 87.33 66.01 67.83 93.63 84.57 64.69 23.52 40.54 64.34
Standard 16 69.14 45.98 87.68 66.63 68.15 93.67 84.70 64.95 23.16 40.22 64.43
Standard 32 69.43 45.86 87.87 66.53 67.94 93.59 84.66 65.12 23.97 39.78 64.47
Standard 64 69.31 46.51 87.90 66.91 68.17 93.83 84.84 65.07 23.31 39.46 64.53
Standard 128 69.22 46.10 87.95 66.89 68.07 93.75 84.78 65.17 23.94 39.52 64.54
Augmix 8 68.17 45.51 86.64 65.25 66.03 94.04 83.96 64.81 23.25 40.54 63.82
Augmix 16 68.66 46.22 87.16 65.97 66.75 93.79 84.12 64.80 23.55 39.91 64.09
Augmix 32 68.57 46.28 87.24 66.02 66.40 93.59 84.04 65.09 23.19 39.05 63.95
Augmix 64 68.98 46.16 87.11 66.38 65.95 93.75 84.08 65.30 23.28 38.38 63.94
Augmix 128 69.10 45.86 87.14 66.16 66.53 93.75 84.06 65.38 23.55 38.63 64.02

Entropy + KL Standard 8 67.54 44.38 88.30 65.55 65.17 93.57 83.66 62.83 23.80 42.20 63.70
Standard 16 68.13 45.57 86.37 66.56 68.12 93.43 84.61 64.51 22.38 44.47 64.41
Standard 32 69.06 45.92 87.16 66.48 68.60 93.63 85.04 64.98 23.10 43.58 64.76
Standard 64 69.68 46.28 87.16 67.02 68.90 93.45 85.06 65.22 23.72 43.57 65.01
Standard 128 69.58 46.22 87.00 67.39 68.97 93.59 85.07 65.32 23.58 43.66 65.05
Augmix 8 68.44 44.33 88.23 65.56 66.08 93.27 83.66 62.63 23.73 43.07 63.90
Augmix 16 68.68 45.51 86.59 65.73 68.20 93.75 84.13 64.69 22.29 44.56 64.41
Augmix 32 70.10 46.57 87.05 66.65 68.96 93.67 84.62 65.25 23.28 44.10 65.03
Augmix 64 69.78 47.58 87.19 66.35 68.70 94.04 84.61 65.50 23.58 43.65 65.10
Augmix 128 70.18 47.40 87.14 66.65 69.20 94.16 84.74 65.56 22.92 43.61 65.15

augmentations, only a single augmentation will be selected in the confidence selection. This result indicates,
therefore, that all of our TPT methods can learn from a single image. With so few augmented views, the
majority voting method performs better than the others. However, this method is outperformed by the other
methods when using more views. Since the cost of additional augmentation is small, this method will consistently
outperform the other two in a practical setting.
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CHAPTER

SIX

CONCLUSIONS

This thesis took an in-depth look at Test-time Prompt Tuning (TPT), a method that uses Test-Time Adaptation
(TTA) for prompt tuning of Vision-Language Models (VLMs) at inference time. We started by investigating
TPT’s augmentation and confidence selection mechanism, specifically focusing on its performance on ten fine-
grained classification datasets. Our research revealed that the confidence selection used in TPT can be omitted
without compromising its performance, and in some cases, TPT can even achieve better performance without
the confidence selection. Depending on the application, the performance of TPT can even be higher without
the confidence selection. These findings lead us to conclude that the current TPT method’s performance is not
consistent and is heavily dependent on the specific classification task at hand.

We offer two explanations for this. First, the confidence selection might be affected by overconfident predic-
tions. TPT could benefit from confidence calibration on the underlying CLIP network if this is the case. We
leave the investigation of this hypothesis for future work.

The second explanation for the behavior of confidence selection in TPT is that it might be affected by
misaligned predictions. In short, when samples that predict different classes for their augmented images are
selected, the resulting averaged probability distribution might not reflect the network’s confidence in each of
the predicted classes. When entropy minimization is performed on this average distribution, unwanted results
could be achieved.

We proposed two methods to tackle the problem of misaligned predictions in TPT. Our first method elim-
inates the problem of misaligned predictions altogether by restricting the confidence selection to only select
samples with the same predicted class. It uses a majority voting scheme to determine what class to choose.
We found that this method does not improve the performance of TPT and might, in some cases, decrease it.
We hypothesize that this is because, by omitting non-majority-class predictions from the confidence selection,
samples with lower confidence are selected, which can degrade the performance. Future work could look at
other methods of using majority voting which also account for the confidences of each sample.

Our second technique for aligning TPT’s predictions uses consistency regularization to encourage consistent
predictions across all augmented views of the same image. Specifically, a KL divergence term is added to the
loss function of TPT. We show that this method slightly increases performance on most fine-grained datasets
over standard TPT.

To further examine the behavior of TPT with our suggested alignment method, we investigate the impact of
adding more or less augmented views of the original image and adding more severe augmentation with additional
augmentation operations.. We show that our method of TPT with KL divergence can achieve a performance
increase from using more augmented views and more severe augmentation with AuxMix, whereas standard TPT
cannot. Thus, when using more augmentation, our method is able to achieve a larger performance increase over
standard TPT than when using the standard augmentation.

We argue that our method alleviates some of the problems introduced by the confidence selection method
in TPT. This leads our method to be less sensitive to the classification task. Where TPT outperforms the
zero-shot CLIP baseline on all fine-grained datasets except Pets and Aircraft, our method can outperform the
baseline for these datasets when sufficient augmentation is added.

Whether our method performs better is uncertain because it reduces the misalignment problem or because
consistency regularization adds extra learning capability. We suggest that future work examines other consis-
tency regularization methods in TPT. The current method trains under variations in the data through augmen-
tations. Another approach would be to train for consistent predictions under model variations. For example,
FAUST [45] is a TTA method that performs consistency regularization in the form of epistemic uncertainty
estimated by MC dropout [46].

The model could also be jointly trained for consistency under data and model variations. One such example
is the mean teacher framework [90], which mixes data augmentations with minimizing the difference between
the student and teacher models.
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Future work could also look at more augmentation methods. Where the current method applies augmenta-
tions to the image input, augmentations could also be made to the textual prompt. Alternatively, augmentation
methods could be used that adapt to the input. For example, AugMax [91] learns an adversarial mixture of
augmentation operations. Similarly, RandAugment [92] learns a distortion magnitude that controls the severity
of the augmentation operations.

The main challenge for these adaptive methods would be to learn a good augmentation from a single input
image. For that, these methods could take inspiration from previous work utilizing test-time augmentation
[3, 5, 6].
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