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Abstract 
This study investigates the influence of chatbot design cues on user perceptions of Social 

Presence and how Social Presence dimensions impact user experience in customer support 

interactions. A randomized controlled trial online experiment was conducted where participants 

viewed one of three pre-recorded customer support scenarios featuring identical conversations 

but varying chatbot designs (no avatar, static avatar, dynamic avatar with facial expressions). 

Interestingly, the experiment found no significant differences in user perceptions of human-

likeness, naturalness, lifelikeness, or professionalism across the three chatbot designs. 

However, the study revealed positive relationships between user ratings of human-likeness, 

naturalness, and professionalism with user satisfaction and trust in the chatbot. These findings 

suggest that while users may not consciously distinguish between different levels of 

anthropomorphism, Social Presence dimensions do influence user experience with chatbots. 

This highlights the importance of considering user experience in chatbot design, with a focus on 

user satisfaction, trust, and emotional connection, even if users do not explicitly perceive subtle 

differences in terms of anthropomorphic features. 
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1. Introduction 
Customer service is undergoing a digital revolution, with chatbots – computer programs 

designed to simulate conversation with human users – rapidly becoming widespread 

(Adamopoulos & Moussiades, 2020). While chatbots offer benefits such as 24/7 availability 

and faster response times (Adam et al., 2020a), limitations in handling complex requests 

and expressing empathy can lead to frustration (Luger & Sellen, 2016). Gartner predicts 

that by 2027, a quarter of organizations will rely on chatbots as their primary customer 

service channel (Gartner, 2022). This highlights the critical need to design chatbots that 

deliver positive user experiences. 

One key factor influencing user experience may be a chatbot's Social Presence, the feeling 

of interacting with a real person. Recent research suggests that the visual design of 

chatbots can influence consumer perception and satisfaction (Klein & Martinez, 2022). 

However, a critical gap remains: how does a chatbot's Social Presence, influenced by 

anthropomorphic design cues (i.e., features resembling a human), impact consumer 

experience in customer support interactions? 

This study investigates the influence of a chatbot's visual design on user perceptions of 

Social Presence and how Social Presence in turn impacts user experience. Subsequently, 

this research explores how different Social Presence dimensions (e.g., human-likeness, 

naturalness) impact Consumer Satisfaction, Trust, and reuse intention in the context of 

customer support chatbots. 

We conducted a randomized controlled trial where participants were exposed to one of 

three customer support chatbots featuring identical conversations but varying levels of 

anthropomorphism (no avatar, static avatar, dynamic avatar with facial expressions). 

Drawing upon Social Presence Theory (Short et al., 1976), we hypothesized that chatbots 

with anthropomorphic design cues (e.g., human-like avatars and dynamic facial 

expressions) would create a greater sense of Social Presence, leading consumers to 

perceive the interaction as more natural and engaging. 

Interestingly, the experiment found no significant differences in user perceptions of 

human-likeness, naturalness, lifelikeness, or professionalism across the three chatbot 

designs. Despite this unexpected result, the study revealed positive relationships between 

user ratings of these Social Presence dimensions and user satisfaction and trust in the 
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chatbot. These findings suggest that while users may not consciously distinguish between 

different levels of anthropomorphism, Social Presence dimensions do influence user 

experience with chatbots. This highlights the importance of considering user experience in 

chatbot design, with a focus on user satisfaction and trust, even if users do not explicitly 

perceive subtle differences in anthropomorphic features. 

The results offer valuable insights that bridge the gap between theory and real-world 

application. From a theoretical standpoint, this study extends the Social Presence Theory 

by testing its applicability in the context of human-computer interaction with customer 

support chatbots. By establishing the link between anthropomorphic design cues, Social 

Presence, and consumer outcomes, this research sheds light on how chatbots can be 

designed to foster more positive consumer experiences. 

In practical terms, the findings can guide the development and implementation of 

customer support chatbots that leverage Social Presence to enhance consumer 

experience. Understanding the design elements that influence consumer perceptions of 

Social Presence allows companies to optimize their chatbots for a more natural and 

engaging customer service experience. This can lead to improved consumer satisfaction 

and a more positive brand image. 

The structure of the paper is as follows. First, we explain the theoretical framework and 

context of this research in the literature review section. Subsequently, we develop our 

hypotheses and present the study’s proposed research model in section three. Section 

four describes the research process and methodology applied. Section five details the 

empirical results of the analysis. Finally, the last section discusses the results of the 

research, providing implications for theory and practice, limitations and directions for 

future research, and conclusions. 
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2. Literature review 
This study investigates the influence of a chatbot's visual design on user perceptions of Social 

Presence and how Social Presence in turn impacts user experience. Araujo (2018) conducted a 

similar study that focused on exploring the effects of interacting with disembodied agents. These 

chatbots did not have profile pictures and interacted with users solely through text (Araujo, 2018). 

The study investigated a range of customer outcomes, including attitudes, satisfaction, and 

emotional connection towards the company (Araujo, 2018).  

In another related study, Konya-Baumbach et al. (2023) assessed the effectiveness of chatbot 

anthropomorphism during interactions with users. This study implemented human-like linguistic 

cues in chatbots, generating varying levels of anthropomorphism (Konya-Baumback et al., 2023). 

Konya-Baumbach et al. (2023) found that anthropomorphism had positive effects on 

satisfaction, trust, and other factors such as purchase intention and word-of-mouth in the 

shopping experience. Social Presence was identified as the mechanism driving these effects, 

underscoring its importance in customer-chatbot interactions (Konya-Baumback et al., 2023).  

 

In comparison to the studies done by Araujo (2018) and Konya-Baumbach et al. (2023), this 

study investigates the visual design and appearance of chatbots instead of focusing on the 

anthropomorphism design used in text interactions. By doing so, this research adds a new 

dimension to our understanding of how visual elements contribute to Social Presence and user 

experience in chatbot interactions. 

2.1. Use of Chatbots for Customer Support 
The evolution of information and communication technologies has had a profound impact on 

personal lifestyles as well as business operations. This has resulted in businesses needing to 

enhance their services and offer accessible and convenient communication channels for their 

users (Kwangsawad & Jattamart, 2022). While the use of digital self-service options within 

customer support, such as customer webpages and smartphone apps, is rising there is still a 

demand for skilled customer support agents (Følstad et al., 2014). Chatbots for customer 

support may resemble users' conversations with real-life customer support agents. This 

resemblance leads to chatbots being perceived as more accessible by users than web page 

interactions (Følstad & Skjuve, 2019).  

Interacting with users through live channels, including chatbots, has been gaining popularity in 

the digital customer support environment. These channels are used for several reasons such as 

requesting information about certain products or addressing technical problems the customers 
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might be experiencing (Adam et al., 2020). Although chat services and the use of chatbots have 

become more popular there are still problems when it comes to meeting the customer’s 

expectations. Businesses benefit from cost and time savings when they use chatbots. However, 

in practice, chatbots usually fail short of users’ expectations, which makes them less likely to 

comply with the chatbot’s instructions (Adam et al., 2020). It is therefore important to bridge the 

gap between chatbots and real-life customer support employees to meet the customer’s 

expectations. 

2.2. Social Presence Theory 
One way to bridge this gap is by analyzing a chatbot’s Social Presence. Social Presence refers to 

“the feeling that other actors are jointly involved in communicative interaction.” (Walther 1992, 

p. 54). Social Presence theory suggests that the perceived presence of other actors within 

mediated communication environments influences the quality of said interactions. This theory 

advocates that communication technologies have various levels of capacity to transmit social 

presence to individuals who use them. (Short et al., 1976; Walther, 1992).  

Short et al. (1976, p. 65) state that electronic media differ in their “capacity to transmit 

information about facial expression, direction of looking, posture, dress and nonverbal, vocal 

cues.” This can affect the degree of social presence that users experience. In addition, Walther 

(1992, p. 54-55) notes that “computer-mediated communication, with its paucity of nonverbal 

elements and backchanneling cues, is said to be extremely low in social presence in comparison 

to face-to-face communication.” It is therefore no surprise that companies aim to increase their 

chatbot’s social presence to make them come across as more realistic and natural (Araujo, 

2018).  

 

2. 3 Assessment of Social Presence 
Social Presence is a critical component of effective communication, influencing how users 

perceive and interact with technology. To evaluate the Social Presence of a chatbot in this study, 

we focus on four key dimensions: Human-likeness, Naturalness, Lifelikeness, and 

Professionalism. 

Human Likeness 
Human-likeness refers to the extent to which a chatbot is designed to appear and behave 

like a human. Smestad (2018, p. 9) defines humanness as "the extent to which an agent is 

designed to act and appear human […] encompassing the objectively established human 

capabilities (having eyes, a face or the ability to respond politely)" (Meyer et al. 2016). This 
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definition underscores the importance of incorporating human-like attributes, such as facial 

features and polite language, to enhance user experience and perception. 

 

Beyond physical appearance, language characteristics also contribute significantly to human-

likeness. Industry reports indicate a strong preference among users for chatbots with human-

like qualities, including friendliness (Drift, 2018). Haugeland et al. (2022) further emphasize the 

role of human-likeness in reinforcing perceptions of anthropomorphism and social presence. 

Anthropomorphism, as described by Araujo (2018) and Nass & Moon (2000), refers to the 

attribution of human-like qualities to non-human entities. Thus, human-likeness, encompassing 

physical attributes and language characteristics, is crucial in establishing social presence within 

chatbot interactions. 

 

Naturalness, Lifelikeness, and Professionalism 
To complement the assessment of human-likeness, we also consider three additional 

dimensions: naturalness, lifelikeness, and professionalism. These dimensions collectively 

contribute to the overall perception of a chatbot as a genuine and competent conversational 

partner. 

• Naturalness: To create a sense of real-world interaction, chatbots should exhibit natural 

conversational flow. Atiyah (2019) highlights the importance of assigning unique names 

and personalities to chatbots to foster a feeling of personal connection. This approach 

aligns with the Cambridge dictionary's definition of naturalness as "the quality of being 

real and not influenced by other people" (2024). 

• Lifelikeness: This dimension extends beyond naturalness to encompass the overall 

impression of a chatbot as a living, responsive entity. Similar to naturalness, lifelikeness 

is closely tied to human-likeness, emphasizing the importance of designing chatbots that 

evoke a sense of realism. The Cambridge Dictionary defines lifelikeness as "used to 

describe something that appears real or very similar to what is real" (2024). 

• Professionalism In customer service interactions, users expect chatbots to exhibit 

professionalism, characterized by competence, skill, organization, and a serious 

demeanor (Goodwin & Smith, 1990). The Cambridge Dictionary defines professionalism 

as "having the qualities that you connect with trained and skilled people" (2024). 

By considering these four dimensions, we aim to provide a comprehensive assessment of Social 

Presence in chatbots and its influence on user experience.  
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2.4. Importance of Chatbot Design 
To bridge this gap between chatbots and real-life customer support employees chatbot design is 

of significant importance. Chatbot design significantly influences consumer satisfaction, 

behavior, and perception of the chatbot (Jain et al., 2018). Research has shown that positively 

influencing consumer satisfaction, behavior, and perception through chatbot design can result 

in better customer engagement with the chatbot (Sheehan et al., 2020).  

When designing a chatbot, and more importantly a chatbot identity, it is necessary to think about 

the chatbot's attributes which can have impact on users. One of these attributes is the chatbot’s 

assigned gender. According to a study by Toader et al. (2019), female chatbots with a high level 

of anthropomorphism and social interaction significantly shape positive responses from 

customers, even when errors occur. In addition, female chatbots were more frequently forgiven 

for making mistakes compared to their male counterparts. Given these pronounced differences 

in customer response based on chatbot gender, Toader et al. (2019, p. 19) “advise practitioners 

to strongly consider the deployment of female virtual assistants for customer case interactions 

in a retail context.”  

 

2.5. Customer Outcomes 
The most important aspect of a chatbot is to give customers satisfactory help with their 

questions and problems. How a chatbot can handle these questions and problems, is crucial to 

the business. If a consumer has a positive experience, they may be inclined to engage further 

with the business’s products or services (Otto et al., 2019). This in turn will lead to higher profits 

(Mittal et al., 2017). Chatbots can also save time and personnel costs by either taking over part 

of the human work or being supportive to the human customer care workers (Khwaja & Yang, 

2022).  

 

If a consumer has a negative experience, leading to a negative outcome, this will have the 

opposite effect (Mittal et al., 2017; Otto et al., 2019). A chatbot which can create satisfactory 

consumer outcomes and negates unsatisfactory consumer outcomes can therefore add real 

value to a business. Some of the key metrics to determine if a chatbot functions well are 

Consumer Satisfaction, Trust, and the consumer’s intention to use the chatbot again. These 

metrics can be defined as the following: 
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Customer satisfaction: According to Anderson and Sullivan (1993), customer satisfaction is a 

general assessment of how well a product or service performs in relation to the expectations of 

the customer. Other literature gives a similar definition, they define customer satisfaction as the 

assessment of a good or service by the customer following purchase, use, and consumption 

(Silva et al., 2023; Türkyilmaz & Özkan, 2007; Kim, 2019). 

 

The foundation of Trust is the confidence that one’s weaknesses will not be used against them 

in a potentially dangerous online scenario (Silva et al., 2023; Aljazzal et al., 2010; Corritore et al., 

2003). Trust is essential because it affects a customer’s propensity to accept the information to 

accept the information the chatbot presents, follow their recommendations, and take advantage 

of the benefits that come with using it (Toader et al., 2019; Hancock et al., 2011) 

 

Reuse intention can be defined as the likelihood of customers continuing to use a product or 

service based on their previous experiences (Silva et al., 2023). In the context of this study, this 

means that Reuse intention is the likelihood of customers using the chatbot. 

Having defined the consumer outcomes (namely customer satisfaction, trust, and reuse 

intention) and articulated the framework for Social Presence in the context of chatbots, which 

includes dimensions such as human likeness, naturalness, lifelikeness, and professionalism, 

we now transition to the third section. This section formulates the hypotheses and introduce the 

research model using the framework described in this section. 
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3. Hypotheses development and Research model 
This section outlines the key hypotheses guiding this research project. Subsection 3.1. 

introduces the hypotheses related to the first research objective of this study: to explore the 

influence of anthropomorphic design cues on perceived Social Presence in customer support 

chatbots. The remaining subsections present the hypotheses linked to the second research goal 

of this study: to examine the impact of each Social Presence dimension on Consumer 

Satisfaction, Trust, and Reuse intention. 

3.1. Anthropomorphic Design Cues and Social Presence 

Social Presence Theory (SPT) (Short et al., 1976) notes that consumers perceive interactions with 

entities exhibiting human-like qualities as more natural and engaging, leading to a stronger sense 

of Social Presence. In the context of chatbots, this translates to consumers feeling as if they are 

interacting with another person rather than a machine. Drawing upon SPT (Short et al., 1976), we 

suggest that chatbots with anthropomorphic design cues (e.g., human-like avatars) can trigger 

these associations. As a result, we expect chatbots with such design elements to be perceived 

as having a higher degree of Social Presence compared to those without. 

3.1.1. No avatar vs. (Static) Human-like avatar 

The presence of a human-like avatar in a chatbot can function as a powerful visual cue, 

suggesting to the consumer that they are interacting with another person rather than a machine. 

This, in turn, can increase the perceived human likeness of the interaction. Furthermore, a well-

designed avatar can be crafted to appear natural and lifelike, further enhancing the overall sense 

of Social Presence. The avatar can also project professionalism, leading users to perceive the 

chatbot as a more trustworthy and reliable source of information. In essence, the human-like 

qualities embedded within the avatar can contribute to a more positive consumer experience on 

multiple levels. Therefore, we propose the following hypotheses: 

H1: Perceived Social Presence will be significantly higher in chatbots with a (static) human-like 

avatar compared to chatbots without an avatar. 

We can break down H1 into more specific hypotheses for each Social Presence dimension. 

• H1a: Perceived Human-likeness will be significantly higher in chatbots with a (static) 

human-like avatar compared to chatbots without an avatar. 
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• H1b: Perceived Naturalness will be significantly higher in chatbots with a (static) 

human-like avatar compared to chatbots without an avatar. 

• H1c: Perceived Lifelikeness will be significantly higher in chatbots with a (static) 

human-like avatar compared to chatbots without an avatar. 

• H1d: Perceived Professionalism will be significantly higher in chatbots with a (static) 

human-like avatar compared to chatbots without an avatar. 

3.1.2. No avatar vs. Human-like avatar with dynamic facial expressions 

Facial expressions are a fundamental aspect of human communication, conveying emotions, 

intentions, and even personality traits without a single word spoken (Hess, 2020). When 

interacting with others, humans tend to pay close attention to nonverbal cues, including facial 

expressions (Hess, 2020). Research shows that recognizing emotions in facial expressions is not 

only automatic but also plays a crucial role in social interactions, fostering empathy and 

understanding (Hess, 2020). 

Media Richness Theory (MRT) (Daft & Lengel, 1984) suggests that communication channels with 

richer nonverbal cues enhance user understanding and satisfaction. Facial expressions are a key 

form of nonverbal communication. Aligning with Media Richness Theory, we propose that 

chatbot avatars with dynamic facial expressions will be perceived as richer and more natural 

compared to those with static expressions or those without an avatar. By providing nonverbal 

cues that mirror human interaction, this increased richness can contribute to a stronger sense 

of Social Presence. This leads us to the hypotheses H2 and H3 (section 3.1.3).  

H2: Perceived Social Presence will be significantly higher in chatbots with a human-like avatar 

featuring dynamic facial expressions compared to chatbots without an avatar. 

We can break down H2 into more specific hypotheses for each Social Presence dimension. 

• H2a: Perceived Human-likeness will be significantly higher in chatbots with a human-like 

avatar featuring dynamic facial expressions compared to chatbots without an avatar. 

• H2b: Perceived Naturalness will be significantly higher in chatbots with a human-like 

avatar featuring dynamic facial expressions compared to chatbots without an avatar. 

• H2c: Perceived Lifelikeness will be significantly higher in chatbots with a human-like 

avatar featuring dynamic facial expressions compared to chatbots without an avatar. 
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• H2d: Perceived Professionalism will be significantly higher in chatbots with a human-

like avatar featuring dynamic facial expressions compared to chatbots without an 

avatar. 

3.1.3. Static Human-like avatar vs. Human-like avatar with dynamic facial 
expressions 

H3: Perceived Social Presence will be significantly higher in chatbots with a human-like avatar 

featuring dynamic facial expressions compared to chatbots with a static human-like avatar. 

We can break down H3 into more specific hypotheses for each Social Presence dimension. 

• H3a: Perceived Human-likeness will be significantly higher in chatbots with a human-like 

avatar featuring dynamic facial expressions compared to chatbots with a static human-

like avatar. 

• H3b: Perceived Naturalness will be significantly higher in chatbots with a human-like 

avatar featuring dynamic facial expressions compared to chatbots with a static human-

like avatar. 

• H3c: Perceived Lifelikeness will be significantly higher in chatbots with a human-like 

avatar featuring dynamic facial expressions compared to chatbots with a static human-

like avatar. 

• H3d: Perceived Professionalism will be significantly higher in chatbots with a human-like 

avatar featuring dynamic facial expressions compared to chatbots with a static human-

like avatar. 

3.2 Social Presence and Consumer Satisfaction 
In the context of chatbots, Social Presence can be created through design elements that evoke 

human-like qualities. The Elaboration Likelihood Model (ELM) (Petty & Cacioppo, 1986) provides 

a valuable framework for understanding how Social Presence might influence consumer 

experience. ELM suggests that individuals process information through two primary routes: the 

central route and the peripheral route. The central route involves thoughtful consideration of the 

information itself, while the peripheral route relies on simpler cues to form judgments. 

Customer support chatbot interactions often involve the peripheral route, as consumers may not 

need to engage in deep analysis of the information exchanged. In these situations, peripheral 

cues like a chatbot's appearance can play a significant role in shaping consumer perception. 

Building on ELM, we suggest that a chatbot with a high degree of Social Presence, achieved 

through anthropomorphic design cues, can trigger positive associations with human interaction. 
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These positive associations, even without extensive information processing, can lead to a more 

positive consumer experience. Thus, we propose the following hypotheses: 

H4: Perceived Social Presence in a customer support chatbot will be positively associated with 

Consumer Satisfaction. 

We can break down H4 into more specific hypotheses for each Social Presence dimension. 

• H4a: Perceived Human-likeness in a customer support chatbot will be positively 

associated with Consumer Satisfaction.  

• H4b: Perceived Naturalness in a customer support chatbot will be positively associated 

with Consumer Satisfaction. 

• H4c: Perceived Lifelikeness in a customer support chatbot will be positively associated 

with Consumer Satisfaction. 

• H4d: Perceived Professionalism in a customer support chatbot will be positively 

associated with Consumer Satisfaction. 

3.3 Social Presence and Trust 
Building trust with consumers is essential for successful technology adoption (Lukyanenko et al., 

2022), and Social Presence can play a crucial role in this process. When interacting with a 

machine, consumers may experience feelings of uncertainty or apprehension (Dekkal et al., 

2023). Social Presence can foster a more trusting relationship by creating a sense of familiarity 

and reducing this uncertainty. This is supported by Social Identity Theory (SIT) (Tajfel & Turner, 

1979), which suggests that individuals are more likely to trust those they perceive as similar to 

themselves. By exhibiting human-like characteristics, a chatbot can trigger a sense of in-group 

membership, increasing user trust. Furthermore, interpersonal trust often relies on nonverbal 

cues that signal sincerity and competence. Leveraging anthropomorphic design cues, chatbots 

can increase perceived Social Presence and project trustworthiness and reliability. A chatbot 

that exhibits human-like qualities through design cues may be perceived as more relatable and 

trustworthy compared to one lacking such features. Therefore, we propose the following 

hypotheses: 

H5: Perceived Social Presence in a customer support chatbot will be positively associated with 

Trust. 

We can break down H5 into more specific hypotheses for each Social Presence dimension. 
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• H5a: Perceived Human-likeness in a customer support chatbot will be positively 

associated with Trust.  

• H5b: Perceived Naturalness in a customer support chatbot will be positively associated 

with Trust. 

• H5c: Perceived Lifelikeness in a customer support chatbot will be positively associated 

with Trust. 

• H5d: Perceived Professionalism in a customer support chatbot will be positively 

associated with Trust. 

 

3.4 Social Presence and Reuse Intention 

When a customer has a satisfying and productive interaction with a chatbot, they are more likely 

to choose the same chatbot again for future needs. Social Presence can play a significant role in 

shaping these positive experiences. A chatbot that exhibits a high degree of Social Presence can 

foster a more engaging and user-friendly interaction. This is because its human-like 

characteristics can make it easier to interact with and understand. Consumers may develop a 

sense of trust and familiarity with the chatbot, making them more likely to choose it over other 

options for future customer service needs. Therefore, we propose the following hypotheses: 

H6: Perceived Social Presence in a customer support chatbot will be positively associated with 

Reuse Intention. 

We can break down H6 into more specific hypotheses for each Social Presence dimension. 

• H6a: Perceived Human-likeness in a customer support chatbot will be positively 

associated with Reuse Intention. 

• H6b: Perceived Naturalness in a customer support chatbot will be positively associated 

with Reuse Intention. 

• H6c: Perceived Lifelikeness in a customer support chatbot will be positively associated 

with Reuse Intention. 

• H6d: Perceived Professionalism in a customer support chatbot will be positively 

associated with Reuse Intention. 
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3.5 Research Model 
The proposed research model visually depicts the relationships between perceived Social 

Presence dimensions and consumer outcomes (satisfaction, trust, reuse intention). The Social 

Presence dimensions are the independent variables that influence consumer outcomes. These 

variables include Human-likeness, Naturalness, Lifelikeness, Professionalism, and 

Appearance, where Appearance has the moderator variable ‘Importance of Appearance.’ The 

model also includes several control variables: Gender, Age, ICT familiarity, and Personality 

(Extraversion, Agreeableness, Conscientiousness, Emotional Stability, and Openness to new 

experiences).  

 

 

 

 

 

 

 

 

 

Figure 1. The proposed research model depicts the relationship between perceived social 
dimensions and consumer outcomes. 
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4. Methodology 
4.1. Experimental Design 
This study investigated consumer responses towards the use of chatbots as customer support 

agents. To achieve this, a between-subjects experiment was conducted. Participants were 

randomly assigned to watch one of three variations of a pre-recorded customer support scenario. 

The scenario depicted a customer contacting a chatbot named "Eva" about damaged sunglasses 

received from an online store. Three animations were created, each featuring an identical 

conversation but with various levels of anthropomorphism: 

• Faceless Avatar: Conversation featuring a faceless avatar. 

• Human-like Avatar: Conversation featuring a static, human-like avatar image. 

• Human-like Avatar with Dynamic Facial Expressions: Conversation featuring a human-

like avatar that displays a range of emotions (e.g., smiling for positive messages, frowning 

for negative messages) to reflect the conversation's tone. 

The decision to use a female persona ("Eva") for the chatbot was informed by previous research 

suggesting that users tend to rate female virtual agents more favorably (Toad et al., 2019). Using 

pre-recorded animations ensured minimal variability in the chatbot experience across 

participants, allowing for reliable comparisons of consumer responses. After watching the 

animation, participants were asked to rate various aspects of the chatbot. 

4.1.2. Chatbot Design 

Three chatbot animations were created to explore the effects of anthropomorphic design cues 

on consumer responses. All animations presented the same conversation between a customer 

and a customer support chatbot. The key difference between the animations was the level of 

anthropomorphism embodied by the virtual assistant "Eva." 

The first variation of the chatbot presented the conversation featuring a faceless avatar 

representing the chatbot "Eva" (see Figure 2). This design served as the baseline condition with 

the lowest level of anthropomorphism. 

 

Figure 2. Faceless avatar, used for the chatbot with the lowest level of anthropomorphism. 
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The second variation of the chatbot introduced a static human-like avatar image for "Eva" 

throughout the conversation (see Figure 3). A stock image was used for this purpose (iStock, 

2018). This design increased the level of anthropomorphism compared to the baseline condition. 

Figure 3. Static human-like avatar. 

The third animation featured a human-like avatar with dynamic facial expressions that responded 

to the emotional tone of the conversation (see Figure 4). 

Figure 4. Avatar displaying dynamic facial expressions. 

For instance, the avatar would appear sad when responding to negative messages (see Figure 5). 

When the user in the video responds with a positive text, such as expressing satisfaction with the 

chatbot’s assistance, Eva will display a smile in content whilst responding. This positive 

animation will be shown briefly before reverting to the default expression. Conversely, if the user 

responds with a message indicating disappointment or dissatisfaction, Eva will exhibit a sad 

expression and convey an apology to the user. This design offered the highest level of 

anthropomorphism among the three variations. 
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Figure 5. Screenshot of the conversation in which the avatar’s facial expressions match the 

emotions expressed in the textual messages. 

By manipulating the level of anthropomorphism across these animations, the experiment aimed 

to investigate how users perceive and respond to chatbots with varying degrees of human-like 

characteristics. 

4.2. Questionnaire development 
To assess participant responses to the chatbot animations, a survey instrument was developed 

and distributed via multiple online platforms. The survey targeted adults and consisted of 21 total 

questions of which 17 were used in the model. Table 1 highlights the 17 survey questions which 

were used for the model and their corresponding model variables. The full list of survey questions 

can be found in Appendix A. 

The survey randomly assigned one variation to each participant to ensure participants 

encountered all chatbot variations (faceless avatar, static human-like avatar with dynamic 

expressions) with equal probability. 

The questionnaire included several key sections. First, an initial set of demographic questions 

gathered background information on participants, including age, gender, ICT knowledge, and 

familiarity with chatbots. Next, an introductory section presented participants with a brief 

description of the customer support scenario. Participants were instructed to imagine 

themselves as the customer experiencing this situation. 

Following the scenario introduction, participants viewed a pre-recorded animation depicting the 

customer interacting with the chatbot. A timer measured viewing time to assess if participants 

watched the entire video before proceeding with the questionnaire. Finally, the survey concluded 

with a chatbot evaluation section. In this section, participants answered multiple Likert-scale 

questions evaluating various aspects of the chatbot. 

A total of 93 responses were collected. However, only 73 responses were considered complete 

and unique. Incomplete surveys or those from participants who didn't watch the entire video were 

excluded. 
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Table 1 shows the survey’s item’s, alongside their respective sources, model variables and 

format. 

Variable Question Choices       Source 
General questions   

Age What is your age? Numeric input Standard demographic 
question 

Gender What is your gender? Male/Female/Pref
er not to say 

Standard demographic 
question 

ICT Do you work within the ICT? 
         (Information and 
Communications 
Technology) sector? 
     

Yes/No Standard demographic 
question 

Participants are shown 1 of 3 chatbots at 
random                                          

  

Human Likeness questions (Now that you have seen the conversation, please answer the 
following 6 questions about the appearance of the chatbot Eva.) 
 
Human I found the chatbot to be:  Machine-Like – 

Human-Like  
Adapted from Araujo 
(2018) 

Natural I found the chatbot to be:  Unnatural – 
Natural  

Adapted from Araujo 
(2018) 

Lifelike I found the chatbot to be:  Artificial – Lifelike  Adapted from Araujo 
(2018) 

Appearance How much did you like the 
appearance of the chatbot?  

Dislike a great 
deal – Like a great 
deal  

Adapted from Bartneck 
et al. (2008) 

Importance of 
Appearance 

I find a chatbot’s 
appearance to be:  

Not at all 
important – 
Extremely 
important  

Moderator question 

Professional The chatbot’s appearance 
came across as:  

Extremely 
unprofessional – 
Extremely 
professional  

Adapted from Corritore 
et al. (2005) 
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Table 1. Questionnaire items. 

4.2.1. Sample characteristics. 

The survey received 73 complete responses. Participants were comprised of 42 males (57.5%) 

and 31 females (42.5%). In terms of Information, Communication, and Technology (ICT) 

knowledge, 22 participants (30.1%) reported working in the ICT sector, while 51 (69.9%) did not.  

The age of participants ranged from 18 to 84 years old, with an average age of 39.6 years. The 

distribution of ages exhibited two central areas, with a larger group between 18 and 30 years old 

and another between 50 and 60 years old. 

Variable Question Choices       Source 

Statements regarding satisfaction (The following 3 questions are about your user experience 
with the chatbot Eva.) 
Satisfaction I would be satisfied with 

the chatbot. 
Strongly disagree 
– Strongly agree 

Adapted from Kvale et 
al. (2021a) 

Trust The chatbot is trustworthy. Strongly disagree 
– Strongly agree 

Adapted from Corritore 
et al. (2005) 

Reuse 
Intention 

I would use this chatbot 
again if I were to have a 
similar problem. 

Definitely will not 
– Definitely will 

Adapted from Venkatesh 
et al. (2012) 

Personality Questions (In the next 5 questions there are words which can be used to describe 
one's personality. Select the option which you think fits your personality best ranging from 
Strongly disagree to Strongly agree.) 
P1 Agreeable, Kind  Strongly disagree 

– Strongly agree 
Gosling et al. (2003)  

P2 Dependable, Organized  Strongly disagree 
– Strongly agree 

Gosling et al. (2003) 

P3 Emotionally stable, Calm  Strongly disagree 
– Strongly agree 

Gosling et al. (2003) 

P4 Open to experience, 
Imaginative  

Strongly disagree 
– Strongly agree 

Gosling et al. (2003) 

P5 Extraverted, Enthusiastic  Strongly disagree 
– Strongly agree 

Gosling et al. (2003) 

    



22 
 

The histogram in Figure 5 provides an overview of the age distribution between the age 

participants in the study. The figure highlights the central tendency and the variability of the age 

data. 

Figure 5. Histogram which shows the age distribution of the survey by comparing age and the 

frequency. 

4.3. Data analysis 
To address the research objectives, different statistical techniques were used to analyze the 

collected survey data. The first research goal was to investigate the influence of chatbot design 

variations (faceless avatar, static human-like avatar, human-like avatar with dynamic 

expressions) on perceived Social Presence dimensions (Human-likeness, Naturalness, etc.) 

Secondly, we sought to understand how these Social Presence dimensions impact Consumer 

Satisfaction, Trust, and Intention to reuse customer support chatbots. 

The analysis was based on a two-step approach. First, an Analysis of Variance (ANOVA) test with 

a post-hoc Tukey's Honest Significant Difference (HSD) test was conducted to determine if 

significant differences existed in consumer ratings of Social Presence across the three chatbot 

variations. Second, Cumulative Link Models (CLMs) were used to model the relationships 

between the Social Presence dimensions and the response variables (Satisfaction, Trust, and 

Intention to reuse). 

4.3.1. ANOVA and Tukey’s HSD tests 

An ANOVA test was conducted to check for the presence of statistically significant differences 

between the Social Presence dimensions (Human Likeness, Naturalness, Lifelikeness, 

Professionalism, and Appearance) across distinct chatbot variants. ANOVA is appropriate for 

this analysis because it allows for simultaneous comparisons between the three chatbot types 

(faceless avatar, static human-like avatar, human-like avatar with dynamic expressions). 
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 In R software, the ANOVA test was implemented using the aov() function (Anova Function – 

Rdocumentation), with chatbot type as the independent variable.  

Following the ANOVA test, post-hoc testing was necessary to assess the significance of the 

differences between the chatbot types. Tukey’s HSD test was selected for this task since it 

compares all possible pairs of means. The Tukey's HSD test was implemented using the 

TukeyHSD() function in R (TukeyHSD Function – Rdocumentation). 

4.3.2. Cumulative Link Model Analysis and Likelihood Ratio 

The survey data consisted of Likert-scale responses. Since Likert-scale data is ordinal 

(structured into ranked categories), Cumulative Link Models (CLMs) were chosen to conduct the 

analysis. CLMs are appropriate for analyzing ordinal data such as star ratings (Agresti, 2010). In 

this study, five-point Likert-scales are used, which are similar to star ratings. Therefore, the CLM 

model is a good fit for the data. CLMs are available in the R statistical software's ordinal 

Christensen & Brockhoff, 2013) package. 

A critical step in CLM analysis is selecting the link function that best describes the relationship 

between the ordinal responses and the predictor variables. Several link functions (logit, probit, 

cloglog, loglog, and cauchit) were evaluated to determine the best fit based on the Akaike 

Information Criterion (AIC) score.  

For each of the three dependent variables (satisfaction, trust, and intention to use again), a 

separate CLM analysis was conducted, and the model with the lowest AIC score was chosen for 

further analysis in each case. After determining the AIC scores of the several link functions for 

each model (Satisfaction, Trust, and Reuse Intention), the best fitting link functions were chosen. 

In the case of Satisfaction and Reuse Intention cauchit was the best fit with an AIC of 155.53 and 

119.42, respectively. For the response variable Trust, the best fitting link function was cloglog 

with an AIC of 182.68. 

The chosen link functions were then used to estimate the parameters of the respective CLMs. 

The models explored how independent variables (Human Likeness, Naturalness, Lifelikeness, 

Professionalism, and Appearance) influenced each of the three dependent response variables. 

Additionally, the models included an interaction term (Appearance*Importance of Appearance), 

and several control variables representing participant characteristics (Gender, Age, ICT 

knowledge, Personality items P1-P5). 
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Equation 1 presents the CLM formulation used for the analysis. Yi represents the response 

variable used in each model: Satisfaction, Trust, and Intention to Use Again. For each response 

variable, the independent variables are modeled. These include Human Likeness, Naturalness, 

Lifelikeness, Professionalism and Appearance. Appearance is included along with its interaction 

term, the Importance of Appearance. The dummy variables Gender, Age, ICT, P1-P5, Human 

Persona, and Emotions are modeled as αi. The variable Human Persona indicates whether the 

chatbot had a Human avatar or if it was the chatbot without an avatar. The variable Emotions 

indicates whether the chatbot had facial expressions or if it was one of the other two chatbots.   

 

 

𝐿𝐹(𝑃(𝑌i ≤ 𝑗)) = 𝛩j + ß1 * 𝐻𝑢𝑚𝑎𝑛 𝐿𝑖𝑘𝑒𝑛𝑒𝑠𝑠i +  + ß2 * 𝑁𝑎𝑡𝑢𝑟𝑎𝑙𝑛𝑒𝑠𝑠i + ß3 * 𝐿𝑖𝑓𝑒𝑙𝑖𝑘𝑒𝑛𝑒𝑠𝑠i

+ ß4 *𝑃𝑟𝑜𝑓𝑒𝑠𝑠𝑖𝑜𝑛𝑎𝑙𝑖𝑠𝑚i + ß5 *  (𝐴𝑝𝑝𝑒𝑎𝑟𝑎𝑛𝑐𝑒i ∗ 𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒i) + 

 𝛼i − 𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒i 

 

Equation 1. Cumulative Link Model formulation. 

 

LF represents the chosen link functions, cauchit for Satisfaction and Reuse intention, cloglog, 

for Trust. 𝑃(Yi ≤ 𝑗) is the cumulative probability of the response variable Yi being less than or 

equal to the category j. The j represents the cut points between categories. 𝛩j are the thresholds 

for the cumulative probabilities. The ‘i’ represents each observation in the dataset ranging from 

i = 1 to 73.  

Following the construction of the Cumulative Link Models for Satisfaction, Trust, and Reuse 

Intention, post-hoc testing was conducted via the Likelihood ratio test. For each of the three CLM 

models a null model was made, this model contained only the control variables. The models are 

then compared to their null models using a likelihood ratio test (R: Likelihood Ratio Test), which 

follows a chi-squared distribution, to determine if the models were statistically significant. The 

results indicate that all models have significantly better AIC scores compared to their respective 

null models (p <0.001).  
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5. Results 
This section presents the findings from the analysis conducted using the ANOVA test and the 

Cumulative Link Model (CLM). Each hypothesis will be reiterated along with the corresponding 

decisions. The results are organized into two parts: (I) The Influence of Social Presence on 

Satisfaction, Trust, and Intention to Reuse. 

5.1. Influence of chatbot design on Social Presence dimensions 
As outlined in the methodology section, an ANOVA test was conducted to test Hypotheses of H1, 

H2, and H3, comparing the three chatbot scores. The results of the ANOVA test indicated that 

there were no significant differences in the scores among the three chatbot types. While the data 

showed some variation in ratings, such as the average Trust ratings where the chatbot with facial 

expressions received an average rating of 3.53 compared to 3 for the other two types, these 

differences were not statistically significant. This conclusion was supported by post-hoc analysis 

using Tukey’s HSD test. Consequently, Hypotheses H1, H2, and H3 were rejected. The 

hypotheses and their corresponding decisions are summarized in Table 2. 

 

Hypothesis Decision 

H1a: Perceived Human-likeness will be significantly higher in chatbots 

with a (static) human-like avatar compared to chatbots without an avatar. 

Reject 

H1b: Perceived Naturalness will be significantly higher in chatbots with a 

(static) human-like avatar compared to chatbots without an avatar. 

Reject 

H1c: Perceived Lifelikeness will be significantly higher in chatbots with a 

(static) human-like avatar compared to chatbots without an avatar. 

Reject 

H1d: Perceived Professionalism will be significantly higher in chatbots 

with a (static) human-like avatar compared to chatbots without an avatar. 

Reject 

 

H2a: Perceived Human-likeness will be significantly higher in chatbots 

with a human-like avatar featuring dynamic facial expressions compared 

to chatbots without an avatar. 

Reject 

H2b: Perceived Naturalness will be significantly higher in chatbots with a 

human-like avatar featuring dynamic facial expressions compared to 

chatbots without an avatar. 

Reject 
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H2c: Perceived Lifelikeness will be significantly higher in chatbots with a 

human-like avatar featuring dynamic facial expressions compared to 

chatbots without an avatar. 

Reject 

H2d: Perceived Professionalism will be significantly higher in chatbots 

with a human-like avatar featuring dynamic facial expressions compared 

to chatbots without an avatar. 

Reject 

 

H3a: Perceived Human-likeness will be significantly higher in chatbots 

with a human-like avatar featuring dynamic facial expressions compared 

to chatbots with a static human-like avatar. 

Reject 

H3b: Perceived Naturalness will be significantly higher in chatbots with a 

human-like avatar featuring dynamic facial expressions compared to 

chatbots with a static human-like avatar. 

Reject 

H3c: Perceived Lifelikeness will be significantly higher in chatbots with a 

human-like avatar featuring dynamic facial expressions compared to 

chatbots with a static human-like avatar. 

Reject 

H3d: Perceived Professionalism will be significantly higher in chatbots 

with a human-like avatar featuring dynamic facial expressions compared 

to chatbots with a static human-like avatar. 

Reject 

 

Table 2. Overview of hypotheses H1, H2, and H3 and their decisions after performing ANOVA 
and Tukey’s HSD tests. 
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5.2. Impact of Social Presence on Satisfaction, Trust, and Reuse Intention 
 

5.2.1. H4 Impact of Social Presence on Satisfaction 
The Cumulative Link Model of Satisfaction highlighted multiple significant relationships. The 

model returned significant results for Human-likeness, Naturalness, and Professionalism, which 

are highlighted in Table 3. The estimates of these variables were all positive, which suggests that 

a higher rating for one of these variables leads to a higher Satisfaction score. This means that 

three of the four hypotheses of H4 are not rejected (Table 4). 

There were also significant results for the Control variables. Personality questions P1, P4, and P5 

were indicated to have a significant relationship with Satisfaction. The estimates of Extraversion 

(P1) and Openness to Experience (P5) were negative, thus indicating that a higher score in 

Extraversion (P1)  or Openness to Experience (P5) will result in a lower Satisfaction score. The 

estimate of Emotional Stability (P4) had a positive estimate which suggests that a higher score 

on the Emotional Stability (P4)  question will result in a higher Satisfaction score. 

 

H4, Response Variable Satisfaction, Link function: Cauchit 
Variable Effect (SE) 
Main effects 
Human-likeness 5.221* (2.422) 
Naturalness 3.874* (1.926) 
Lifelikeness -1.637 (1.016) 
Professionalism 9.897* (4.495) 
Appearance -2.574 (1.402) 
Control variables 
GenderMale 4.978 (2.955) 
Age -0.193 (0.105) 
ICT 3.705 (2.227) 
P1; Extraversion  -3.291* (1.578) 
P2; Agreeableness  1.842 (1.080) 
P3; Conscientiousness  -0.870 (0.557) 
P4; Emotional Stability 4.496* (2.028) 
P5; Openness to Experience  -2.977* (1.383) 
HumanPersona 0.228 (1.215) 
Emotions 0.406 (1.734) 
Appearance: Importance 0.661 (0.342) 

Table 3. Results of the CLM model for the response variable Satisfaction. 

Note Significant Variables are marked in bold. *p <0.05; **p < 0.01; *** < 0.001; N = 73 

 

 

‘ 
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Hypothesis Decision 

H4a: Perceived Human-likeness in a customer support chatbot will be 

positively associated with Consumer Satisfaction.  

Do not Reject 

H4b: Perceived Naturalness in a customer support chatbot will be 

positively associated with Consumer Satisfaction. 

Do not Reject 

H4c: Perceived Lifelikeness in a customer support chatbot will be 

positively associated with Consumer Satisfaction. 

Reject 

H4d: Perceived Professionalism in a customer support chatbot will be 

positively associated with Consumer Satisfaction. 

Do not Reject 

Table 4. Overview of the Hypotheses of H4 and their decisions following the CLM model. 

 
 

5.2.2. H5 Impact of Social Presence on Trust 
The Cumulative Link Model of Trust highlighted multiple significant relationships. The model 

returned significant results for Human-likeness, Naturalness, and Professionalism, which are 

highlighted in Table 5. The estimates of these variables were all positive, which suggests that a 

higher rating for one of these variables leads to a higher Trust score. This means that three of the 

four hypotheses of H5 are not rejected (Table 6). 

 

Additionally, the Control variables returned some significant results. Gender Male was reported 

as significant and positively correlated with trust. This suggests that if respondents are of the 

Male gender, this influences the Trust score positively. Not only Gender proved to play a 

significant role within this model, as Age was reported with p <0.01 (**). The estimate of Age is on 

the smaller side in comparison ton the other estimates, with only 0.038 compared to the other 

estimates which are larger than 0.4. This could suggest that when a respondent is older the Trust 

score is impacted positively, with this positive effect being very minimal. Agreeableness (P2) and 

Conscientiousness (P3) also returned significant results at p < 0.05 with Agreeableness (P2) 

having a positive estimate whilst Conscientiousness (P3) has a similar negative estimate. 
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H5, Response Variable Trust, Link function: Cloglog 
Variable Effect (SE) 
Main effects 
Human-likeness 0.569* (0.290) 
Naturalness 0.598* (0.292) 
Lifelikeness -0.157 (-0.595) 
Professionalism 0.641* (0.268) 
Appearance 0.382 (0.324) 
Control variables 
GenderMale 0.806*  (0.366) 
Age 0.038** (0.013) 
ICT -0.640 (0.415) 
P1; Extraversion  -0.056 (0.214) 
P2; Agreeableness  0.425*  (0.176) 
P3; Conscientiousness  -0.404* (0.161) 
P4; Emotional Stability -0.210 (0.161) 
P5; Openness to Experience  0.096 (0.137) 
HumanPersona 0.155 (0.420) 
Emotions 0.893 (0.474) 
Appearance: Importance 0.025 (0.057) 

Table 5. Results of the CLM model for the response variable Trust. 

Note Significant Variables are marked in bold. *p <0.05; **p < 0.01; *** < 0.001; N = 73 

 

Hypothesis Decision 

H5a: Perceived Human-likeness in a customer support chatbot will be 

positively associated with Trust.  

Do not Reject 

H5b: Perceived Naturalness in a customer support chatbot will be 

positively associated with Trust. 

Do not Reject 

H5c: Perceived Lifelikeness in a customer support chatbot will be 

positively associated with Trust. 

Reject 

H5d: Perceived Professionalism in a customer support chatbot will be 

positively associated with Trust. 

Do not Reject 

Table 6. Overview of the Hypotheses of H5 and their decisions following the CLM model. 

 

 

5.2.3. H6 Impact of Social Presence on Reuse Intention 
The Cumulative Link Model of Reuse intention indicated only one significant relationship. The 

four social presence dimensions did not yield significant results. The results are highlighted in 

Table 7. Consequently, the hypotheses of H6 highlighted in Table 8 were rejected.  
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Additionally, most control variables reported no significant correlations. However, there was one 

exception: the control variable Emotions, showed a significant result with p < 0.05 with an 

estimate of 8.7. This variable shows whether a chatbot had facial expressions or not. Since the 

estimate is positive, this suggests that Emotions positively influence Reuse intention.  

 

H5, Response Variable UseAgain, Link function: Cauchit 
Variable Effect (SE) 
Main effects 
Human-likeness 0.404 (0.984) 
Naturalness 8.048 (4.180) 
Lifelikeness -2.126 (-1.168) 
Professionalism 3.561 (2.291) 
Appearance 0.135 (1.087) 
Control variables 
GenderMale -0.439 (1.334) 
Age -0.190 (0.106) 
ICT 8.789 (5.050) 
P1; Extraversion  -1.690 (1.470) 
P2; Agreeableness  2.113 (1.296) 
P3; Conscientiousness  -0.560 (0.685) 
P4; Emotional Stability 1.180 (0.978) 
P5; Openness to Experience  1.072 (0.768) 
HumanPersona 0.577 (1.911) 
Emotions 8.702* (4.325) 
Appearance: Importance -0.098 (0.295) 

Table 7. Results of the CLM model for the response variable Reuse Intention. 

Note Significant Variables are marked in bold. *p <0.05; **p < 0.01; *** < 0.001; N = 73 

 

Hypothesis Decision 

H6a: Perceived Human-likeness in a customer support chatbot will be 

positively associated with Reuse Intention. 

Reject 

H6b: Perceived Naturalness in a customer support chatbot will be 

positively associated with Reuse Intention. 

Reject 

H6c: Perceived Lifelikeness in a customer support chatbot will be 

positively associated with Reuse Intention. 

Reject 

H6d: Perceived Professionalism in a customer support chatbot will be 

positively associated with Reuse Intention. 

Reject 

Table 8. Overview of the Hypotheses of H6 and their decisions following the CLM model. 
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6. Discussion and Conclusion 

This study aimed to explore the influence of chatbot avatar design on Social Presence. With the 

constant evolution of chatbots, the study investigated the impact of chatbot dynamic avatar 

appearances in a business context. Additionally, the study tested the impact of Social Presence 

dimensions, namely Human-likeness, Naturalness, Lifelikeness, and Professionalism, on 

customer Satisfaction, Trust, and Reuse Intention. By integrating these findings, the study seeks 

to contribute to the enhancement of chatbot design techniques in business settings. 

6.1. Theoretical Implications 
This study contributes to the existing literature by investigating the visual design and appearance 

of chatbots, as opposed to focusing on text-based anthropomorphic design. Araujo (2018) 

explored the effects of interacting with disembodied agents through text, examining customer 

outcomes such as attitudes, satisfaction, and emotional connection towards the company. 

Similarly, Konya-Baumbach et al. (2023) assessed the effectiveness of chatbot 

anthropomorphism using human-like linguistic cues, finding positive effects on satisfaction, 

trust, and other factors such as purchase intention and word-of-mouth, driven by Social 

Presence.   

In contrast to Araujo (2018) and Konya-Baumbach et al. (2023), this study focused on the impact 

of visual design, specifically dynamic facial expressions, on Social Presence, Satisfaction, Trust, 

and Reuse Intention. The findings suggest that while dynamic facial expressions do not 

significantly enhance Social Presence dimensions compared to static avatars, they do positively 

impact Reuse Intention scores. The study also shows that Satisfaction and Trust are positively 

impacted by the perceived Human-likeness, Naturalness, and Professionalism of the chatbot. 

Besides these main effects, there were also some significant results within the control variables. 

For all five of the Personality questions, there was a significant impact on either Satisfaction or 

Trust, whilst Reuse Intention was not significantly impacted by these questions. Trust scores 

were also positively impacted by age and by the Male Gender. These results indicate that the 

personality of users influences the Satisfaction and Trust scores of users. Besides personalities, 

the results indicate that Male users' Trust in the chatbot in this study is significantly higher than 

that of Female users. 

These results further expand on the impact of Social Presence on Chatbot Design found in 

previous studies. They highlight the role of visual design in chatbot interactions, suggesting that 

different elements of Social Presence may influence various user experience outcomes. The 

results also highlight that users’ personalities may influence how they perceive chatbots. 
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6.2. Practical Implications 
For this study, it was hypothesized that a chatbot with changing facial expressions would score 

significantly higher than one with only a human avatar or one without an avatar. On some of the 

questions, there was some variation between the scores of the chatbot types. The results of the 

tests, however, show that there is no significant difference between the scores of the three 

chatbot types. The study was unable to prove that making a change towards changing facial 

expressions will yield significantly better scores of Social Presence dimensions. In practice, a 

Human-like or No avatar will perform similarly to a chatbot with changing facial expressions on 

these dimensions.  

The study found that certain Social Presence dimensions have a significant impact on users’ 

Satisfaction and Trust scores, namely Human-likeness, Naturalness, and Professionalism had a 

significant positive impact on these scores. These three dimensions have no significant impact 

on Reuse Intention. One of the four dimensions discussed in this study, lifelikeness, had no 

significant impact on users’ Satisfaction, Trust, and Reuse Intention scores. This indicates that 

chatbot practitioners should aim to enhance their chatbot's Human-likeness, Naturalness, and 

Professionalism to get higher Satisfaction, Trust scores from their users. 

For Reuse Intention the only significant variable was those of Emotions. This indicates that when 

the users used the chatbot with dynamic facial expressions, this positively impacted the Reuse 

Intention score. When taking these results into practice, this means that using a chatbot with 

facial expressions could lead to better Reuse Intention scores among users. 

In conclusion, chatbot practitioners should consider the positive impact of three of the Social 

Presence Dimensions, Human-likeness, Naturalness, and Professionalism on the Satisfaction 

and Trust scores of users. Furthermore, practitioners will have to consider the role dynamic facial 

expressions play within the user's Reuse Intention score. Using chatbots with dynamic facial 

expressions could result in higher Reuse Intention scores. The Social Presence Dimension of 

Lifelikeness did not report a significant impact on users' Satisfaction, Trust, and Reuse Intention 

scores. Age only had a small impact, although significant, on Trust. The personality questions 

showed some significance, but this study did not review this in depth. More on this can be found 

in the next section. 
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6.3. Limitations and Opportunities for Future Research  
It is important to recognize that this research has several limitations, which could present 

opportunities for future research.  

Firstly, the study used chatbot animations instead of using a fully functioning chatbot interface. 

As previously mentioned, this choice was made due to the time constraints of the research and 

to isolate the effect of the chatbot avatar, ensuring the only difference between the three chatbots 

was the avatar. Future research could benefit from developing a real chatbot with dynamic 

expressions. This would allow users to interact with the chatbot in unique ways, which better 

imitates the way chatbots are used in business settings.  

Secondly, the survey population was small, with the data of 73 respondents which could be used 

for the CLM. The sample sizes for the three chatbot types were 26,24, and 23 for the dynamic, 

human, and nonhuman chatbot types in the ANOVA. Future studies could validate these models 

and analyze them with a larger survey population to improve the reliability and generalizations of 

the findings.  

Thirdly, this study explored the effect of Social Presence dimensions in a positive business 

scenario where the chatbot can help the chatbot user. It would be valuable to investigate the 

impact of these dimensions on Satisfaction, Trust, and Reuse Intention when the chatbot is 

unable to help the user. Besides the impact of the Social Presence dimensions, it could then 

also be explored if there is a difference between the three chatbots in this negative scenario. 

Lastly, due to time and length constraints, the study did not further explore the impact of 

personality dimensions on Satisfaction and Trust scores. Since all five of the personality 

questions seem to have an impact on either Satisfaction or Trust scores it could be interesting to 

further study how users’ personalities influence these scores. Chatbot practitioners should 

consider that users' personalities can influence the Satisfaction and Trust scores both positively 

and negatively. 
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Appendix 
Question Choices       Source 
General questions   

Q1. What is your age? Numeric input Standard demographic 
question 

Q2. What is your gender? Male/Female/Prefer not to 
say 

Standard demographic 
question 

Q3. Are you a Computer Science 
student  

Yes/No Standard demographic 
question 

Q4. Do you work within the ICT 
         (Information and 
Communications Technology) 
sector? 
     

Yes/No Standard demographic 
question 

Q5. How familiar are you with 
chatbots? 

Very unfamiliar – Very 
Familiar  

Adapted from Mimoun 
et al. (2017) 

Participants are shown 1 of 3 
chatbots at random                                          

  

Human Likeness questions (Now that you have seen the conversation, please answer the 
following 6 questions about the appearance of the chatbot Eva.) 
 
Q6. I found the chatbot to be:  Machine-Like – Human-

Like  
Adapted from Araujo 
(2018) 

Q7. I found the chatbot to be:  Unnatural – Natural  Adapted from Araujo 
(2018) 

Q8. I found the chatbot to be:  Artificial – Lifelike  Adapted from Araujo 
(2018) 

Q9. How much did you like the 
appearance of the chatbot?  

Dislike a great deal – Like 
a great deal  

Adapted from Bartneck 
et al. (2008) 

Q10. I find a chatbot’s appearance to 
be:  

Not at all important – 
Extremely important  

Moderator question 

Q11. The chatbot’s appearance came 
across as:  
 
 

Extremely unprofessional 
– Extremely professional  

Adapted from Corritore 
et al. (2005) 
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Appendix A . All questions asked on the Survey, including those which were not used in the 
models. 

Question Choices       Source 

Statements regarding satisfaction (The following 7 questions are about your user experience 
with the chatbot Eva.) 
Q12.1     I would be satisfied with the 
chatbot. 

Strongly disagree – 
Strongly agree 

Adapted from Kvale et 
al. (2021a) 

Q12.2     The chatbot did a good job. Strongly disagree – 
Strongly agree 

Adapted from Corritore 
et al. (2005) 

Q12.3     The chatbot did what I 
expected. 

Strongly disagree – 
Strongly agree 

Adapted from Corritore 
et al. (2005) 

Q13.1     The chatbot is honest. Strongly disagree – 
Strongly agree 

Adapted from Corritore 
et al. (2005) 

Q13.2     The chatbot is trustworthy. Strongly disagree – 
Strongly agree 

Adapted from Corritore 
et al. (2005) 

Q14. Overall, I found my experience 
with the chatbot to be: 

Extremely negative – 
Extremely positive 

Adapted from Bartneck 
et al. (2008) 

Q15. I would use this chatbot again if I 
were to have a similar problem. 

Definitely will not – 
Definitely will 

Adapted from 
Venkatesh et al. (2012) 

Personality Questions (In the next 5 questions there are words which can be used to describe 
one's personality. Select the option which you think fits your personality best ranging from 
Strongly disagree to Strongly agree.) 
Q16. Agreeable, Kind  Strongly disagree – 

Strongly agree 
Gosling et al. (2003)  

Q17. Dependable, Organized  Strongly disagree – 
Strongly agree 

Gosling et al. (2003) 

Q18. Emotionally stable, Calm  Strongly disagree – 
Strongly agree 

Gosling et al. (2003) 

Q19. Open to experience, Imaginative  Strongly disagree – 
Strongly agree 

Gosling et al. (2003) 

Q20. Extraverted, Enthusiastic  Strongly disagree – 
Strongly agree 

Gosling et al. (2003) 

Only participants of Chatbot 1 (with the facial expressions)  were shown the following 
question: 

Q21. Did you notice the changing 
facial expressions of chatbot Eva 
during the video? 

Yes/No  Video question 


