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1 Introduction

A standard result from the study of fields, commutative rings where the invertible elements are precisely
the non-zero elements, is a classification of all finite fields.

Theorem 1.1 [4, 22.1]
For every prime number p and integer n ≥ 1 there is a unique, up to isomorphism, field with pn

elements. Conversely, every finite field is isomorphic to one of these. □

While the theory around finite fields is quite rich — all finite field automorphisms are powers of the
Frobenius, the group of units of a finite field is cyclic, and we can calculate the number of irreducible
polynomials over some finite field of specified degree — mathematics and computer science do not always
coincide. From an implementation perspective we would like to know what these finite fields actually look
like; how can we perform arithmetic in these fields? Which elements generate the group of units?

One way to realize a finite field with pn elements is as the quotient Fp[X]/(f) of Fp[X] by some irreducible
polynomial f ∈ Fp[X] of degree n. This allows us to perform arithmetic in a finite field but it shifts the
problem to finding irreducible polynomials of desired degree.
Rather than defining a finite field as a large degree n extension of Fp it might be easier to instead construct
a field with pn elements as several iterated extensions of smaller degree, provided that n has non-trivial
divisors. An example of such a construction, introduced by Wiedemann in [6], will now be presented.

Fix some algebraic closure F2 of F2 and consider a sequence (γn)n∈N ⊂ F2 with the following property:

γ0 = 1 ∈ F2 and γn+1 + γ−1n+1 = γn for all n ≥ 0.

Note that γn+1 + γ−1n+1 = γn holds if and only if γn+1 is a root of X2 + γnX+ 1. As F2 is algebraically

closed, such a root exists for every n ≥ 0 and it follows that such a sequence (γn)n∈N ⊂ F2 exists.

For n ≥ 0, define kn := F2(γn) and Tr(n) : kn → kn, x 7→
2n−1∑
i=0

x2
i

.

Before stating and proving some results about the kn and Tr(n) we will introduce the following lemma.

Lemma 1.2 [6, p. 291]
Let k be a field of characteristic 2 and suppose α, β ∈ k satisfy α2 = αβ + 1. Then, for all n ≥ 1,
the equality

α2n = αβ2n−1 +

n∑
i=1

β2n−2i

holds.

Proof: We will show the equality holds by induction on n. For n = 1 the equality holds by assumption.
Now suppose the equality holds for some n ≥ 1, we will show it holds for n+ 1. We compute

α2n+1

=
(
α2n

)2
IH
=

(
αβ2n−1 +

n∑
i=1

β2n−2i
)2

= α2β2n+1−2 +

n∑
i=1

β2n+1−2i+1

= αβ2n+1−1 + β2n+1−2 +

n+1∑
i=2

β2n+1−2i = αβ2n+1−1 +

n+1∑
i=1

β2n+1−2i

as required. □

We will apply this lemma to our sequence (γn)n∈N. After all, for every n ≥ 0, we have the equality
γ2n+1 = γn+1γn + 1 which immediately follows from the definition of our sequence.
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Corollary 1.3 [6, p. 291]

For all n ≥ 0 the equality γ2
2n+1

n+1 = γn+1γ
22

n+1
−1

n + γ2
2n+1

n [Tr(n+1)(γ−1n )]2 holds.

Proof: Taking α = γn+1, β = γn and replacing n with 2n+1 in the statement of lemma 1.2 and further
calculation yield

γ2
2n+1

n+1
1.2
= γn+1γ

22
n+1
−1

n +

2n+1∑
i=1

γ2
2n+1

−2i
n = γn+1γ

22
n+1
−1

n + γ2
2n+1

n

2n+1∑
i=1

(γ−1n )2
i

= γn+1γ
22

n+1
−1

n + γ2
2n+1

n [Tr(n+1)(γ−1n )]2

as required. □

Using this corollary we can now prove some results about the fields kn and the entries of our sequence
(γn)n∈N.

Theorem 1.4 [6, p. 290-291]
For every n ≥ 0, the following hold:

γn+1 /∈ kn, #kn+1 = 22
n+1

, and Tr(n+1)(γn+1) = Tr(n+1)(γ−1n+1) = 1.

Proof: We will prove this with induction on n. For n = 0 we have γn+1 /∈ kn = F2 as γn+1 is a root of
X2 + γnX+ 1 = X2 +X+ 1. It follows that X2 +X+ 1 is the minimal polynomial of γn+1 over F2 and

therefore #kn+1 = 4 = 22
n+1

. Finally, we have the equalities

Tr(n+1)(γn+1) =

2n+1−1∑
i=0

γ2
i

n+1 = γn+1 + γ2n+1
∗
= γn+1 + γn+1 + 1 = 1

where we have used the fact that γn+1 is a root of the polynomial X2 +X+ 1. As γ−1n+1 satisfies the

same recurrence as γn+1 it is a root of the same polynomial and Tr(n+1)(γ−1n+1) = 1 follows analogously.
Now suppose the theorem holds for some n− 1 ≥ 0, we will prove it holds for n. Suppose, by way of
contradiction, that γn+1 ∈ kn. By induction hypothesis #kn = 22

n

holds, therefore, by corollary 1.3
and the induction hypothesis, we have the equalities

γn+1 = γ2
2n

n+1
cor.
= γn+1γ

22
n
−1

n + γ2
2n

n Tr(n)(γ−1n )2
IH
= γn+1 + γn.

As by definition γn must have an inverse and is therefore non-zero, we have reached a contradiction;
γn+1 /∈ kn. It follows that X2 + γnX + 1 ∈ kn[X] is irreducible and therefore that the extension
kn(γn+1)/kn is quadratic. As γn = γn+1 + γ−1n+1 ∈ kn+1, we have kn ⊂ kn+1 from which the equality

kn(γn+1) = kn+1 follows. By induction hypothesis we now have #kn+1 = (#kn)
2 IH
= 22

n+1

. It follows

that Gal(kn+1/kn) has order 2. Let σ ∈ Gal(kn+1/kn) be its non-identity element, that is σ(x) = x2
2n

for all x ∈ kn+1. In particular, as γn+1 and γ−1n+1 have the same minimal polynomials over kn, the

equalities γ2
2n

n+1 = σ(γn+1) = γ−1n+1 hold. We now calculate

Tr(n+1)(γn+1) =

2n+1−1∑
i=0

γ2
i

n+1 =

2n−1∑
i=0

γ2
i

n+1 +

2n+1−1∑
i=2n

γ2
i

n+1 =

2n−1∑
i=0

γ2
i

n+1 +

2n−1∑
i=0

γ2
2n+i

n+1

=

2n−1∑
i=0

γ2
i

n+1 +

2n−1∑
i=0

(
γ2

2n

n+1

)2i
= Tr(n)(γn+1 + γ−1n+1) = Tr(n)(γn)

IH
= 1.

Replacing γn+1 by its inverse in the equalities above yields Tr(n+1)(γ−1n+1) = 1 which finishes the proof.
□

So, for every n ≥ 0, adjoining γn+1 to kn, or equivalently F2, yields a quadratic extension of kn. This
is the maximal size this extension can be, given the fact that γn+1 is a root of a quadratic polynomial
over kn. From the theorem, the following corollary swiftly follows.
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Corollary 1.5 [6, p. 291]

For every n ≥ 1 the equality γ
Fn−1
n = 1, where Fm := 22

m

+ 1 is the m-th Fermat number, holds.

Proof: As γ2
2n

n+1 = γ−1n+1 holds for all n ≥ 0, we have γFn
n+1 = 1 for all n ≥ 0. Replacing n+ 1 with n

finishes the proof. □

This shows that the multiplicative order of γn, for n ≥ 1, must be a divisor of Fn−1. One could wonder
whether the order of γn in fact equals Fn−1. Using the factorizations of the first 12 Fermat numbers
(starting at zero), it has been verified that the order of γn equals Fn−1 for 1 ≤ n ≤ 12 [1, 3.1]. Whether
this remains true for larger n is still an open problem. The following theorem argues why it would be
interesting to know whether this patterns holds true for all n.

Theorem 1.6 [6, p. 291]
Let n ≥ 1. If ord(γi) = Fi−1 holds for 1 ≤ i ≤ n, then

Γn :=

n∏
i=1

γi ∈ kn

is primitive, i.e. it is a generator of the multiplicative group.

Proof: For every n ≥ 0 we have the equalities

n∏
i=0

Fi = Fn+1 − 2
1.4
= #k×n+1

which can effortlessly be shown by induction. The first equality shows that Fn+1 is coprime with Fi

for 0 ≤ i ≤ n. As n is arbitrary, the Fermat numbers are pairwise coprime. The order of Γn therefore
equals the product of the orders of the γi for 1 ≤ i ≤ n. Under the assumption of the theorem this is
precisely Fn − 2; the number of elements in k×n . □

While the exact order of the elements in our sequence (γn)n∈N remains unknown, using techniques from
elliptic curves it is possible to put a non-trivial lower bound on the order of γn.

Theorem 1.7 [5, 4.1]
There exists δ > 0 such that, for all n ≥ 1, ord(γn) ≥ exp(2δn) holds. Here ord(γn) denotes the
multiplicative order of γn. □

The proof given by Voloch is an application of a more general theorem he introduced (see appendix B).
While we will not concern ourselves with this theorem here, the manner in which Voloch applied this
theorem is of key interest in this thesis:
Consider the elliptic curve E over F2 given by y2 + xy = x3 + 1. The Verschiebung of this elliptic curve –
more details on this in chapter 3, specifically definition 3.18 – is given by (x, y) 7→ (x2 + 1)/x on the first
coordinate. As such, the γn correspond to first coordinates of points on the curve that, when multiplied
by 2n, have first coordinate equal to 1, the value of γ0. From this perspective, Voloch was able to deduce
this lower bound [5, 4.1].
In this thesis we will investigate and present precisely when we can expect extensions defined this way,
i.e. by adjoining the first coordinate of a point of order pn on an elliptic curve to Fp, to increase with p
degrees for every increment of n.
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2 Algebraic curves

This chapter introduces some results from algebraic geometry which are required before we can move
on to elliptic curves and their properties. As such, not all of the results stated will be proven here. In
particular, the results that rely on topological properties of algebraic curves will not be proven so as to
not move the focus away from elliptic curves.

2.1 Algebraic varieties

Throughout the following sections we will be working over some perfect field k and some fixed algebraic
closure k. If C ⊂ Pn := Pn(k) is a curve, a variety of dimension 1, we will use the following notation.

i.) C/k to indicate that C is defined over k.

ii.) k(C) is the field of functions of C over k.

iii.) k(C) is the field of functions of C over k.

We have the following fact.

Proposition 2.1 [3, II.1.1]
If C is a curve and P ∈ C a smooth point, then k[C]P , the local ring of C at P , is a discrete
valuation ring. □

In the context of proposition 2.1 the maximal ideal MP ⊂ k[C]P is principal and a generator t ∈ k(C) of
MP is called a uniformizer for C at P .

Definition 2.2 [3, p. 40]
For a curve C and a smooth point P we define the valuation on k[C]P as

ordP : k[C]P → N ∪ {∞}, f 7→ sup{d ∈ Z : f ∈Md
p }

and extend this to the entirety of k(C) by ordP (f/g) := ord(f)− ord(g).
Using this definition, uniformizers of C at P correspond to elements of valuation 1.

Uniformizers at a smooth point are in a sense the building blocks of k(C) with respect to this valuation.
They come equipped with useful properties such as the following.

Lemma 2.3 [3, II.1.4]
Let k be a perfect field, let C/k be a curve, and let t ∈ k(C) be a uniformizer at a smooth
P ∈ C(k). Then k(C) is a finite separable extension of k(t).

Proof: k(C) and k(t) both have transcendence degree 1 over k. The extension k(t) ⊂ k(C) is therefore
algebraic and as k(C) is finitely generated over k it is also finitely generated over k(t). The extension
k(t) ⊂ k(C) is therefore finite.
For separability let x ∈ k(C). As x is algebraic over k(t) there exists

Φ(T,X) =
∑

aijT
iXj ∈ k[T,X]

of minimal degree in X such that Φ(t, x) = 0 holds; Φ(t,X) ∈ k(t)[X] is the minimal polynomial of x
over k(t) if we take it to be monic. Let p = char(k). If Φ has a non-zero coefficient aij with p ∤ j then x
is separable over k(t). If instead Φ(T,X) = Ψ(T,Xp) for some Ψ ∈ k[T,X] we will reach a contradiction
as follows. Because we have assumed k to be perfect, every polynomial of the form F (Tp,Xp) is itself a
pth-power. We can therefore regroup Φ(T,X) according to powers of T modulo p as follows

Φ(T,X) = ϕ(T,Xp) =

p−1∑
h=0

∑
i,j

bijhT
ipXjp

Th =

p−1∑
h=0

ϕh(T,X)pTh.
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As we chose Φ such that Φ(t, x) = 0 holds but also have

ordP (ϕh(t, x)
pth) = p · ordP (ϕh(t, x)) + h · ordp(t) ≡ h mod p

as t is a uniformizer, we find ϕh(t, x) = 0 for h = 0, . . . , p− 1. After all, each ϕh(t, x)t
h has a different

order at P so the only way their sum can equal 0 is for all of them to equal 0.
As at least one of the ϕh(T,X) must have non-zero degree in X we have reached a contradiction. Φ(t,X)
was a polynomial in k(t)[X] of minimal degree with x as a root but there is an h such that ϕh(t, x) = 0
holds while deg(ϕh(t,X)) ≤ 1

p deg(Φ(t,X)). This contradiction yields that x is separable over k(t). □

2.2 Maps between curves

Akin to any branch of mathematics, maps between the objects of study are of interest to us.

Definition 2.4 [3, p. 11-12]
Let C1 and C2 ⊂ Pn be curves. A rational map from C1 to C2 is a map of the form

ϕ : C1 → C2, ϕ = [f0 : . . . : fn],

where fi ∈ k(C1) for 0 ≤ i ≤ n, with the property that, for every P ∈ C1 where all fi are defined,
ϕ(P ) = [f0(P ) : . . . : fn(P )] holds.
We say a rational map ϕ = [f0, . . . , fn] : C1 → C2 is regular at P ∈ C1 if there exists a g ∈ k(C1)
such that each gfi is defined at P and for some i we have (gfi)(P ) ̸= 0.
Provided such a g exists, and therefore that ϕ is regular at P , we set

ϕ(P ) = [(gf0)(P ) : . . . : (gfn)(P )].

Note that for different P ∈ C1 we might have to choose different g ∈ k(C1).
If ϕ is regular at all P ∈ C1 we call ϕ a morphism. If additionally, ϕ is bijective and its inverse is
also a morphism, we call ϕ is an isomorphism.

The following proposition gives a convenient sufficient condition for checking regularity of rational maps.

Proposition 2.5 [3, II.2.1]
Let C1, C2 be curves, let P ∈ C1 a smooth point, and let ϕ : C1 → C2 be a rational map. Then ϕ
is regular at P . In particular, if C1 is a smooth curve, then ϕ is a morphism.

Proof: Write ϕ = [f0, . . . , fN ] with fi ∈ k(C1) and choose a uniformizer t ∈ k(C1) for C1 at P . Define
n := min

0≤i≤N
ordP (fi). Then, for all 0 ≤ i ≤ N , we have

ordP (t
−nfi) = −n · ordP (t) + ordP (fi) = −n+ ordP (fi) ≥ 0

and, for j ∈ argmin
0≤i≤N

ordP (fi), we have

ordP (t
−nfj) = 0.

It follows that ϕ is regular at P .
In particular, if C1 is a smooth curve, then ϕ is regular at every P ∈ C1 and therefore a morphism.
Note that we can replace C2 with an arbitrary variety V ⊂ PN in the statement and the proof. □

Morphisms between curves have the useful property that they come in two different shapes: constant and
surjective.

Theorem 2.6 [3, II.2.3]
If ϕ : C1 → C2 is a morphism of curves, then ϕ is either constant or surjective. □

Needless to say, constant rational maps between curves are not particularly interesting. On the other hand,
non-constant rational maps of curves, which need not be morphisms, induce a map on the respective
function fields in the reverse direction.
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Definition 2.7 [3, p. 20]
Let C1/k and C2/k be curves and let ϕ : C1 → C2 be a non-constant rational map defined over k,
that is, the fi and g in definition 2.4 are taken to be elements of k(C1). Then we get an injection
of function fields fixing k, denoted ϕ∗, given by

ϕ∗ : k(C2) ↪→ k(C1), f 7→ f ◦ ϕ.

As this is a homomorphism of fields it is injective.

These induced maps have the convenient property that they contain the same information as the original
maps in the following sense.

Theorem 2.8 [2, II.6.8], [3, II.2.4]
Let C1/k and C2/k be curves.

i.) Let ϕ : C1 → C2 be a non-constant rational map defined over k. Then k(C1) is a finite
extension of ϕ∗(k(C2)).

ii.) Let ι : k(C2) → k(C1) be an injection of function fields which is the identity on k. Then there
exists a unique non-constant rational map ϕ : C1 → C2 over k such that ϕ∗ = ι holds.

Proof: i.) Since k(C2) ∼=k ϕ
∗(k(C2)) holds, both k(C1) and ϕ

∗(k(C2)) are finitely generated extensions
of transcendence degree 1 of k. The extension ϕ∗(k(C2)) ⊂ k(C1) therefore has transcendence degree 0.
As this extension is finitely generated and algebraic it is finite.
ii.) Let C2 ⊂ PN and assume, without loss of generality, that C2 is not contained in the hyperplane
X0 = 0. Let gi ∈ k(C2) be the function corresponding to Xi/X0 for 1 ≤ i ≤ N .

ϕ := [1 : ι(g1) : . . . : ι(gN )]

then defines a map ϕ : C1 → C2 with ϕ∗ = ι, where, as there is some non-constant gi and ι is injective,
ϕ is non-constant. To show uniqueness, consider another ψ = [f0, . . . , fN ] with ψ∗ = ι. Then, for
1 ≤ i ≤ N , we have

fi/f0 = ψ∗(gi) = ι(gi).

Therefore ψ = [1 : f1/f0 : . . . : fN/f0] = [1 : ι(g1) : . . . : ι(gN )] = ϕ holds, which proves uniqueness. □

Using this theorem we make the following definition.

Definition 2.9 [3, p. 21]
Let ϕ : C1 → C2 be a rational map of curves defined over k. If ϕ is a constant map we define the
degree of ϕ to be 0. Otherwise, we call ϕ a finite map and define its degree to be

deg(ϕ) := [k(C1) : ϕ
∗(k(C2))].

We call ϕ separable or (purely) inseparable if the field extension ϕ∗(k(C2)) ⊂ k(C1) is separable or
(purely) inseparable respectively. Furthermore, we denote the separable and inseparable degrees
of this extension by degs(ϕ) and degi(ϕ) respectively.
Using the fact that degrees of fields extensions are multiplicative in towers, we find, for another
rational map ψ : C2 → C3 of curves, the equality deg(ψ ◦ ϕ) = deg(ψ) · deg(ϕ). Note that this also
holds if either of the maps is constant.

Because degrees are multiplicative over composition it is easy to see that an isomorphism has degree 1. If
we assume our curves to be smooth, the converse is also true.

Proposition 2.10 [3, II.2.4.1]
Let C1 and C2 be smooth curves and let ϕ : C1 → C2 be a map of degree one, then ϕ is an
isomorphism.
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Proof: As deg(ϕ) = 1 holds we have ϕ∗(k(C2)) = k(C1), in other words, ϕ∗ is an isomorphism of fields.
Applying theorem 2.8.ii.) to (ϕ∗)−1 we get a rational map ψ : C2 → C1 with ψ∗ = (ϕ∗)−1. Since C2 is
smooth, this rational map ψ is a morphism by proposition 2.5. As (ϕ ◦ ψ)∗ = ψ∗ ◦ ϕ∗ is the identity
on k(C2) and (ψ ◦ ϕ)∗ = ϕ∗ ◦ ψ∗ the identity on k(C1), the assertion of uniqueness in theorem 2.8.ii.)
shows that ϕ ◦ ψ and ψ ◦ ϕ are the identity on C2 and C1 respectively. After all, it is easily checked the
(idC)

∗ = idk(C) holds. □

We next consider the behavior of a map at a point.

Definition 2.11 [3, p. 23]
Let ϕ : C1 → C2 be a non-constant map of smooth curves and let P ∈ C1. We define the
ramification index of ϕ at P , which we will denote by eϕ(P ), to be the quantity

eϕ(P ) := ordP (ϕ
∗(tϕ(P ))) ≥ 1.

Here tϕ(P ) ∈ k(C2) is any uniformizer of C2 at ϕ(P ).

This enables us to relate points of the codomain to points in the domain as well as properties of the map
as a whole.

Proposition 2.12 [3, II.2.6]
Let ϕ : C1 → C2 be a non-constant map of smooth curves. Then

i.) for every Q ∈ C2 ∑
P∈ϕ−1({Q})

eϕ(P ) = deg(ϕ)

holds;

ii.) for all but finitely many Q ∈ C2

#ϕ−1({Q}) = degs(ϕ)

holds. □

2.3 The Frobenius map

Similar to how fields of characteristic p > 0 come equipped with a Frobenius map, curves defined over a
field of characteristic p > 0 also have a Frobenius map. Whereas fields are closed under multiplication, in
the case of curves it cannot be guaranteed that raising all coordinates to the power of p in fact yields
another point of the curve.

Definition 2.13 [3, p. 25]
Let k be a perfect field of characteristic p > 0 and let q = pr for some r > 0. For f ∈ k[X] we
write f (q) for the polynomial in k[X] obtained by raising all coefficients of f to the power of q.
For a curve C/k we can define the curve C(q)/k with homogeneous ideal given by

I(C(q)) = ⟨f (q) : f ∈ I(C)⟩.

There exists a natural map from C to C(q) called the qth-power Frobenius morphism and it is
given by

ϕ : C → C(q), ϕ([x0 : . . . : xn]) = [xq0 : . . . : xqn]

which is easily checked to map to C(q) by f (q)(ϕ(P )) = fq(xq0, . . . , x
q
n) = (f(x0, . . . , xn))

q = 0 for
every f ∈ I(C) and P = [x0, . . . , xn] ∈ C.
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From this definition, the following properties swiftly follow.

Proposition 2.14 [3, II.2.11]
Let k be a perfect field of characteristic p > 0, let q = pr for some r ≥ 0, let C/k be a curve, and
let ϕ : C → C(q) be the qth-power Frobenius morphism. Then

i.) ϕ∗(k(C(q))) = k(C)q holds and ϕ is purely inseparable;

ii.) deg(ϕ) = q holds.

Proof: i.) As k is perfect, we have (k[X0, . . . ,Xn])
q = k[Xq

0, . . . ,X
q
n]. The set of quotients

f(Xq
0, . . . ,X

q
n)/g(X

q
0, . . . ,X

q
n) and the set of quotients f(X0, . . . ,Xn)

q/g(X0, . . . ,Xn)
q where f/g belongs

to k(C) are therefore equal. The first set is precisely ϕ∗(k(C(q))) while the second is k(C)q. It is clear
that the extension k(C)q ⊂ k(C) is purely inseparable, that is, every element of the larger field raised
to some power of p, is an element of the smaller field.
ii.) We may assume that there is a smooth k-rational point by replacing k with a finite extension if such
a point does not exist. Let t ∈ k(C) be a uniformizer at P . By lemma 2.3 the extension k(t) ⊂ k(C) is
separable. This yields the following tower of fields

k(t) k(C)q.

k(C)q(t)

k(C)

separable purely inseparable

It follows that the extension k(C)q(t) ⊂ k(C) has (in)separable degree one and therefore we have the
equality k(C) = k(C)q(t). Using i.), we now find deg(ϕ) = [k(C)q(t) : k(C)q]. As clearly tq ∈ k(C)q

and as ϕ is purely inseparable it suffices to show that tq/p /∈ k(C)q. By way of contradiction suppose
that tq/p = fq for some f ∈ k(C). We then have the equalities

q

p
= ordP (t

q/p) = q · ordP (f)

which is a contradiction as ordP (f) is an integer. We therefore have

deg(ϕ) = q.

□

With this knowledge of the Frobenius we can split a rational map into a ‘separable’ and an ‘inseparable’
part.

Corollary 2.15 [3, II.2.12]
Let ψ : C1 → C2 be a non-constant map of curves over a field of characteristic p > 0. Then ψ
factors as

C1
ϕ−→ C

(q)
1

λ−→ C2,

where q = degi(ψ), the map ϕ is the qth-power Frobenius, and λ is separable.

Proof: Let K be separable closure of ψ∗(k(C2)) in k(C1). Then the extension K ⊂ k(C1) is purely
inseparable of degree q and therefore k(C1)

q ⊂ K. By proposition 2.14 we have

k(C1)
q = ϕ∗(k(C

(q)
1 )) and [k(C1) : ϕ

∗(k(C
(q)
1 ))] = q.

By comparing degrees, we find ϕ∗(k(C
(q)
1 )) = K. We therefore have the following tower of fields

ψ∗(k(C2)) ⊂ ϕ∗(k(C
(q)
1 )) ⊂ k(C1).

Theorem 2.8.ii) then yields a λ : C
(q)
1 → C2 and by uniqueness we have ψ = λ ◦ ϕ. By comparing

(in)separable degrees, we find that λ is separable. □

9



2.4 Divisors

In this subchapter we will introduce the group of divisors associated to a curve. This group itself is not
particularly interesting but some of its subgroups and quotients by these subgroups enable us to make
some definitions and prove several theorems later on.

Definition 2.16 [3, p. 27]
We define the divisor group of a curve C, denoted Div(C), to be the free abelian group generated
by the points of C. That is

Div(C) :=

{∑
P∈C

nP (P ) | nP ∈ Z, nP ̸= 0 for finitely many P ∈ C

}
.

If D =
∑

P∈C nP (P ) ∈ Div(C) is a divisor, we define its degree to be

deg(D) :=
∑
P∈C

nP .

It is then easily checked that the divisors of degree 0 form a subgroup of Div(C), either by
definition or noting that it is the kernel of the group homomorphism deg : Div(C) → Z;

Div0(C) := {D ∈ Div(C) : deg(D) = 0}.

If C is smooth, a non-zero f ∈ k(C) will have only finitely many roots and poles at points of C. This
leads to the following definition.

Definition 2.17 [3, p. 27]
Let C be a smooth curve and let f ∈ k(C)×. The divisor associated to f , denoted div(f), is then
given by

div(f) =
∑
P∈C

ordP (f)(P ).

As ordP is a valuation, this map div: k(C)× → Div(C) is a group homomorphism. As it turns out,
deg(div(f)) = 0 holds for all f ∈ k(C)×. Divisors that lie in the image of div : k(C)× → Div0(C) ⊂ Div(C)
are of special interest to us, we therefore make the following definition.

Definition 2.18 [3, p. 28]
A divisor D ∈ Div(C) is called principal if it is of the form D = div(f) for some f ∈ k(C)×, i.e. it
lies in the image of div : k(C)× → Div(C). The principal divisors therefore form a subgroup of
Div(C). We name the quotient of the divisor group of C with its subgroup of principal divisors
the Picard group or divisor class group of C and denote it Pic(C);

Pic(C) := Div(C)/div(k(C)×).

For D1, D2 ∈ Div(C) we write D1 ∼ D2 if their classes in Pic(C) are the same, or equivalently, if
D1 −D2 is principal.
As we have an inclusion div(k(C)×) ⊂ Div0(C) we can also consider their quotient. We denote
this quotient with Pic0(C);

Pic0(C) := Div0(C)/div(k(C)×).

This is the image of Div0(C) in Pic(C).

10



We will put a partial ordering on Div(C) as follows.

Definition 2.19 [3, p. 33]
A divisor D =

∑
P∈C nP (P ) ∈ Div(C) is called positive, denoted D ≥ 0, if nP ≥ 0 for every

P ∈ C. For D,D′ ∈ Div(C) we now write D ≥ D′ if D −D′ ≥ 0 holds.
Using this definition, we associate to every divisor D ∈ Div(C), the set

L(D) := {f ∈ k(C)× : div(f) ≥ −D} ∪ {0}

which turns out to be a finite-dimensional k-vector space. We write ℓ(D) for its k-dimension.

2.5 Differentials

Next we define the vector space of differential forms on a curve. The main purpose to include this here, is
to formulate the Riemann-Roch theorem which defines the genus of a curve.

Definition 2.20 [3, p. 30]
Let C be a curve. We define the vector space of differential forms on C to be the k(C)-vector
space generated by the symbols dx where x ∈ k(C) together with the following relations:

i.) for all x, y ∈ k(C) d(x+ y) = dx+ dy;

ii.) for all x, y ∈ k(C) d(xy) = xdy + ydx;

iii.) for all λ ∈ k dλ = 0.

We denote this vector space with ΩC . This vector space has dimension 1 over k(C).

Proposition 2.21 [3, II.4.3]
Let C be curve, P ∈ C and t ∈ k(C) be a uniformizer for the local ring of C at P . Then ΩC

enjoys the following properties:

i.) For every ω ∈ ΩC there exists a unique g ∈ k(C) such that ω = gdt holds.
We denote this unique g ∈ k(C) with ω/dt.

ii.) For ω ∈ ΩC \ {0} the value ordP (ω/dt) is independent of the choice of uniformizer t.
We denote this value by ordP (ω).

iii.) For ω ∈ ΩC \ {0} there are only finitely many Q ∈ C with ordQ(ω) ̸= 0. □

Similar to what we did with elements of k(C)×, we use proposition 2.21 to make the following definition.

Definition 2.22 [3, p. 32]
Let ω ∈ ΩC \ {0}. The divisor associated to ω, denoted div(ω), is given by

div(ω) :=
∑
P∈C

ordP (ω)(P ) ∈ Div(C).

Remark 2.23 [3, p. 32]
Let ω1, ω2 ∈ ΩC \{0}. As ΩC is 1-dimensional over k(C) there exists f ∈ k(C) such that ω1 = fω2.
Therefore the equalities

div(ω1) = div(fω2) =
∑
P∈C

ordP (fw2) =
∑
P∈C

ordP (f(w2/dtP ))

=
∑
P∈C

ordP (f) + ordP (ω2/dtP ) = div(f) + div(ω2)

hold where tP ∈ k(C) is a uniformizer for P . Here we use (fw2)/dtP = f(w2/dt). It follows that
the classes of div(ω1) and div(ω2) in Pic(C) are the same.
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This leads to the following definition.

Definition 2.24 [3, p. 32]
The canonical divisor class on C is the class of div(ω) in Pic(C) for any non-zero differential
ω ∈ ΩC . Divisors in this canonical divisor class are called canonical divisors.

2.6 The Riemann-Roch theorem

With all these definitions at our disposal, we can now state this important theorem.

Theorem (Riemann-Roch) 2.25 [3, II.5.4]
Let C be a smooth curve. There is an integer g ≥ 0 such that for every canonical divisor kC on C
and every divisor D ∈ Div(C) the equality

ℓ(D)− ℓ(kC −D) = deg(D)− g + 1

holds. This g is called the genus of C. □

Defining the genus aside, we will be using this theorem in the following forms.

Corollary 2.26 [3, II.5.5]
Let C be a smooth curve with genus g and let kC be a canonical divisor on C. Then

i.) ℓ(kC) = g holds;

ii.) deg(kC) = 2g − 2 holds;

iii.) for D ∈ Div(C) with deg(D) > 2g − 2 the equality ℓ(D) = deg(D)− g + 1 holds.

Proof: i.) Applying theorem 2.25 (Riemann-Roch) to D = 0 yields the equality

ℓ(0)− ℓ(kC) = deg(0)− g + 1.

As L(0) = k ⊂ k(C) holds (the only f ∈ k(C) with no poles are constants) and deg(0) = 0 holds, we
find that ℓ(kC) = g holds.
ii.) Applying theorem 2.25 (Riemann-Roch) to D = kC we find the equality

ℓ(kC)− ℓ(0) = deg(kC)− g + 1.

Using i.) and the fact ℓ(0) = 1 holds we get the equality deg(kC) = 2g − 2 as required.
iii.) Using ii.) we find deg(kC −D) < 2g − 2− (2g − 2) = 0.
For any divisor D′ ∈ Div(C) with L(D′) ̸= 0 there exists non-zero f ∈ L(D′). This yields

0 = deg(div(f)) ≥ deg(−D′) = −deg(D′)

where we have used div(f) ≥ −D′. It follows that deg(D′) ≥ 0 holds. The contrapositive of this tells us
that divisors of negative degree, such as kC −D, satisfy L(kC −D) = 0 and therefore ℓ(kC −D) = 0
holds.
Applying theorem 2.25 (Riemann-Roch) to D now yields the equality

ℓ(D) = deg(D)− g + 1

as required. □
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3 Elliptic curves

Having defined the genus as well as having formulated and proven some results regarding general algebraic
curves, we now narrow our focus to a specific kind of curve: an elliptic curve.

3.1 Weierstrass form

Definition 3.1 [3, p. 59]
An elliptic curve is a pair (E,O) where E is a nonsingular curve of genus one and O ∈ E. We say
that (E,O) is defined over k, if E as a curve is defined over k and O ∈ E(k).

Oftentimes, elliptic curves are introduced differently, namely as the vanishing of a polynomial of a certain
form. The following theorem states that these definitions coincide.

Theorem 3.2 [3, III.3.1]
Let (E,O) be an elliptic curve defined over k. Then there exist functions x, y ∈ k(E) such that

ϕ : E → P2, ϕ = [x, y, 1]

gives an isomorphism of E/k to a curve given by

C : Y2 + a1XY+ a3Y = X3 + a2X
2 + a4X+ a6 (1)

where a1, . . . , a6 ∈ k and ϕ(O) = [0 : 1 : 0].

Proof: Because E has genus 1, corollary 2.26.iii.) (Riemann-Roch) tells us that the vector space
L(n(O)) has dimension n for n ≥ 1. In particular there exist functions x0, y0 ∈ k(E) such that 1, x0
forms a basis for L(2(O)) and 1, x0, y0 forms a basis for L(3(O))1. Note that x0 /∈ L((O)), therefore x0
has a pole of order greater than 1 at O. Since x0 ∈ L(2(O)) this order is at most 2; x0 has a pole of
order 2 at O. Similarly, y0 has a pole of order 3 at O. While L(6(O)) has dimension 6, it contains the
seven functions 1, x0, y0, x

2
0, x0y0, y

2
0 , x

3
0. We therefore have a (non-trivial) relation

A1 +A2x0 +A3y0 +A4x
2
0 +A5x0y0 +A6y

2
0 +A7x

3
0 = 0

with A1, . . . , A7 ∈ k2. Note that A6 and A7 are both non-zero, otherwise all terms would have different
order poles at O so the only way their sum could equal 0 would be for all the Ai to be 0 which would
make the relation trivial. If we define x := −x0/(A6A7) and y := y0/(A6A

2
7), then substituting these

into the non-trivial relation yields

A1 −A2A6A7x+A3A6A
2
7y +A4A

2
6A

2
7x−A5A

2
6A

3
7xy +A3

6A
4
7y

2 −A3
6A

4
7x

3 = 0.

Dividing this equation by A3
6A

4
7 yields an equation of the form (1); the coefficients of x3 and y2 would

be 1 (after moving x3 to the right hand side).
In particular, the map

ϕ : E → P2, ϕ = [x : y : 1]

lies in C, the vanishing of the curve we have just specified, given by an equation of the form (1).
Since E is smooth, ϕ is a morphism by proposition 2.5 and it is surjective (to C) by theorem 2.6 (x is
linearly independent from 1 so it is not constant). As y has a pole of higher order than x at O, we find
ϕ(O) = [0 : 1 : 0].
We will show that C is smooth. Suppose that C, given by equation (1), is singular. By performing a
linear change of coordinates we can assume, without loss of generality, that (0, 0) is a singular point. In
particular a6 = 0 holds. By taking partial derivatives and evaluating in (0, 0), which must yield 0, we
additionally find a3 = a4 = 0. C is therefore given by Y2 + a1XY = X3 + a2X

2. The rational map

ψ : C → P1, (x, y) 7→ [x : y]

1It is not obvious we can take these to be over k as opposed to k, see appendix B.
2Again, it is not obvious we can take the Ai in k as opposed to k.
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has an inverse given by

P1 → C, [1 : t] 7→ (t2 + a1t− a2, t
3 + a1t

2 − a2t)

and therefore has degree 1 (degrees are multiplicative over composition and the identity has degree 1).
So, if the C we have just defined were singular, we would have a rational map ψ : C → P1 of degree 1.
The composition ψ ◦ ϕ : E → P1 would then be a degree 1 map between smooth curves and therefore,
by proposition 2.10 an isomorphism. As E has genus one and P1 genus zero, this is a contradiction; C
is smooth.
We will now show that ϕ : E → C has degree one or equivalently that k(E) = ϕ∗(k(C)) holds. Since ϕ
is given by [x : y : 1] we have ϕ∗(k(C)) = k(x, y). Consider the map [x : 1] : E → P1 which has degree
two by proposition 2.12, the function x has precisely one pole: an order two pole at O. It follows that
[k(E) : k(x)] = 2 holds. Similarly, by considering the map [y : 1] : E → P1 we find that [k(E) : k(y)] = 3
holds. After all, y has precisely one pole; a pole of order 3 at O. Because degrees are multiplicative in
towers, [k(E) : k(x, y)] must divide both 2 and 3 and is therefore 1. In other words, deg(ϕ) = 1 holds.
We conclude that, as both E and C are smooth and ϕ has degree one, ϕ is an isomorphism E

∼→ C
(proposition 2.10). □

Equation (1) is called a Weierstrass form of the elliptic curve E/k. In this form we implicitly take
O = [0 : 1 : 0]. If E/k with char(k) = p > 0 is given by a Weierstrass equation. Then E(q) with q = pe for
some e ≥ 1 is again an elliptic curve (the Weierstrass equation will again specify a non-singular curve of
genus one). In particular, if k = Fq, the q

th-power Frobenius is the identity on k and we have E(q) = E.

3.2 The group law

One of the reasons to study elliptic curves is because of the following group structure they admit.

Composition Law 3.3 [3, III.2.1]
Let E/k be an elliptic curve given by a Weierstrass equation. Let P,Q ∈ E, let L be the line
through P and Q where we take the tangent line on E through P in the case that P = Q holds.
Let R be the unique third point of intersection of L with E. If we let L′ be the line through R
and O then this also has a unique third point of intersection with E, we denote this third point
with P ⊕Q.

That the lines L and L′ have precisely three points of intersection with E is a consequence of Bézout’s
theorem (see appendix B). We will however present explicit formulas at the end of this subchapter so
there is no need for this general theorem. We will later show that E forms an abelian group with identity
element O using this composition. The most difficult part is showing that the composition is associative,
the other properties required for an (abelian) group law are given here.

Proposition 3.4 [6, III.2.2]
The composition law 3.3 satisfies the following:

i.) If P,Q,R are the intersection points of a line L with E, then (P ⊕Q)⊕R = O holds.

ii.) For all P ∈ E: P ⊕O = P holds.

iii.) For all P,Q ∈ E: P ⊕Q = Q⊕ P holds.

iv.) For every P ∈ E there is a ⊖P ∈ E such that P ⊕ (⊖P ) = O holds.

Proof: i.) Notice that L is the line through P and Q as in 3.3. If we let L′ be the line through its third
intersection point R and O then the third intersection point of L′ is P ⊕Q. If we now consider the
line L2 through P ⊕Q and R as in 3.3 we know it’s third intersection point to be O. It follows that
(P ⊕Q)⊕R is the third intersection point of the tangent line of E at O which is O itself.
ii.) If L is the line through P and Q := O as in 3.3 and R its third point of intersection. Then the
line L′ as in 3.3 through R and O = Q will be the same line. We therefore know its third point of
intersection to be P ; P ⊕O = P .
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iii.) The composition law is defined symmetrically in P and Q.
iv.) Let R ∈ E be the third intersection point of the line through P and O. Applying i.) and ii.) we find

O = (P ⊕O)⊕R = P ⊕R.

□

All that is left to show that E forms an abelian group under ⊕ is associativity, or in other words, that
(P ⊕Q)⊕R = P ⊕ (Q⊕R) holds for all P,Q,R ∈ E. This is what we will do next, but proving this with
the definition given in 3.3 is quite tedious as there are many different cases to consider depending on
which points are the same or distinct. Instead, we move our perspective to an algebraic object and induce
its group structure onto E. However, before we do this we state and proof the following lemma.

Lemma 3.5 [3, III.3.3]
Let C be a curve of genus g = 1 and let P,Q ∈ C. Then the following equivalence holds:

(P ) ∼ (Q) if and only if P = Q.

Proof: ⇒: Write (P ) − (Q) = div(f) for some f ∈ k(C)×. It follows that div(f) ∈ L((Q)) as we
have the inequality (P )− (Q) ≥ −(Q). By corollary 2.26.iii (Riemann-Roch) we have ℓ((Q)) = 1 as
deg((Q)) = 1 > 0 = 2g − 2 holds. In other words, L((Q)) is a 1-dimensional k-vector space. As it is
clear that it contains the constant functions we have k ⊂ L((Q)) and by comparing dimensions over k
this is an equality. Therefore f ∈ k, div(f) = 0 and P = Q hold.
⇐: Clear. □

We will now show that the composition law 3.3 and the addition of divisor classes in Pic0(E) coincide for
an elliptic curve E given by a Weierstrass equation.

Theorem 3.6 [3, III.3.4]
Let (E,O) be an elliptic curve. Then (E,O) enjoys the following properties.

i.) For every divisor D ∈ Div0(E) of degree 0 there exists a unique P ∈ E such that

D ∼ (P )− (O).

Define σ : Div0(E) → E to be the map that sends D to this P .

ii.) This σ is surjective.

iii.) Let D1, D2 ∈ Div0(E). Then the equivalence

σ(D1) = σ(D2) if and only if D1 ∼ D2

holds. We therefore have an induced bijection σ : Pic0(E) → E.

iv.) The inverse of this induced σ is the function

κ : E → Pic0(E), P 7→ (P )− (O) ∈ Pic0(E).

v.) If E is given by a Weierstrass equation then κ satisfies

κ(P ⊕Q) = κ(P ) + κ(Q) for all P,Q ∈ E.

Proof: i.) Using the fact that E has genus 1, corollary 2.26.iii.) (Riemann-Roch) tells us that, for
every D ∈ Div0(E), ℓ(D + (O)) = 1 holds. Therefore there exists a non-zero f ∈ L(D + (O)). Because
div(f) ≥ −D − (O) and deg(div(f)) = 0 hold, we necessarily have div(f) = −D − (O) + (P ) for some
P ∈ E. After all, the difference of div(f) with −D − (O) has degree 1 and must be greater than or
equal to 0. In particular, we have D ∼ (P )− (O) which shows the existence of such a P ∈ E. Suppose
a P ′ ∈ E satisfies D ∼ (P ′)− (O). We then have

(P ) ∼ D + (O) ∼ (P ′)
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as ∼ respects our group operation. From lemma 3.5 we then conclude P = P ′ which shows uniqueness.
ii.) Let P ∈ E. We then have the equality

σ((P )− (O)) = P

which shows that σ is surjective.
iii.) Let Di ∈ Div0(E) and define Pi := σ(Di) for i = 1, 2. By definition of σ we have Di ∼ (Pi)− (O)
for i = 1, 2. By subtracting these two equivalences we get

D1 −D2 ∼ (P1)− (P2).

⇐: If P1 = P2 holds, we therefore have D1 −D2 ∼ 0 or equivalently D1 ∼ D2.
⇒: If D1 ∼ D2, we find (P1)− (P2) ∼ 0 or in other words (P1) ∼ (P2). Lemma 3.5 then yields P1 = P2

as required.
Taking the quotient of Div0(E) with ∼, which is precisely the definition of Pic0(E), therefore yields an
injection Pic0(E) ↪→ E. By ii.), this map is also surjective and as such a bijection.
iv.) For every P ∈ E the divisor (P ) − (O) has degree 0 so κ is well-defined. We have already seen
σ ◦ κ = idE to hold in ii.). Since we also know σ to be bijective, κ must then be its inverse.
v.) Let E be given by a Weierstrass equation and let P,Q ∈ E. Let the line L in P2 through P and Q
as in composition law 3.3 be given by

f(X,Y,Z) := aX+ bY+ cZ = 0.

Let R be third point of intersection of L with E and let L′, the line through R and O as in composition
law 3.3 be given by

g(X,Y,Z) := a′X+ b′Y+ c′Z = 0.

As the line given by Z = 0 intersects E at O = [0 : 1 : 0] with multiplicity 3, we the equalities

div(f/Z) = (P ) + (Q) + (R)− 3(O) and div(f/Z) = (R) + (P ⊕Q)− 2(O).

We therefore have

0 ∼ div(f ′/f) = div(f ′/Z)− div(f/Z) = (P ⊕Q)− (P )− (Q) + (O)

and as such

κ(P ⊕Q)− κ(P )− κ(Q) = (P ⊕Q)− (P )− (Q) + (O) = 0 ∈ Pic0(E).

In other words, κ(P ⊕Q) = κ(P ) + κ(Q) holds for all P,Q ∈ E. □

Corollary 3.7 [3, p. 62]
Let (E,O) be an elliptic curve given by a Weierstrass equation. Then (E,⊕) forms an abelian
group. □

Now that we know ⊕ to define an (abelian) group structure on E, the notation ⊖P for the/an additive
inverse of P ∈ E is justified; we know these to be unique. We will now provide a useful criterion for
determining when divisors on an elliptic curve are principal.

Corollary 3.8 [3, III.3.5]
Let (E,O) be an elliptic curve and let D =

∑
p∈E nP (P ) ∈ Div(E) be a divisor on E. Then D is

principal if and only if ∑
P∈E

nP = 0 and
∑
P∈E

nPP = O

hold. Note that the former summation happens in Z and the latter in E using its group structure.
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Proof: For a divisor D =
∑

p∈E nP (P ) ∈ Div0(E) of degree 0 we have

D ∼ 0 ⇐⇒ σ(D) = O 3.6.iii.)

⇐⇒ σ

∑
p∈E

nP (P )− nP (O)

 = O deg(D) = 0

⇐⇒
∑
P∈E

npσ((P )− (O)) = O 3.6.iv-v.)

⇐⇒
∑
P∈E

npP = O σ((P )− (O)) = P

where σ is the function introduced in theorem 3.6. This proves the implication from right to left.
For the other implication we note that deg(div(f)) = 0 for all f ∈ k(E). The equivalence above then
finishes the proof. □

The composition law as presented in 3.3 is rather abstract. Fortunately we can write down explicit
formulas for the group operation.

Group Law Formulas 3.9 [3, III.2.3]
Let E be an elliptic curve given by the Weierstrass equation

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6.

Let Pi = (xi, yi) ∈ E for 0 ≤ i ≤ 2, then.

i.) ⊖P0 = (x0,−y0 − a1x0 − a3) holds.

ii.) If x1 = x2 and y1 + y2 + a1x2 + a3 = 0, then P1 ⊕P2 = O. Otherwise, if we define λ and ν by

if λ ν

x1 ̸= x2
y2 − y1
x2 − x1

y1x2 − y2x1
x2 − x1

x1 = x2
3x21 + 2a2x1 + a4 − a1y1

2y1 + a1x1 + a3

−x31 + a4x1 + 2a6 − a3y1
2y1 + a1x1 + a3

,

then y = λx+ ν is the line through P1 and P2 or the tangent to E in P1 if P1 = P2 holds.

iii.) If we set (x3, y3) := P1 ⊕ P2, then

x3 = λ2 + a1λ− a2 − x1 − x2 and y3 = −(λ+ a1)x3 − ν − a3

hold, with λ, ν as in ii.) (here we again assume P2 ̸= ⊖P1).

Proof: i.) The line trough P0 and O is given by L : x−x0 = 0 (in Weierstrass coordinates). Substituting
in the given Weierstrass equation to find the intersection points yields

y2 + (a1x0 + a3)y − x30 − a2x
2
0 − a4x0 − a6 = 0.

We already know the root y0 so it is a simple calculation to verify that the other root is given by
−y0 − a1x0 − a3. Therefore, the line through P0 and (x0,−y0 − a1x0 − a3) intersects E in O and this
second point is therefore the inverse of the first. Note that even if P0 and (x0,−y0 − a1x0 − a3) are the
same point, the specified line intersects this point with multiplicity 2 so the statement still holds true.
ii.) The first part we have shown to be true in i.) so assume P2 ̸= ⊖P1. In the case that x1 ≠ x2 holds,
the formula for the line through P1 and P2 is standard and independent of E. In the other case x1 = x2
holds and we have already ruled out the possibility that P2 = ⊖P1 holds, therefore the equality P1 = P2

17



follows. Define F (x, y) := y2 + a1xy + a3y − x3 − a2x
2 − a4x− a6. Then the tangent at P1 is given by

∂

∂y
F (P1)(y − y1) = − ∂

∂x
F (P1)(x− x1)

⇝ (2y1 + a1x1 + a3)(y − y1) = −(a1y1 − 3x21 − 2a2x1 − a4)(x− x1)

⇝ y =
3x21 + 2a2x1 + a4 − a1y1

2y1 + a1x1 + a3
(x− x1) + y1

⇝ y = λx+
−3x31 − 2a2x

2
1 − a4x1 + 2a1y1x1 + 2y21 + a3y1
2y1 + a1x1 + a3

⇝ y = λx+
−x31 + a4x1 + 2a6 − a3y1 + 2F (x1, y1)

2y1 + a1x1 + a3

⇝ y = λx+ ν.

This shows that in either case the line L as in composition law 3.3 is given by y = λx+ ν.
iii.) Let P4 = (x4, y4) be the third intersection point of L with E. By proposition 3.4.i we have
(P1 ⊕ P2)⊕ P4 = O and therefore P4 = ⊖(P1 ⊕ P2) holds. By evaluating F in (x, λx+ ν) we find

F (x, λx+ ν) = λ2x2 + 2λνx+ ν2 + a1λx
2 + a3λx+ a3ν − x3 − a2x

2 − a4x− a6

= −x3 + (λ2 + a1λ− a2)x
2 + (2λν + a3λ− a4)x+ ν2 + a3ν − a6.

The roots of this polynomial give the x-coordinates of points in the intersection of L with E. As we
already know these roots, x1, x2, and x4, we get x1 + x2 + x4 = λ2 + a1λ − a2, the coefficient of x2

(note the minus sign before x3). It follows that x4 = λ2 + a1λ− a2 − x1 − x2 and y4 = λx4 + ν hold.
As P3 = ⊖P4 holds, we can apply the formula proven in i.) which yields

x3 = λ2 + a1λ− a2 − x1 − x2 and y3 = −(λ+ a1)x3 − ν − a3.

□

As these formulas are given by rational functions, one could wonder if the group operations (addition and
negation) are in fact morphisms. The answer to this question is affirmative.

Theorem 3.10 [3, III.3.6]
Let E/k be an elliptic curve given by a Weierstrass equation. Then the maps

⊕ : E × E → E, and ⊖ : E → E,

(P1, P2) 7→ P1 ⊕ P2, P 7→ ⊖P,

are morphisms.

Proof: By 3.9 the negation map is given by

(x, y) 7→ (x,−y − a1x− a3)

except at the point O. As this map is clearly rational and as E is smooth it is a morphism by proposition
2.5.
For an arbitrary point Q ̸= O of E we can consider the translation-by-Q map

τ : E → E, P 7→ P ⊕Q.

By the group law formulas given in 3.9 this is a rational map and as E is smooth it is again a morphism
by 2.5. As it has an inverse morphism, translation-by-⊖Q, it is an isomorphism.
From the addition formula ⊕ : E × E → E given in 3.9 it follows that ⊕ is given by a rational map,
except possibly at points of the form

(P, P ), (P,⊖P ), (P,O), (O,P ). (2)
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For arbitrary Q1, Q2 ̸= O on E with translation maps τ1, τ2 we can consider the following composition

ϕ : E × E
τ1×τ2−−−−→ E × E

⊕−→ E
τ−1
1−→ E

τ−1
2−→ E.

This map acts as follows:

(P1, P2)
τ1×τ27−−−−→ (P1 ⊕Q1, P2 ⊕Q2)

⊕7−→ P1 ⊕Q1 ⊕ P2 ⊕Q2
τ−1
17−−→ P1 ⊕ P2 ⊕Q2

τ−1
27−−→ P1 ⊕ P2.

Therefore, ϕ and the addition ⊕ agree. As the translation maps are isomorphisms it follows that ϕ is
given by a rational map except possibly at points of the form

(P ⊖Q1, P ⊖Q2), (P ⊖Q1,⊖P ⊖Q2), (P ⊖Q1,⊖Q2), (⊖Q1, P ⊖Q2)

which are precisely the points of the form (2) were we to apply τ1 × τ2. As Q1 and Q2 are arbitrary
points ( ̸= O) we can, by varying Q1 and Q2, find rational maps

ϕ1, . . . , ϕn : E × E → E

all of which agree with the addition ⊕ such that for all (P1, P2) ∈ E ×E there is a ϕi that is defined at
(P1, P2). It follows that ⊕ : E × E → E is a morphism. □

3.3 Isogenies

Now that we have defined and familiarized ourselves with elliptic curves, it makes sense to investigate
maps between elliptic curves. As elliptic curves have both a group structure and a geometric structure
it might not be immediately clear what these maps should look like. As it turns out, if the geometric
structure is respected, the group structure will follow. This, we will see in theorem 3.13.

Definition 3.11 [3, p. 66]
Let (E1, O1) and (E2, O2) be elliptic curves. An isogeny from E1 to E2 is a morphism

ϕ : E1 → E2 satisfying ϕ(O1) = O2.

When E1 = E2 holds, an important family of isogenies are the multiplication-by-m maps with respect to
the group structure.

Definition 3.12 [3, p. 67,69]
Let (E,O) be an elliptic curve and let m ∈ Z. We define the multiplication-by-m isogeny

[m] : E → E, P 7→ mP.

That is

[m](P ) =



m terms︷ ︸︸ ︷
P ⊕ . . .⊕ P , if m > 0;

O, if m = 0;

⊖P ⊖ . . .⊖ P︸ ︷︷ ︸
−m terms

if m < 0.

For m = 0 this is clearly a morphism. For m > 0 it is the composition [m] = ⊕◦ ([m− 1]× idE) ◦d
where d is the diagonal morphism

d : E → E × E, P 7→ (P, P )

and is therefore a morphism by induction. Finally, for m < 0 we have [m] = ⊖ ◦ [−m] so it is a
morphism. As [m](O) = O holds for all m ∈ Z, the multiplication-by-m map is an isogeny for all
m ∈ Z. We denote its kernel ker([m]) with E[m], the m-torsion subgroup of E.

As E forms an abelian group, the multiplication-by-m isogenies are also group homomorphisms. The
same turns out to be true for general isogenies.
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Theorem 3.13 [3, III.4.8]
Let (E1, O1) and (E2, O2) be elliptic curves and let ϕ : E1 → E2 be an isogeny. Then

ϕ(P ⊕Q) = ϕ(P )⊕ ϕ(Q)

holds for all P,Q ∈ E1.

Proof: If ϕ is the constant map P 7→ O2, the theorem is clear. Otherwise, ϕ induces a homomorphism

ϕ∗ : Pic
0(E1) → Pic0(E2),

∑
P∈E1

nP (P ) 7→
∑
P∈E1

nP (ϕ(P )).

We also have group isomorphisms

κi : Ei → Pic0(Ei), P 7→ (P )− (Oi)

for i = 1, 2 by theorem 3.6. This yields the following diagram

E1 Pic0(E1)

E2 Pic0(E2)

∼
κ1

ϕ ϕ∗

∼
κ2

which commutes because ϕ(O1) = O2 holds:

ϕ∗(κ1(P )) = ϕ∗

(
(P )− (O1)

)
= (ϕ(P ))− (ϕ(O1)) = (ϕ(P ))− (O2) = κ2(ϕ(P )).

In particular, as κ1, κ2 and ϕ∗ are all group homomorphisms with κ2 injective, ϕ must also be a group
homomorphism (κ2 is of course invertible, but for this argument injectivity suffices). □

Because isogenies are also group homomorphisms they have more structure then a general morphism of
curves. We can therefore strengthen some previous results on top of introducing new results.

Proposition 3.14 [3, III.4.10]
Let ϕ : (E1, O1) → (E2, O2) be a non-zero isogeny. Then

i.) for every Q ∈ E2 the equality #ϕ−1({Q}) = degs(ϕ) holds;

ii.) the map

ker(ϕ) → Aut(k(E1)/ϕ
∗(k(E2))), T 7→ τ∗T

is an isomorphism. Here τT is the translation-by-T map defined in the proof of theorem 3.10
and τ∗T is the endomorphism (which will be an automorphism as τT is invertible) it induces
on k(E1);

iii.) if ϕ is separable, #ker(ϕ) = deg(ϕ) holds and k(E1) is a Galois extension of ϕ∗(k(E2)).

Proof: i.) By proposition 2.12.ii), the statement holds for all but finitely many Q ∈ E2. As ϕ is a group
homomorphism, every fiber contains the same number of elements and therefore ϕ−1({Q}) = degs(ϕ)
holds for all Q ∈ E2.
ii.) Notice that for T ∈ ker(ϕ) and f ∈ k(E2) we have

τ∗T (ϕ
∗(f)) = (ϕ ◦ τT )∗(f) = ϕ∗(f)

as ϕ ◦ τT = ϕ holds. Therefore, τ∗T fixes ϕ∗(K2(E2)) so the specified map is well-defined. Furthermore,
we have the equalities

τ∗T ◦ τ∗S = (τS ◦ τT )∗ = (τS⊕T )
∗ = (τT⊕S)

∗
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which show that the map is a homomorphism. From i.) it follows that #ker(ϕ) = degs(ϕ) holds while
it is basic field theory that #Aut(k(E1)/ϕ

∗(k(E2))) ≤ degs(ϕ) holds. It therefore suffices to show that
the specified map is injective. If τ∗T fixes the entirety of k(E1) for some T ∈ ker(ϕ), then every element
of k(E1) takes the same value at T and O1. In particular, a Weierstrass coordinate function x has a
pole at O1 and no other poles. Therefore, T = O1 holds and the specified map is an isomorphism.
iii.) Assuming ϕ is separable we have, by i.), for all Q ∈ E2 the equalities

#ϕ−1({Q}) = degs(ϕ) = deg(ϕ).

Taking Q = O2 shows the first part of the statement. For the second we note that, using ii.), we now
have

#Aut(k(E1)/ϕ
∗(k(E2))) = #ker(ϕ) = deg(ϕ) = [k(E1) : ϕ

∗(k(E2))]

and therefore the extension ϕ∗(k(E2)) ⊂ k(E1) is Galois. □

Corollary 3.15 [3, III.4.11]
Let ϕ : (E1, O1) → (E2, O2) and ψ : (E1, O1) → (E3, O3) be non-constant isogenies with ϕ separa-
ble and ker(ϕ) ⊂ ker(ψ). Then there exists a unique isogeny λ : (E2, O2) → (E3, O3) such that
ψ = λ ◦ ϕ holds.

Proof: As ϕ is separable, proposition 3.14.iii.) tells us that the extension ϕ∗(k(E2)) ⊂ k(E1) is Galois.
Using the fact that ker(ϕ) ⊂ ker(ψ) and the identification given in 3.14.ii.), it follows that every element
of Gal(k(E1)/ϕ

∗(k(E2))) also fixes ψ∗(k(E3)). In particular, we have inclusions

ψ∗(k(E3)) ⊂ ϕ∗(k(E2)) ⊂ k(E1).

Theorem 2.8.ii) now yields a map λ : E2 → E3 with ϕ∗ ◦ λ∗ = ψ∗. By the uniqueness assertion in
theorem 2.8.ii) it then follows that λ ◦ ϕ = ψ holds. Finally, we have

λ(O2) = λ(ϕ(O1)) = ψ(O1) = O3,

showing that λ is an isogeny. □

3.4 The dual isogeny

Next we will introduce the dual of an isogeny. For this we will need the following fact.

Lemma 3.16 [3, p. 82]
Let E/k be an elliptic curve where char(k) = p > 0. Then [p] is not separable. □

Theorem 3.17 [3, III.6.1]
Let ϕ : (E1, O1) → (E2, O2) be a non-constant isogeny of degree m. Then there exists a unique
isogeny

ϕ̂ : E2 → E1 such that ϕ̂ ◦ ϕ = [m]

holds. This ϕ̂ is called the dual of ϕ or the dual isogeny to ϕ.
For the zero-map we take the dual to be the zero-map in the other direction.

Proof: To see that such ϕ̂, if it exists, is unique we consider another such isogeny ϕ̂′. Their pointwise
difference ϕ̂− ϕ̂ is again an isogeny which follows from theorem 3.10. We now find the equalities

(ϕ̂− ϕ̂′) ◦ ϕ = [m]− [m] = [0].
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As ϕ is non-constant, ϕ̂− ϕ̂′ must be constant by theorem 2.6 and as (ϕ̂− ϕ̂′)(O2) = O1 we find ϕ̂ = ϕ̂′.

We will now show that for another isogeny ψ : (E2, O2) → (E3, O3) of degree n we have ψ̂ ◦ ϕ = ϕ̂ ◦ ψ̂
if the latter (and therefore the former) exist. We calculate

(ϕ̂ ◦ ψ̂) ◦ (ψ ◦ ϕ) = ϕ̂ ◦ [n] ◦ ϕ !
= [n] ◦ ϕ̂ ◦ ϕ = [nm]

where we have used the fact that ϕ̂ is a homomorphism (theorem 3.13) and therefore commutes with

multiplication-by-n maps. In particular, ψ̂ ◦ ϕ = ϕ̂ ◦ ψ̂ holds. Therefore, if we are able to write an
isogeny as a composition of isogenies it suffices to show the existence of a dual to every isogeny in the
composition. We will show the existence of a dual of an arbitrary isogeny ϕ : E1 → E2 of degree m in
two cases.

Case 1; ϕ is separable. Because ϕ is separable, proposition 3.14.iii.) tells us that #ker(ϕ) = m holds.
In particular every element of ker(ϕ) has order dividing m. This yields the inclusion ker(ϕ) ⊂ ker([m]).

Corollary 3.15 then yields an isogeny ϕ̂ : E2 → E1 with ϕ̂ ◦ ϕ = [m].
Case 2; ϕ is inseparable. Let pe = q = degi(ϕ). Then by corollary 2.15 we can write

ϕ = λ ◦ Fe ◦ Fe−1 . . . ◦ F1

where λ is separable and the Fi are p
th-power Frobenius maps. We have already shown that λ has a

dual as it is separable. To see that a pth-power Frobenius F has a dual we use lemma 3.16 and again
corollary 2.15 that allows us to write [p] = ψ ◦ F ′r ◦ . . . ◦ F ′2 ◦ F for pr = degi([p]) ≥ p and where the F ′j
are Frobenius maps. In particular, we have

(ψ ◦ F ′r ◦ . . . ◦ F ′2) ◦ F = [p]

where p = deg(F ) holds by proposition 2.14.ii.). We can therefore take F̂ = ψ ◦ F ′r ◦ . . . ◦ F ′2. Note that
r ≥ 1 holds, so F does in fact appear in the composition. □

Definition 3.18
Let E/k be an elliptic curve with char(k) = p > 0 and let F be the pth-power Frobenius. The
dual of F is called the Verschiebung of E and we denote it with V .

Duals to isogenies come equipped with numerous properties some of which are given in the following
theorem. All of these are rather straightforward to prove, given the previous properties, except for the
third property, especially in characteristic p > 0. We therefore omit proving these properties.

Theorem 3.19 [3, III.6.2]
Let ϕ : E1 → E2 be an isogeny.

i.) Let m = deg(ϕ). Then ϕ̂ ◦ ϕ = [m] holds on E1 and ϕ ◦ ϕ̂ = [m] holds on E2.

ii.) Let λ : E2 → E3 be an isogeny. Then λ̂ ◦ ϕ = ϕ̂ ◦ λ̂ holds.

iii.) Let ψ : E1 → E2 be an isogeny. Then ϕ̂+ ψ = ϕ̂+ ψ̂, where + denotes the pointwise sum,
holds.

iv.) For all m ∈ Z the equalities [̂m] = [m] and deg([m]) = m2 hold.

v.) deg(ϕ̂) = deg(ϕ) holds.

vi.)
ˆ̂
ϕ = ϕ holds. □

Remark 3.20
From theorem 3.19.iv.) it follows that the ring homomorphism

[ ] : Z → End(E) := {ϕ : E → E | ϕ is an isogeny}

is injective; only [0] has degree 0.
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Using these properties of duals to isogenies we can investigate the torsion subgroups of an elliptic curve.

Corollary 3.21 [3, III.6.4]
Let (E,O) be an elliptic curve and let m ∈ Z. If char(k) = p and p ∤ m, so m is non-zero in k,
then

E[m] ∼= Z/mZ× Z/mZ.

Proof: Because deg([m]) = m2 holds by theorem 3.19.iv.), the map [m] is separable. After all, if it
were inseparable, p > 0 would hold, [m] would factor through a non-trivial power of the Frobenius, and
its degree would therefore be a multiple of p. By proposition 3.14.iii.) we therefore have the equality
#E[m] = deg([m]) = m2. As this also holds for every divisor d of m; #E[d] = d2, the only abelian
group E[m] can be, is Z/mZ× Z/mZ. □

Corollary 3.22 [3, III.6.4]
Let (E,O) be an elliptic curve. Assume char(k) = p > 0 and that k is perfect. Then one of the
following holds

i.) E[pe] = {O} for all e ≥ 1;

ii.) E[pe] ∼= Z/peZ for all e ≥ 1.

Proof: Suppose e ≥ 1. Consecutively applying proposition 3.14.i.), the definition of a dual, and
proposition 2.14.i.) yields

#E[pe] = degs([p
e]) = degs(V )e · degs(F )e = degs(V )e

where F is the pth-power Frobenius and V the Verschiebung; its dual. By 3.19.v.) and 2.14.ii.) we have
the equalities

deg(V ) = deg(F ) = p.

In the case that V is inseparable we therefore have degs(V ) = 1 and therefore E[pe] is trivial for all
e ≥ 1. Otherwise V is separable, degs(V ) = p, and we have #E[pe] = pe for all e ≥ 1. To see that E[pe]
must therefore be cyclic we note that #E[pe] is strictly greater than #E[pe−1]. Therefore there exist
elements in E with order dividing pe and order not dividing pe−1. In other words, there are elements of
order pe in E and therefore E[pe] is cyclic of order pe. □

This gives rise to the following definition.

Definition 3.23 [3, p. 145]
Let (E,O) be an elliptic curve. Assume char(k) = p > 0 and that k is perfect. If corollary 3.22.i.)
holds we call E supersingular. In the other case, that is, corollary 3.22.ii.) holds, we call E ordinary.

We will now introduce the notion of a (positive definite) quadratic form. As we will see later, the degree
map of isogenies adheres to this notion.

Definition 3.24 [3, p. 85]
Let A be an abelian group. A function d : A→ R is called a quadratic form if

i.) d(α) = d(−α) holds for all α ∈ A,

ii.) the map A×A→ R, (α, β) 7→ d(α+ β)− d(α)− d(β) is bilinear.

Additionally, a quadratic form d is called positive definite if

iii.) d(α) ≥ 0 holds for all α ∈ A,

iv.) d(α) = 0 holds if and only if α = 0 holds.
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Theorem (Cauchy-Schwarz Inequality) 3.25 [3, V.1.2]
Let A be an abelian group and let d : A→ Z be a positive definite quadratic form. Then

|d(α− β)− d(α)− d(β)| ≤ 2
√
d(α)d(β)

holds for all α, β ∈ A.

Proof: Let α, β ∈ A and let L(α, β) := d(α+ β)− d(α)− d(β) be the bilinear form associated to d.
First we notice that, for all m ∈ Z, we have the equalities

md(2α)− 2md(α) = mL(α, α) = L(mα,α) = d((m+ 1)α)− d(mα)− d(α) and

−d(2α) = d(α)− d(2α)− d(α) = L(2α,−α) = 2L(α,−α) = −4d(α).

Therefore d(2α) = 4d(α) and d((m+ 1)α) = d(mα) + (2m+ 1)d(α) hold. By induction we therefore
have d(mα) = m2d(α) for all m ≥ 0. As d(α) = d(−α) holds, we find d(mα) = m2d(α) for all m ∈ Z.
Because d is positive definite we find, for all m,n ∈ Z,

0 ≤ d(mα− nβ) = L(mα,−nβ) + d(mα) + d(nβ) = mnL(α,−β) +m2d(α) + n2d(β).

Setting m = −L(α,−β) and n = 2d(α) yields

0 ≤ d(α)(4d(α)d(β)− L(α,−β)2).

From this, the inequality follows as long as d(α) is non-zero. This happens precisely when α is non-zero.
If α = 0 holds, the inequality trivially holds. □

Proposition 3.26 [3, III.6.3]
Let (E1, O1) and (E2, O2) be elliptic curves. The degree map deg : Hom(E1, E2) → Z is a positive
definite quadratic form. Here we take Hom(E1, E2) := {ϕ : E1 → E2 | ϕ is an isogeny}.

Proof: Clearly, properties i.), iii.) and iv.) are satisfied. To see that

⟨ϕ, ψ⟩ := deg(ϕ+ ψ)− deg(ϕ)− deg(ψ)

is bilinear we use the injection [ ] : Z → End(E1). By employing theorem 3.19.iii.) we calculate, for
ϕ, ψ ∈ Hom(E1, E2),

[⟨ϕ, ψ⟩] = [deg(ϕ+ ψ)]− [deg(ϕ)]− [deg(ψ)] = ̂(ϕ+ ψ) ◦ (ϕ+ ψ)− ϕ̂ ◦ ϕ− ψ̂ ◦ ψ

= (ϕ̂+ ψ̂) ◦ (ϕ+ ψ)− ϕ̂ ◦ ϕ− ψ̂ ◦ ψ = ϕ̂ ◦ ψ + ψ̂ ◦ ϕ.

Again by theorem 3.19.iii.), this is linear in both ϕ and ψ. It follows that ⟨ ⟩ is bilinear. □

3.5 The Weil pairing

Let (E,O) defined over k be an elliptic curve, let char(k) = p, not necessarily greater than 0, and let
m ≥ 2 be an integer such that p ∤ m. We have seen that E[m] ∼= Z/nZ × Z/nZ. We will introduce a
pairing that associates an mth root of unity to every ordered pair of m-torsion elements.
Let T ∈ E[m]. By corollary 3.8 there exists f ∈ k(E) with div(f) = m(T )−m(O). Let T ′ ∈ E be a point
satisfying [m]T ′ = T which exists as [m] is non-constant (and therefore surjective). By corollary 3.8 there
then exists g ∈ k(E) with

div(g) = [m]∗((T ))− [m]∗((O)) =
∑

Q∈E[m]

((T ′ ⊕Q)− (Q)).

Here [m]∗ is defined by

[m]∗ : Div(E) → Div(E), (Q) 7→
∑

P∈[m]−1({Q})

e[m](P )(P ).
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We furthermore notice that the rightmost term has degree 0 and∑
Q∈E[m]

(T ′ ⊕Q⊖Q) =
∑

Q∈E[m]

T ′ = [m2](T ′) = O

holds. This shows that the conditions for corollary 3.8 are satisfied. Let ϕ = [m], we calculate

div(f ◦ ϕ) = m

 ∑
P∈ϕ−1({T})

eϕ(P )(P )−
∑

P∈ϕ−1({O})

eϕ(P )(P )

 = m(ϕ∗((T ))− ϕ∗((O))) = div(gm).

As such, (f ◦ [m])/gm has associated divisor 0 and is therefore constant. By replacing f with a scalar
multiple, we may assume f ◦ [m] = gm holds. If we now take another m-torsion point S ∈ E[m], not
necessarily distinct from T , we find, for all P ∈ E,

g(P ⊕ S)m = f([m](P )⊕ [m](S)) = f([m](P )) = g(P )m.

The function P 7→ g(P ⊕ S)/g(P ), where this is defined, therefore only takes on mth roots of unity. The
morphism

E → P1, P 7→ [g(P ⊕ S)/g(P ) : 1]

is therefore not surjective and must, by theorem 2.6, be constant. If we let µm := {λ ∈ k
×
: λm = 1} be

the group of mth roots of unity in k we can define the pairing

em : E[m]× E[m] → µm, (S, T ) 7→ g(P ⊕ S)/g(P )

where g is constructed as above and P ∈ E is any point such that both g(P ⊕ S) and g(P ) are defined
and non-zero. As given some T ∈ E[m], g is defined uniquely up to scalar multiplication, the pairing does
not depend on this choice [3, p. 93-94].

Definition 3.27 [3, p. 94]
This pairing em : E[m]× E[m] → µm is called the Weil em-pairing.

Theorem 3.28 [3, III.8.1]
The Weil em-pairing enjoys the following properties.

i.) It is bilinear; for all S1, S2, T1, T2 ∈ E[m] the equalities

em(S1 ⊕ S2, T1) = em(S1, T1)em(S2, T1),

em(S1, T1 ⊕ T2) = em(S1, T1)em(S1, T2)

hold.

ii.) It is alternating; for all T ∈ E[m] the equality em(T, T ) = 1 holds.

iii.) It is nondegenerate; if em(S, T ) = 1 holds for all S ∈ E[m], then T = O holds.

iv.) It is compatible; emm′(S, T ) = em([m′]S, T ) holds for all S ∈ E[mm′] and T ∈ E[m].

Proof: i.) For linearity in the first component we notice

em(S1 ⊕ S2, T1) =
g(P ⊕ S1 ⊕ S2)

g(P )
=
g(P ⊕ S1 ⊕ S2)

g(P ⊕ S1)

g(P ⊕ S1)

g(P )
= em(S2, T1)em(S1, T1).

Here g is a rational function depending on T1 as in the definition of the pairing and P ∈ E is any point
such that the evaluations in g are defined and non-zero.
For linearity in the second component we let f1, f2, f3, g1, g2, g3 be functions for the points T1, T2, and
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T3 := T1 ⊕ T2 as in the definition of the pairing. By employing corollary 3.8, choose an h ∈ k(E) with
divisor div(h) = (T3)− (T1)− (T2) + (O). Then

div

(
f3
f1f2

)
= m(T3)−m(T1)−m(T2) +m(O) = m · div(h) = div(hm)

holds and therefore f3 = cf1f2h
m for some c ∈ k. Using fi ◦ [m] = gmi for i = 1, 2, 3 and taking mth

roots, yields g3 = c′g1g2(h ◦ [m]) for some c′ ∈ k. We now compute

em(S1, T1 ⊕ T2) =
g3(P ⊕ S1)

g3(P )
=
g1(P ⊕ S1)g2(P ⊕ S1)h([m](P )⊕ [m](S1))

g1(P )g2(P )h([m](P ))

= em(S1, T1)em(S1, T2)

where P ∈ E is a point such that all evaluations are defined and non-zero and we have used the fact
that [m](S1) = O holds.
ii.) Let T ∈ E[m] and let f and g be as in the definition of the pairing. We calculate

div

(
m−1∏
i=0

f ◦ τ[i]T

)
= m

m−1∑
i=0

(
([1− i](T ))− ([−i](T ))

)
= 0

where τP is the translation-by-P map. Therefore,
∏m−1

i=0 f ◦ τ[i](T ) is constant. If we now choose some
T ′ ∈ E with [m](T ′) = T , then(

m−1∏
i=0

g ◦ τ[i](T ′)

)m

=

m−1∏
i=0

gm ◦ τ[i](T ′) =

m−1∏
i=0

f ◦ [m] ◦ τ[i](T ′) =

m−1∏
i=0

f ◦ τ[i](T ) ◦ [m]

=

(
m−1∏
i=0

f ◦ τ[i](T )

)
◦ [m]

holds. As the rightmost term is constant,
∏m−1

i=0 g ◦ τ[i](T ′) must be constant as well. In particular, it
takes the same values at P and P ⊕ T ′:

m−1∏
i=0

g(P ⊕ [i](T ′)) =

m−1∏
i=0

g(P ⊕ [i+ 1](T ′)).

Cancelling like factors, where we pick P such that none of the factors are 0, yields

g(P ) = g(P ⊕ [m]T ′) = g(P ⊕ T ).

In other words,

em(T, T ) = g(P ⊕ T )/g(P ) = 1

holds.
iii.) Let T ∈ E[m] such that em(S, T ) = 1 holds for all S ∈ E[m] and let f, g be functions as in the
definition of the pairing. It follows that g(P ⊕ S) = g(P ) for all S ∈ E[m]. Proposition 3.14.ii) then
yields that g ∈ [m]∗(k(E)) or, put differently, g = h ◦ [m] for some h ∈ k(E). We then get the equalities

hm ◦ [m] = (h ◦ [m])m = gm = f ◦ [m]

from which hm = f follows. Now, m · div(h) = div(f) = m(T )−m(O) holds and we therefore have the
equality div(h) = (T )− (O). From lemma 3.5 we can now conclude that T = O holds.
iv.) Taking f and g as in the definition of the pairing with m, we have div(fm

′
) = mm′(T )−mm′(O)

and, as gm = f ◦ [m] holds, (g ◦ [m′])mm′
= (f ◦ [mm′])m′

holds as well. We therefore have

emm′(S, T ) =
(g ◦ [m]′)(P ⊕ S)

(g ◦ [m′])(P )
=
g([m′](P )⊕ [m′]S)

g([m′](P ))
= em([m′]S, T )

where P ∈ E is any point for which the evaluations are defined and non-zero. □
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Were we to consider two elliptic curves with an isogeny ϕ from one to the other, then each would have
their own Weil pairings. We can relate these pairings using ϕ in the following sense.

Theorem 3.29 [3, III.8.2]
Let ϕ : (E1, O1) → (E2, O2) be an isogeny, then for all S ∈ E1[m] and T ∈ E2[m] the equality

em(S, ϕ̂(T )) = em(ϕ(S), T )

holds.

Proof: Let f and g be as in the definition of the pairing for T . Using corollary 3.8, choose an h ∈ k(E1)
such that

ϕ∗((T ))− ϕ∗((O2)) = (ϕ̂(T ))− (O1) + div(h)

holds. We now observe

div

(
f ◦ ϕ
hm

)
= ϕ∗(div(f))−m · div(h) = m(ϕ∗((T ))− ϕ∗((O2))− div(h)) = m(ϕ̂(T ))−m(O)

and (
g ◦ ϕ
h ◦ [m]

)m

=
f ◦ [m] ◦ ϕ
hm ◦ [m]

=

(
f ◦ ϕ
h

)
◦ [m].

We therefore have the equalities

em(S, ϕ̂(T )) =
((g ◦ ϕ)/(h ◦ [m]))(P ⊕ S)

((g ◦ ϕ)/(h ◦ [m]))(P )
=
g(ϕ(P )⊕ ϕ(S))

g(ϕ(P ))

h([m](P ))

h([m](P )⊕ [m](S))
= em(ϕ(S), T )

where we have used [m](S) = O1 and P ∈ E is a point such that all evaluations are defined and
non-zero. □

This theorem states that ϕ and ϕ̂ are adjoint with respect to the Weil pairing.

Definition 3.30 [3, p. 88]
Let (E,O) be an elliptic curve and let ℓ ∈ Z be prime. The ℓ-adic Tate module of E is the group

Tℓ(E) := lim←−
n

E[ℓn]

where the inverse limit is being taken with respect to

E[ℓn+1]
[l]−−−−−→ E[ℓn].

Similarly, we define the Tate module of k to be the group

Tℓ(µ) := lim←−
n

µℓn

with respect to the maps

µℓn+1

ζ 7→ζℓ

−−−→ µℓn .
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Remark 3.31
Notice that E[ℓn] has a natural Z/ℓnZ-module structure. Tℓ(E) therefore has a Zℓ-module
structure.
From corollaries 3.21 and 3.22 it immediately follows that

Tℓ(E) ∼=

{
Zℓ × Zℓ, ℓ ̸= char(k);

0 or Zℓ, ℓ = char(k)

as Zℓ-modules.

These Tate-modules will prove useful as they allow us study isogenies in a different setting. Let
ϕ : (E1, O1) → (E2, O2) be an isogeny. As ϕ is a group homomorphism by theorem 3.13, we find
[ℓ] ◦ϕ = ϕ ◦ [ℓ]. In particular, ϕ restricts to a map ϕ|E1[ℓn] : E1[ℓ

n] → E2[ℓ
n] and hence induces a Zℓ-linear

map

ϕℓ : Tℓ(E1) → Tℓ(E2)

on the Tate modules. As these maps are Zℓ-linear we can use some concepts from linear algebra to study
these induced maps.

Let (E,O) be an elliptic curve. Like isogenies we can also lift the Weil pairings

eℓn : E[ℓn]× E[ℓn] → µℓn

into an ℓ-adic Weil pairing on the Tate modules;

e : Tℓ(E)× Tℓ(E) → Tℓ(µ).

In order for such a lift to be well-defined, the pairings would have to be compatible with the maps with
respect to which we take inverse limits. In other words, we would have to show that

eℓn([l](S), [l](T )) = eℓn+1(S, T )ℓ

holds for all S, T ∈ E[ℓn+1]. For this we will use theorem 3.28. Let S, T ∈ E[ℓn+1]. We compute

eℓn+1(S, T )ℓ
i.)
= eℓn+1(S, [ℓ](T ))

iv.)
= eℓn([ℓ](S), [ℓ](T ))

and as such, the pairings lift to a pairing e : Tℓ(E) × Tℓ(E) → Tℓ(µ). This pairing inherits bilinearity,
alternativity, and nondegeneracy as in theorem 3.28 as well as the fact that a (lifted) isogeny and its
(lifted) dual are adjoints for the pairing [3, p. 97-98].

Proposition 3.32 [3, III.8.6]
Let (E,O) be an elliptic curve and l ̸= char(k) be a prime.
For every ϕ ∈ End(E) the equalities

det(ϕℓ) = deg(ϕ) and tr(ϕℓ) = 1 + deg(ϕ)− deg(1− ϕ)

hold. In particular, the determinant and trace of ϕℓ are independent of ℓ.

Proof: Let v1, v2 form a Zℓ-basis for Tℓ(E) ∼= Zℓ × Zℓ and let(
a b
c d

)
∈ Mat(2× 2,Zℓ)

be the matrix associated to ϕℓ with respect to this basis. Employing properties of the pairing and duals
we now compute

e(v1, v2)
deg(ϕ) = e(deg(ϕ) · v1, v2) = e(ϕ̂l(ϕl(v1)), v2) = e(ϕl(v1),

ˆ̂
ϕl(v2)) = e(ϕl(v1), ϕl(v2))

= e(av1 + cv2, bv1 + dv2) = e(v1, v1)
abe(v1, v2)

ade(v2, v1)
bce(v2, v2)

dc

= e(v1, v2)
ad−bc = e(v1, v2)

det(ϕℓ).
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Because the pairing e is nondegenerate we must therefore have deg(ϕ) = det(ϕℓ). As for any 2×2-matrix
A we have det(T · I2 −A) = T2 − tr(A)T + det(A), we find, by setting T = 1,

tr(ϕl) = 1 + det(ϕl)− det(1− ϕl) = 1 + det(ϕl)− det((1− ϕ)l) = 1 + deg(ϕ)− deg(1− ϕ).

□

3.6 The trace of Frobenius

In this subchapter, we will be further investigating the Frobenius map on an elliptic curve defined over a
finite field with q = pn elements. For this, we will need the following fact.

Lemma 3.33 [3, III.5.5]
Let (E,O) be an elliptic curve defined over the field Fq, let ϕ be its qth-power Frobenius map, and
let m,n ∈ Z. Then the map m+ nϕ is separable if and only if p ∤ m. In particular, 1− ϕ : E → E
is separable. □

When an elliptic curve is defined over a finite field Fq one could wonder how many Fq-rational points
there are. It is easy to give an upper bound, after all, when given by a Weierstrass equation, for each
x ∈ Fq there are at most two y ∈ Fq such that (x, y) forms an Fq-rational point of the curve. Including
the point at infinity, therefore gives an upper bound of 2q + 1. The following theorem gives a non-trivial
bound.

Theorem (Hasse) 3.34 [3, V.1.1]
Let E/Fq be an elliptic curve. Then

|#E(Fq)− q − 1| ≤ 2
√
q

holds.

Proof: Choose a Weierstrass equation for E with coefficients in Fq and let ϕ : E → E(q) = E denote
the qth-power Frobenius on E. For a point P ∈ E(Fq) we then have the equivalence

P ∈ E(Fq) ⇐⇒ ϕ(P ) = P.

It follows that E(Fq) = ker(1 − ϕ) holds. As lemma 3.33 tells us that 1 − ϕ is separable, applying
proposition 3.14.iii.) then yields the equality #ker(1 − ϕ) = deg(1 − ϕ). By the Cauchy-Schwarz
inequality 3.25 and by proposition 3.26 we have

|deg(1− ϕ)− deg(1)− deg(ϕ)| ≤ 2
√
deg(1) deg(ϕ).

Substituting deg(1− ϕ) = #E(Fq), d(1) = 1, and d(ϕ) = q (by proposition 2.14) yields

|#E(Fq)− q − 1| ≤ 2
√
q

as required. □

The value whose absolute we have bound above in this theorem turns out to be a useful constant of a
curve. In the next theorem we name this value and justify its name in the proof.

Theorem 3.35 [3, V.2.3.1]
Let E/Fq be an elliptic curve, let ϕ : E → E(q) = E be the qth-power Frobenius endomorphism,
and let aq := q + 1−#E(Fq). Then

ϕ2 − aqϕ+ q = 0

holds. We call the value aq the trace of (the qth-power) Frobenius.
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Proof: Let ℓ ̸= p be a prime. In the proof of theorem 3.34 we have seen that #E(Fq) = deg(1− ϕ)
holds. By proposition 3.32 we have the equalities

det(ϕℓ) = deg(ϕ)
2.14
= q,

tr(ϕℓ) = 1 + deg(ϕ)− deg(1− ϕ) = 1 + q −#E(Fq) = aq.

The characteristic polynomial of ϕℓ therefore equals T2 − aqT+ q. By the Cayley-Hamilton theorem,
ϕℓ is a root of this polynomial. By again employing proposition 3.32 we now find

deg(ϕ2 − aqϕ+ q) = det((ϕ2 − aqϕ+ q)ℓ) = det(ϕ2ℓ − aqϕℓ + q) = det(0) = 0.

In particular, ϕ2 − aqϕ+ q is the zero map [0] : E → E. □

Corollary 3.36 [3, p.150]
Let E/Fq be an elliptic curve with trace of Frobenius aq. Then the equivalence

E is supersingular ⇐⇒ aq ≡ 0 mod p

holds.

Proof: Let ϕ : E → E(q) = E be the qth-power Frobenius. By theorem 3.35 the equality ϕ2−aqϕ+q = 0

holds. In particular, we have q = (aq −ϕ) ◦ϕ. It follows that ϕ̂ = aq −ϕ holds. By lemma 3.33 this map
is inseparable if and only if p | aq. Furthermore, in the proof of corollary 3.22 we see that E[pn] = {O}
holds if and only if ϕ̂ is inseparable. Therefore, E is supersingular if and only if aq ≡ 0 mod p. □
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4 A construction of Fppn
In this section we will present a construction of the field Fppn . This will be done by further investigating
the pn torsion subgroups of an ordinary elliptic curve.

4.1 Theory behind the construction

As we know the pn-torsion subgroups of an ordinary elliptic curve defined over a field of characteristic
p > 0 to be cyclic of order pn, their automorphism group is given by (Z/pnZ)×. We will first compute
some orders of elements in this automorphism group.

Lemma 4.1
Let p be an odd prime, m ≥ l ≥ 1, and a ∈ Z. Then 1 + apl ∈ (Z/pmZ)× has order dividing pm−l.

Proof: We will proof this with induction on m. For m = 1 the truth of the statement is clear. Now
suppose the statement is true for some m ≥ 1, we will show it to be true for m+ 1. Suppose l, a ∈ Z
with m+ 1 ≥ l ≥ 1. The case where m+ 1 = l holds is again clear. In the case that m+ 1 > l holds we

have m ≥ l and therefore by induction hypothesis that (1 + apl)p
m−l ≡ 1 mod pm holds. Therefore we

have (1 + apl)p
m−l ≡ 1 + bpm mod pm+1 for some b ∈ Z. Taking p-th powers on both sides yields

(1 + apl)p
m+1−l

≡ (1 + bpm)p ≡
p∑

i=0

(
p

i

)
bipmi ∗≡ 1 mod pm+1

where we have used that
(
p
i

)
is divisible by p for 0 < i < p and that mp ≥ m+ 1 holds. This shows

that the order of 1 + apl ∈ (Z/pm+1Z)× must divide pm+1−l. □

Corollary 4.2
Let p be an odd prime and m ≥ 1, then

i.) the elements of order pm−1 in (Z/pmZ)× are precisely the elements of the form 1 + ap where
p ∤ a,

ii.) the elements of order 2pm−1 in (Z/pmZ)× are precisely the elements of the form −1 + ap
where p ∤ a.

Proof: i.) If m = 1 holds, it is clear that 1 = 1 + p is the only element of order pm−1 and that
1 + ap = 1 for all a ∈ Z with p ∤ a.
Now suppose m > 1. Notice that there are precisely pm−1 elements of the form 1 + ap in (Z/pmZ)×
where a ∈ Z is arbitrary. Similarly there are precisely pm−2 elements of the form 1 + ap2 in (Z/pmZ)×
where a ∈ Z is arbitrary. As we know (Z/pmZ)× to be cyclic of order (p− 1)pm−1 there are precisely
pm−1 elements with order dividing pm−1. By lemma 4.1 these elements are therefore precisely the
elements of the form 1 + ap. Similarly there are precisely pm−2 elements of (Z/pmZ)× with order
dividing pm−2. By lemma 4.1 these are the elements of the form 1 + ap2. It follows that the elements
with order equal to pm−1 are the elements of the form 1 + ap that are not also of the form 1 + a′p2

which happens precisely when p ∤ a.
ii.) Notice that the elements of the form −1 + ap with p ∤ a are precisely the elements of the form 1 + a′p
with p ∤ a′ multiplied by −1. As −1 has order 2 and p is coprime with 2, the order of −1 + ap with
p ∤ a will equal 2pm−1. As there are also precisely (p− 1)pm−2 elements of order 2pm−1 in (Z/pmZ)×,
this describes all such elements. □

Next, we shift our focus back to the pn-torsion subgroups of an elliptic curve in an attempt to better
understand the Frobenius, which is an automorphism of these subgroups.

Lemma 4.3
Let p be an odd prime and let E/Fp be an ordinary elliptic curve, then, for every n ≥ 0, the
pth-power Frobenius F : E[pn] → E[pn] acts as multiplication by ap − 1

ap
p+mp2 for some m ∈ Z.

Here 1
ap

should be interpreted as the inverse of ap in (Z/pnZ)×.
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Proof: If E is supersingular, then E[pn] is trivial and the statement is true. Suppose that E is ordinary,
then Tp(E) ∼= Zp and the lift Fp to Zp of the Frobenius is a root of T2 − apT + p by theorem 3.35.
Notice that modulo p2 this polynomial factors as

T2 − apT+ p ≡
(
T− ap +

p

ap

)(
T− p

ap

)
mod p2

where we take the inverse of ap modulo p2. As −ap + p
ap

and − p
ap

are incongruent modulo p, the first

is nonzero while the second is zero, p will divide at most one of these factors. It follows that the roots
of T2 − apT+ p modulo p2 are precisely the roots of T− ap +

p
ap

and T− p
ap

modulo p2. In particular,

modulo p2 the Frobenius acts as multiplication by ap +
p
ap

or as multiplication by p
ap
. As multiplication

by p
ap

is not injective, the Frobenius acts as multiplication by ap +
p
ap

modulo p2. It follows that, for

n ≥ 0, the Frobenius acts as multiplication by ap − 1
ap
p+mp2 on E[pn] for some m ∈ Z. □

Definition 4.4
Let p be prime. Define d : Fp → Z≥1, x 7→ [Fp(x) : Fp]. We will refer to d(x) as the degree of x.
We extend this definition to Fp × Fp by sending (x, y) to [Fp(x, y) : Fp].

Remark 4.5
Note that for x ∈ Fp the value d(x) is precisely the length of the Frobenius orbit of x;

d(x) = #
{
xp

n

: n ≥ 0
}
.

Similarly, for (x, y) ∈ Fp × Fp, we have

d(x, y) = #
{(
xp

n

, yp
n
)
: n ≥ 0

}
.

We therefore have the equality d(x, y) = lcm(d(x), d(y)).

The degree of a point (x, y) on an elliptic curve can be related to the degree of x in the following sense.

Lemma 4.6
Let p be an odd prime, let E/Fp be an elliptic curve given by a Weierstrass equation and let
(x, y) ∈ E(Fp).
If d(x) = pn for some n ≥ 0, then d(x, y) = εpn holds for some ε ∈ {1, 2}.
Conversely,

i.) if d(x, y) = pn for some n ≥ 0 then d(x) = pn;

ii.) if d(x) ≤ pn for some n ≥ 0 and d(x, y) = 2pn then d(x) = pn.

Proof: Given d(x) = pn holds, we consider ε := [Fp(x, y) : Fp(x)]. As y is the root of a degree 2
polynomial with coefficients in Fp(x), this degree is either 1 or 2. It follows that

d(x, y) = [Fp(x, y) : Fp] = [Fp(x, y) : Fp(x)] · [Fp(x) : Fp] = ε · d(x) = εpn

holds with ε ∈ {1, 2} as required.
For converse i.) we find pn = d(x, y) = lcm(d(x), d(y)) so both degrees are powers of p and the largest
is equal to pn. Because the degree of y is at most twice as large as that of x (as y is the root of a degree
2 polynomial with coefficients in Fp(x)) and p > 2 we find d(x) = pn.
For ii.) we have

2pn = d(x, y) = [Fp(x, y) : Fp] = [Fp(x, y) : Fp(x)] · [Fp(x) : Fp] = [Fp(x, y) : Fp(x)] · d(x).

As [Fp(x, y) : Fp(x)] ≤ 2 and d(x) ≤ pn hold, both of these must be equalities. In particular, d(x) = pn

as required. □
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Theorem 4.7
Let p > 5 be prime and let E/Fp be an elliptic curve given by a Weierstrass equation. Suppose
(x, y) ∈ E(Fp) has order p

n for some n ≥ 1, then

#Fp(x) = pp
n−1

if and only if ap = ±1.

Proof: If E is supersingular, then there are no points of order pn with n ≥ 1 so the theorem holds.
Suppose E is ordinary and suppose (x, y) ∈ E(Fp) has order p

n for some n ≥ 1.

⇒: If #Fp(x) = pp
n−1

holds we have d(x) = pn−1. Therefore, by lemma 4.6, we have d(x, y) = εpn−1

for some ε ∈ {1, 2}. As (x, y) has order pn it generates E[pn] and the order of the Frobenius F on this
torsion subgroup is determined by the length of the orbit of (x, y); the Frobenius has order εpn on this
subgroup. By corollary 4.2 this means the Frobenius acts as multiplication by ε′+ap for some ε′ ∈ {±1}
and a ∈ Z with p ∤ a. By lemma 4.3, however, we know it acts as multiplication by ap − 1

ap +mp2 for

some m ∈ Z. It follows that ε′+ ap ≡ ap− a−1p p+mp2 mod pn holds. By further reducing this modulo
p we find ε′ ≡ ap mod p so ap = ε′ + bp for some integer b. As we have |ap| < p− 1 by theorem 3.34
(here we use p > 5) it follows that b = 0 holds and ap ∈ {±1} as required.
⇐: If ap = 1 holds, the Frobenius will have order pn−1 as an automorphism of E[pn], this follows from
lemma 4.3 and corollary 4.2. As (x, y) generates E[pn] the length of its Frobenius orbit will equal
this order; d(x, y) = pn−1. From lemma 4.6 it now follows that d(x) = pn−1 holds, or equivalently,

#Fp(x) = pp
n−1

holds.
If ap = −1 holds, the Frobenius will have order 2pn−1 as an automorphism of E[pn], this follows from
lemma 4.3 and corollary 4.2. As (x, y) generates E[pn] the length of its Frobenius orbit will equal
this order; d(x, y) = 2pn−1. Let x0 be the first coordinate of the point [pn−1](x, y) ∈ E[p]. As the
Frobenius acts as −1 on this group and a point and its inverse share their first coordinate (group
law formulas 3.9.i)) we find F (x0) = x0 and as such x0 ∈ Fp. By repeatedly applying the group law
formulas given in 3.9 and substituting the Weierstrass equation for y, the first component of [pn−1]
can be written as a rational function with numerator and denominator of degree at most (pn−1)2. As
the multiplication-by-p map factors through the Frobenius F , the multiplication-by-pn−1 map factors

through Fn−1. In particular, the numerator and denominator are of the form f(Xpn−1

) and g(Xpn−1

)

with f, g ∈ Fp(X) of degree at most pn−1. Notice that f(Xpn−1

) = f(X)p
n−1

and g(Xpn−1

) = g(X)p
n−1

hold. We now find the equalities

x0 =
f(xp

n−1

)

g(xpn−1)
=
f(x)p

n−1

g(x)pn−1 =

(
f(x)

g(x)

)pn−1

.

As taking pth-powers is injective and xp0 = x0 holds, we find f(x)/g(x) = x0 and as such f(x)−x0g(x) = 0.
This shows that x is the root of a degree pn−1 polynomial with coefficients in Fp. In particular,
d(x) = [Fp(x) : Fp] ≤ pn−1 holds. From lemma 4.6 it now follows that d(x) = pn−1 holds, or

equivalently, #Fp(x) = pp
n−1

holds. □

Remark 4.8
For p = 3, 5 the right hand side of the equivalence can be replaced with “ap ≡ ±1 mod p”.

What makes the elliptic curves with ap = ±1 special is that the elements of order p have first coordinate
in Fp. What happens if we move our frame of reference away from Fp? That is, if (x, y), (x′, y′) ∈ E are
elements of order pn respectively pn+1 for some n ≥ 1, can we expect the degree [Fp(x

′) : Fp] to be p
times the degree [Fp(x) : Fp], similar to what we have observed in theorem 4.7? As it turns out, this does
not hold true. Take, for example, the elliptic curve E over Fp with p = 5 given by

y2 = x3 + 4x+ 2.

This curve has trace of Frobenius ap = 3 and #E(Fp4) = 675 = 25 · 27 holds. In particular, we have the
inclusion E[p2] ⊂ E(Fp4). Here, the first coordinates of points of order p2 certainly do not have degree p
times as large as first coordinates of points of order p. This is in line with lemma 4.3; ap = 3 has order
4 in (Z/5Z)× and ap − a−1p · 5 = 3− 17 · 5 = 18 ∈ (Z/25Z)× also has order 4. From this, the inclusion
E[p2] ⊂ E(Fp4) follows. In a sense, theorem 4.7 cannot easily be generalized to make statements relating
arbitrary ap to the degrees of first coordinates of points of order pn.
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4.2 Implementation of the construction

In the part of the proof where ap = −1 holds, we notice that x is the root of the degree pn−1 polynomial
f − x0 · g. As x has degree pn−1, this must be the minimal polynomial (up to scalars) of x. We can use
this observation to algorithmically calculate this minimal polynomial.

Verschiebung Algorithm 4.9
Input:

� a prime p;

� coefficients a, b ∈ Fp that define an elliptic curve given by y2 = x3 + ax+ b.

Output:

� Polynomials f, g ∈ Fp[X] such that, on the first coordinate, multiplication by p is the
composition of f/g with the pth-power Frobenius. In other words, the Verschiebung V of the
elliptic curve specified in the input is given by f/g on the first coordinate.

Algorithm:

i.) By repeatedly doubling, calculate explicit formulas for [2n](x, y) with (x, y) indeterminate
on E and n = 0, 1, . . . , ⌊log2(p)⌋ =: m. This can be achieved using the group law formulas
3.9, in particular, the case where x1 = x2 holds.

ii.) Write p = c02
0 + . . . + cm2m with ci ∈ {0, 1}, the binary representation of p. Using the

formula for the case x1 ̸= x2, add the formulas for [2i](x, y) with ci ≠ 0. This yields rational
functions for [p](x, y).

iii.) In this expression for [p], y will only occur as a square on the first coordinate function (if
simplified). Replace all these occurrences with x3 + ax+ b. This yields a rational function in
x on the first coordinate.

iv.) The rational function on the first coordinate is of the form f(xp)/g(xp) with f, g ∈ Fp[X].
Extract f and g by dividing all exponents of x in this first coordinate function by p.

v.) Multiply f and g with an appropriate constant such that f becomes monic.

vi.) Return f, g.

If p ̸= 2, 3 holds, then for any elliptic curve E defined over Fp there are a, b ∈ Fp such that E is isomorphic
to the elliptic curve given by y2 = x3 + ax+ b. Therefore, the fact that the algorithm restricts itself to
curves given by such an equation need not restrict its applicability outside of characteristic 2 and 3.
As we will be applying theorem 4.7, in our case ap = ±1 holds. Instead of calculating [p] it might be
faster or easier to calculate [ap]− F where F is the pth-power Frobenius. As seen in the proof of corollary
3.36, this equals the Verschiebung.

Algorithm for Constructing Fppn 4.10
Input:

� a prime p > 5;

� coefficients a, b ∈ Fp that define an elliptic curve given by y2 = x3 + ax + b with trace of
Frobenius ap = ±1;

� the trace of Frobenius ap of the elliptic curve;

� a positive integer n.

Output:

� An irreducible polynomial h ∈ Fp[X] of degree p
n such that a root of h appears as the first

coordinate of a point of order pn+1 on the specified elliptic curve.

� The field with pp
n

elements realized as Fp[X]/(h).
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Algorithm:

i.) Apply algorithm 4.9 to calculate f and g such that f/g gives the first coordinate function of
the Verschiebung of the specified elliptic curve.

ii.) If ap = 1:

� Find x0 ∈ Fp such that y2 = x30 + ax0 + b has a solution in Fp. In other words, such that
x30 + ax0 + b is a square in Fp.

Else:

� Find x0 ∈ Fp such that y2 = x30 + ax0 + b does not have a solution in Fp. In other words,
such that x30 + ax0 + b is not a square in Fp.

Note that in either case precisely p−1
2 such x0 ∈ Fp exist. Therefore, this can be done by

uniformly choosing an x0 ∈ Fp until it satisfies the condition. Each independent choice has

probability p−1
2p

p→∞−−−→ 1
2 of satisfying the condition. Further note that checking whether an

element is square in Fp can be done by raising the element to the power of p−1
2 ; squares will

yield 1, non-squares −1.

iii.) Define h1(X) := f(X)− x0 · g(X).

iv.) For i = 2, . . . , n, define

hi(X) := g(X)p
i−1

hi−1

(
f(X)

g(X)

)
∈ Fp(X).

v.) Return hn, Fp[X]/(hn).

For the correctness of this algorithm we note that x0 appears as the first coordinate of a point of order
p on the specified curve E. After all, if ap = 1 holds, there are precisely p Fp-rational points, including
O, on the curve. The subgroup E(Fp) therefore has order p and must therefore equal E[p]. Any point
different from O in E(Fp) is therefore an element of order p. In the case that ap = −1 holds, we know, by
lemma 4.3, that the pth-power Frobenius F acts as multiplication by −1 on E[p]. The points of order p
therefore have first coordinate in Fp and second coordinate in a quadratic extension of Fp. As ap = −1
holds, there are precisely p− 1 such points on E and these must therefore be the points of order p. In
either case, x0 appears as the first coordinate of a point of order p.
We now define sets Ai ⊂ Fp for i ≥ 0. We let Ai be the set of a ∈ Fp for which a appears as the first
coordinate of a point Pa of order pi+1 where [pi](Pa) has first coordinate x0. In other words

Ai := πx([p
i]−1({Px0

,⊖Px0
}))

where πx denotes projection on the first coordinate and Px0
is a point on E with first coordinate x0. A

visualization of these set can be found in figure 1. Let a ∈ A1 and let Pa be a point on E with a as its
first coordinate. We compute

x0 = πx([p](Pa)) = πx(FV (Pa)) = F (πx(V (P1))) = F

(
f(a)

g(a)

)
where F and V are the Frobenius and Verschiebung respectively. As F is injective and F (x0) = x0 holds,
we find f(a)/g(a) = x0 from which h1(a) = f(a)− x0 · g(a) = 0 follows.
Let a ∈ Ai+1 with i ≥ 0 and let Pa be a point on E with first coordinate a. We then have πx([p](Pa)) ∈ Ai.
On the other hand, we also have

πx([p](Pa)) = πx(FV (Pa)) = F (πx(V (Pa))) = F

(
f(a)

g(a)

)
As hi has coefficients in Fp we know that f(a)/g(a) is a root of hi if and only if F (f(a)/g(a)) is a root.
It now follows by induction that for every i ≥ 1 and a ∈ Ai the equality hi(a) = 0 holds. After all, we
have shown that every a ∈ A1 is a root of h1 and we have shown that, for every a ∈ Ai+1 with i ≥ 1,
F (f(a)/g(a)) is an element of Ai. Therefore f(a)/g(a) is a root of hi and by definition of hi+1 we see
that a must then be a root of hi+1.
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If we now let (xn, yn) ∈ E be a point with πx([p
n](xn, yn)) = x0, that is xn ∈ An, then by theorem 4.7

xn has degree pn and we have just shown it is the root of the degree pn polynomial hn. It follows that hn
is irreducible. In fact, hn is the minimal polynomial of xn.

O

Px0
⊖Px0 A0

P1,1 . . . . . . P1,p Q1,1 . . .. . . Q1,p A1

P2,1 . . . . . . . . . . . . P2,p2 Q2,1 . . .. . .. . .. . . Q2,p2 A2

...
...

...
...

...
...

...
...

...

Qi,j = ⊖Pi,j

πx

2 : 1

πx

2 : 1

πx

2 : 1

[p] [p]

[p] [p]

[p] [p]

Figure 1: A visualization of the sets Ai ⊂ Fp.

Alternatively, rather than taking an immediate degree pn extension of Fp, the field Fppn can also be
realized by iteratively taking degree p extensions starting at Fp for a total of n times. This can be done
as follows:

i.) Calculate f, g, x0 as in algorithm 4.10 and define k0 := Fp.

ii.) For i = 1, . . . , n define

fi(Xi) := f(Xi)−Xi−1 · g(Xi) ∈ ki−1[Xi] and ki := ki−1[Xi]/(fi(Xi)).

Each ki will then be a field with pi elements and fi ∈ ki−1[Xi] will be irreducible of degree p. This is
precisely what happens in the construction of Wiedemann from the introduction. There, f(X) = X2 + 1
and g(X) = X hold and the Xi are precisely the γi. A short implementation of step ii.) in the GAP
programming language can be found in appendix A.

Applying theorem 4.1 from [5] which can be found in appendix B, we get the following result.

Theorem 4.11
Let p be an odd prime and let E/Fp be an elliptic curve with ap = ±1. Then there exists δ > 0
such that for every n ≥ 1 the first coordinate of a point of order pn on E has multiplicative order
greater than exp(pδn). In particular, in the context of algorithm 4.10 there exists δ > 0 depending
on the prime p and the specified curve, such that for every n ≥ 1 a root of hn has multiplicative
order at least exp(pδn). □

Using the construction presented in this thesis we therefore get a non-trivial lower bound on the
multiplicative order of the roots of the polynomial(s) used to define the extensions.
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Future work

It would be interesting to further study elliptic curves with ap ̸= ±1. In particular, when we can expect
higher order torsion points to consistently yield larger field extensions when adjoining their first coordinate
to Fp. After theorem 4.7, a quick counterexample was presented that shows this need not be the case
when p = 5 and ap = 3 hold. However, F×5 comes equipped with another element of order 4, namely 2.
The Frobenius of an elliptic curve E/F5 with ap = 2 would act as an order 4 automorphism of E[p] and
as an order 20 automorphism of E[p2]. In this case we do get a degree p extension when adjoining the
first coordinate of a point of order p2 to Fp over the field obtained by adjoining the first coordinate of a
point of order p to Fp. For the ‘bad’ case ap = 3 we have the ‘good’ case ap = 2, both of which have the
same order in F×5 . It would be interesting to study whether this is perhaps a general truth, that is, does
there exist a ‘good’ case for every ‘bad’ case. Perhaps, it would also (or instead) be possible to make a
classification of precisely when these ‘bad’ cases occur, if at all.
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Appendix

A Code

Some elliptic curves with ap = ±1 for 2 ≤ p ≤ 59 were precomputed using SageMath. SageMath has an
elliptic curve class with implementations of the multiplication-by-m map and allows for easy calculation
of the trace of Frobenius. The code below is a GAP implementation of step ii.) introduced at the end of
chapter 4.

#############################################################################

##

## <#GAPDoc Label="ECTorsionConstruction">

## <ManSection>

## <Meth Name="ConstructFieldOfPPNElements" Arg="p, n"/>

## <Meth Name="ConstructionInformation" Arg="p"/>

##

## <Description>

## Returns a list. The first element of the list is a field with

## p^p^n elements recursively defined using degree p field extensions.

## The remaining n elements are the defining polynomials used to realize

## these extensions in order of use: the second element is an irreducible

## polynomial of degree p over <C>GF(p)</C>. The third element is an

## irreducible polynomial of degree p over <C>GF(p^p)</C>, etc.

## Use the <C>ConstructionInformation</C> method to find more details on

## the specifics of the construction for a given prime.

## </Description>

## </ManSection>

## <#/GAPDoc>

DeclareOperation( "ConstructFieldOfPPNElements" , [IsInt, IsInt]); #tst

DeclareOperation( "ConstructionInformation" , [IsInt]); #tst

##########################################################################

ConstructFieldOfPPNElements:=function(p, n)

local x, VerschiebungNumerator, VerschiebungDenominator, coefficients, i, \\

F, rootOfDefiningPolynomial, definingPolynomial, returnList;

#Handle non-primes

if p < 2 or p > 59 or not IsPrime(p) then

Print("No construction using elliptic curves has been implemented for \\

p = ", p);

return;

fi;

#Handle non-positive n

F:=GF(p);

returnList:=[F];

if n <= 0 then

return returnList;

fi;

#Used to define extension fields of GF(p)

x:=Indeterminate(F, "x");

#Construct Verschiebung numerator

coefficients:=EvalString(Concatenation("RecursionNumerator", String(p)));
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VerschiebungNumerator:=0;

for i in [1..Length(coefficients)] do

VerschiebungNumerator:=VerschiebungNumerator+((coefficients[i])*\\

(x^(i-1)));

od;

#Construct Verschiebung denominator

coefficients:=EvalString(Concatenation("RecursionDenominator", String(p)));

VerschiebungDenominator:=0;

for i in [1..Length(coefficients)] do

VerschiebungDenominator:=VerschiebungDenominator+((coefficients[i])*\\

(x^(i-1)));

od;

#Construct the extension of degree p^n

rootOfDefiningPolynomial:=EvalString(Concatenation("RecursionStartingPoint"\\

, String(p)));

for i in [1..n] do

definingPolynomial:=VerschiebungNumerator-rootOfDefiningPolynomial*\\

VerschiebungDenominator;

Append(returnList, [definingPolynomial]);

F:=FieldExtension(F, definingPolynomial);

returnList[1]:=F;

rootOfDefiningPolynomial:=RootOfDefiningPolynomial(F);

od;

return returnList;

end;

ConstructionInformation:=function(p)

local weierstrassCoefficients, traceOfFrobenius;

if p < 2 or p > 59 or not IsPrime(p) then

Print("No construction using elliptic curves has been implemented for \\

p = ", p);

return;

fi;

weierstrassCoefficients:=EvalString(Concatenation("WeierstrassCoefficients"\\

, String(p)));

traceOfFrobenius:=EvalString(Concatenation("TraceOfFrobenius", String(p)));

if p = 2 then

Print("The roots of the defining polynomial for the field with p^p^n \\

elements occur \nas x-coordinates of points of order p^{n+1} \\

of the elliptic curve given by", "\n");

Print("\t\t\ty^2 + xy = x^3 + 1.\n");

elif p = 3 then

Print("The roots of the defining polynomial for the field with p^p^n \\

elements occur \nas x-coordinates of points of order p^n of \\

the elliptic curve given by", "\n");

Print("\t\t\ty^2 = x^3 + x^2 + 2.\n");

else

Print("The roots of the defining polynomial for the field with p^p^n \\

elements occur \nas x-coordinates of points of order p^n of \\

the elliptic curve given by", "\n");

Print("\t\t\ty^2 = x^3 + ", weierstrassCoefficients[1], "x + ", \\
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weierstrassCoefficients[2], ".\n");

fi;

Print("This elliptic curve has trace of Frobenius equal to ", \\

traceOfFrobenius, ".\n");

end;

B Additional theorems

Proposition [3, II.5.8]
Let Gk/k denote the Galois group of k over k and let C/k be a smooth curve. Let Divk(C) denote

the divisors fixed by the action of Gk/k. For every D ∈ Divk(C) the k-vector space L(D) has a

basis consisting of functions in k(C).

Theorem (Bézout) [2, I.7.8]
Let C1, C2 be distinct planar curves of degree m and n. Then C1 and C2 intersect in precisely
mn points, counting multiplicity.

Theorem [5, 4.1]
Let E be an elliptic curve and y a non-constant function on E, with both y and E defined over
Fq. Given ε > 0, there exist δ > 0 and d0 ∈ Z such that, if P ∈ E satisfies

i.) d := [Fq(P ) : Fq] > d0,

ii.) the group generated by P is invariant under the qth-power Frobenius,

iii.) the order of P , say r, satisfies r < d
3
2−ε,

then y(P ) has multiplicative order at least exp(dδ).

C List of symbols

symbol clarification

⊕ 14 i, j, l,m, n indices/integers
[m] 19 k field

aq 29 k algebraic closure of k
C curve k× group of units of k
C(k) k-rational points of C kC 12
deg(D) 10 kn 2
deg(ϕ) 7 k(C) 5
Div(C),Div0(C) 10 L(D) 11
div(f) 10 ℓ(D) 11
div(ω) 11 µm 25
E elliptic curve ordP (f) 5
E[m] 19 ΩC 11
E(q) 14 Pic(C),Pic0(C) 10

e 28 ϕ̂ 21
em 25 ϕ∗ 7
eϕ(P ) 8 ϕℓ 28
Fn 4 Tℓ(E) 27
Fpn field with pn elements Tℓ(µ) 27

g 12 Tr(n) 2
γn 2 Zℓ ℓ-adic integers
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