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Abstract

Macroeconomic forecasts for housing prices are used to gain insights into the future state
of the Dutch economy. The insights from these forecasts are used to inform policy decisions.
Machine learning has been introduced as a new technique to increase the performance of these
forecasting models. Machine learning models have the major disadvantage of being black-box.
When it is unclear how or why the model makes certain predictions a forecaster cannot use it
to reason about the future state of the economy. This study implements different multi-horizon
machine learning models to predict housing prices. Shapley values are used as an explainability
technique to make the predictions from this model more transparent. The different machine
learning models are able to outperform a traditional forecasting model. Shapley values are
useful to explain how the input results in specific forecasting predictions. They are also able
to provide some insights into the economic patterns that the machine learning model has
internalized.
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1 Introduction

Economic forecasts serve as crucial inputs for the decision-making processes of policymakers. These
forecasts have a significant impact on the well-being of the citizens within a country. Consequently,
the public scrutinizes these predictions extensively. It underscores the importance of both accurate
and transparent forecasts of housing prices.

1.1 Problem Statement

A considerable portion of machine learning models are considered ”black-box” models. In the case
of an interpretable model, also called a white box model, it is understandable to a human observer
how the input is transformed to create an output prediction [Loyola-Gonzélez, 2019]. Black-box
models create a more complex relationship between input and output that is no longer interpretable.
Black-box models in machine learning offer several advantages that contribute to their widespread
use. One key advantage lies in their ability to model and capture intricate relationships within
complex datasets. These models can uncover patterns and correlations that may not be apparent
through traditional analytical approaches. By leveraging advanced algorithms and techniques, black-
box models can achieve high predictive accuracy [Loyola-Gonzalez, 2019]. This high-performance
potential makes them valuable tools for various domains, including economics.

However, when applied to economic forecasts, the black-box nature of these models presents a
significant challenge. It becomes impossible for a human forecaster to trace predictions back to
input data or assess the validity of patterns learned by the model. The model might inadvertently
learn arbitrary data patterns or rely on unethical assumptions, without any means of detection.

Recognizing the need for transparency and interpretability in machine learning, researchers have
devoted significant efforts to the field of explainable machine learning. Where interpretability is a
passive feature that a model type can possess or not, explainability is used to refer to an active
characteristic. In explainability, an effort is made to clarify the internal functions of an otherwise
uninterpretable model. The primary goal of the explainabile machine learning research field is
to develop techniques that enhance understanding of black-box models and provide meaningful
explanations for their predictions.

1.2 Research Question and Hypotheses

In recent years, economists and data scientists have started to experiment with machine learning
to improve their economic forecasts. Until now these explanations have relied on black-box models
without built-in explainability mechanisms. While these models have demonstrated promising
results [Goulet Coulombe et al., 2022], their lack of transparency raises concerns regarding their
reliability and potential biases [Delfos et al., 2022]. As a result, there is a need for research to bridge
the gap between machine learning and traditional economic forecasts by incorporating explainable
machine learning techniques. This would allow economists and data scientists to leverage the power
of machine learning while ensuring transparency of their forecasts.

This study aims to address a gap in the research by applying explainable machine learning to



housing price forecasts. The thesis aims to answer the following research question (RQ):

RQ. How can machine learning techniques be employed for housing market prediction in an
explainable manner?

To guide the research we address the following three hypotheses. In the first hypothesis (H), the
focus is on constructing a black-box machine learning model capable of predicting housing prices
with reasonable performance

H1: A black-box machine learning model can be used to accurately predict housing prices.

We would like to introduce an explainability method to this black-box model without hurting
its performance. Post-hoc methods apply explanations after prediction without influencing the
black-box model.

H2: A post-hoc explainability method can increase the interpretability of a black box model.

It is unlikely that a single technique or explanation can provide a comprehensive insight into a black
box model. Instead, we aim to explore the possibility of constructing a diverse set of explanations
and visualizations.

H3: It is possible to construct a combination of explanations and visualizations to achieve a
satisfactory understanding of a black box model and its output.

1.3 Thesis Outline

This work is done in collaboration with the Netherlands Bureau for Economic Policy Analysis
(CPB). Chapter 2 the relevance of this research to the organization is explained. Next, Chapter
3 looks at previous research that is similar to the current work. The technical work is divided
into two parts. First, Chapter 4 details all work related to black-box machine learning. Then, in 5
explainability is introduced to open up this black box. The results from both parts are discussed in
Chapter 6. Finally, Chapter 7 provides a summary and recommendations for future research.

2 Business Case

The Dutch Bureau for Economic Policy Analysis (CPB) operates as an independent research
institute within the Ministry of Economic Affairs and Climate Policy. Despite being part of the
ministry, CPB maintains full autonomy in its work. The organization conducts research both
proactively and per requests from the government.

CPB has three primary goals: conducting research on the Dutch economy and socio-economic
policies, translating scientific insights into daily policy practices, and providing official forecasts for
the Dutch and global economies. Innovation within CPB is driven by the aim to serve the public
good, contribute to the broader field of economic science, and enhance internal efficiency.

Before we consider the possible advantages and disadvantages of Machine Learning (ML) is



good to first establish the definitions. MLL methods provide a different approach to traditional
economic modeling. In traditional economic modeling, the model is chosen based on economic
theory. ML methods use a data-driven approach where an algorithm considers many different
possible model structures and selects among them to maximize a performance criterion. There
is some overlap between the methods. Some methods are used in both econometric sciences and
computer sciences. For instance, linear regression, which is referred to as Ordinary Least Squares
regression in the economic literature. Some attempts at applying ML in this domain have been
done [Goulet Coulombe et al., 2022], [Milunovich, 2020], [Dubovik et al., 2022]. The contents of
studies with similar applications of ML and their results will be discussed further in Chapter 3.

2.1 Advantages of Machine Learning

Even though these studies apply ML techniques, the suitability and applicability of ML are not
widely understood among economists [Desai, 2023]. The incorporation of ML aligns with CPB’s
commitment to innovation, enabling the organization to stay at the forefront of economic analysis.
By embracing ML, CPB can contribute to these relatively new techniques in economic science.

ML techniques have the potential to improve forecasting accuracy by leveraging non-linearity’s
[Goulet Coulombe et al., 2022]. ML takes a data-first approach so complex data structures can
be uncovered without being specified in advance [Mullainathan and Spiess, 2017]. While some
ML models assume feature independence, they generally handle multicollinearity better than
traditional methods [Chan et al., 2022]. These desirable properties make ML models function well in
environments where the relationships between variables are complex and non-linear. The economy
consists of many different actors and to reason about it economists rely on highly simplified versions
of the economy to reason about it [Granger, 2012]. It is exactly the sort of field where ML could
provide additional methods to capture complexity.

Aside from potential performance benefits. The ML techniques could also provide more structure to
the modeling process. Traditional approaches rely heavily on the forecaster’s expertise. All design
decisions are made by the forecaster as it is infeasible to construct all possible combinations of
models to see which works the best. Machine learning techniques can test many different models
very quickly and in a structured way, increasing the likelihood of identifying optimal solutions and
improving reproducibility [Athey, 2018].

Within economics, there is a clear distinction between micro and macroeconomics. Microeconomics
focuses on the behavior of individuals, and macroeconomics on the behavior in aggregate. The two
seem closely linked in theory, but in practice, the relationship between the two fields is inconsistent
[Weintraub, 1979]. While both could benefit from data-driven methods, the implementation for
macroeconomics poses unique challenges due to the larger scale and fewer available models.
Nevertheless, ML has been successfully applied to forecast various macroeconomic indicators
such as GDP and unemployment rate [Richardson et al., 2018], [Scheer, 2022]. CPB has taken an
interest in modeling the housing prices on a national level [Sinninghe Damste and Euwals, 2023].

The CPB employs a diverse array of models for their economic forecasts. The large structural models
are designed to provide a long-term estimate that is in line with economic theory. Complementing
these are the ”zijlicht” models, designed to predict a specific macroeconomic variable with maximum



accuracy. These smaller models serve as additional information for the human forecaster. There is
no existing ”zijlicht” model for the housing prices. The housing market team at CPB specifically
requested the development of such a model to address this gap. The extent to which ML can
improve forecasting accuracy will be explored in Chapter 4.

Though this research focuses on house price forecasting, the insights gained from explainable ML
applications hold the potential for enhancing forecasts of other macroeconomic indicators.

2.2 Risks of Machine Learning

Despite the promising advantages, the incorporation of ML at CPB introduces certain risks that
warrant careful consideration.

The utilization of an ML model shares many of the inherent limitations associated with any
forecasting model. Models, by nature, are simplifications of reality, leading to predictions that will
never be perfectly accurate. Moreover, there exists a reciprocal relationship between forecasts and
reality, where the act of forecasting can itself influence outcomes [Renfro, 2005] [Granger, 2012]. For
example, if CPB predicts an increase in child poverty, the government may implement measures to
mitigate it, resulting in an outcome different from the forecast. This phenomenon can also manifest
as a self-fulfilling prophecy; if CPB predicts a surge in housing prices, buyers may rush to purchase
homes before prices escalate further, thereby driving up demand and causing prices to rise. This
complicates the evaluation of forecasting performance.

There are risks inherent to traditional and ML models, which ML models are more susceptible to
due to their reliance on historical data. While both ML and traditional models utilize historical
data, ML models lean more heavily on it as they lack a foundation of economic theory.

Then some risks apply to traditional models that ML models are more exposed to. There are
specific drawbacks to using historical data to construct forecasting models. Both ML models and
traditional models use historical data, but ML models are more reliant on it because they do
not rely on economic theory as well. ML models are trained on historical economic data, which
introduces inherent risk. The dynamic nature of the world means that past conditions may not
perfectly align with future scenarios. This challenge is amplified in the housing market, where
government regulations wield significant influence over market dynamics. Capturing the nuanced
effects of past regulations poses a formidable task for ML models.

In addition, models trained on historical data are not expected to do well in crises. A crisis often
arises from unforeseen changes in the broader environment, such as the COVID-19 pandemic or the
war in Ukraine. These unprecedented changes are inherently difficult to predict, as they represent
unique events in history. Even if an ML model were able to fully internalize each historic crisis
and their consequences, a new unexpected event could still occur. Even though the accuracy of
prediction models is lower during uncertain economic times, the models can still be useful [Overvest
et al., 2024].

The use of complex non-linear models in general poses a risk to transparency and accountability of
the results. If the inner workings of the models are not well understood, it becomes challenging to
explain their predictions, hindering the ability of CPB to justify its analyses to the public.



Even when all patterns learned by the model can be accurately described, this does not guarantee
that any causal relationships can be referred from it. An economist may trade the goal of accurate
prediction for the unbiased estimate of a causal variable [Athey, 2018]. The only focus of an ML
model is on prediction performance, not on causality. This shows in the flexibility of a model that may
achieve the same prediction results with very different configurations[Athey, 2018] [Mullainathan
and Spiess, 2017]. So a model may perform very well but may be unstable in the way it produces
its output. This instability unfortunately also lowers users’ trust in the model.

Although the list of challenges is extensive, it does not necessarily imply that risks outweigh
opportunities. The opportunities are sufficient reasons to further develop the ML capabilities within
CPB while being conscious of the mentioned challenges.

2.3 Explainable Machine Learning

Transparency has already been mentioned as a challenge to ML implementation. This challenge is
the most prominent to CPB and could potentially be addressed with explainable machine learning.
As a respected public institute, CPB holds the responsibility of adopting ML thoughtfully. The
implementation of explainable machine learning fosters collaboration among researchers with diverse
expertise, aligning seamlessly with CPB’s commitment to maintaining high scientific standards.
Additionally, the ability to articulate the reasoning behind predictions empowers CPB researchers
to scrutinize and validate model outputs effectively. By embracing explainable machine learning,
CPB positions itself to leverage the predictive power of ML while preserving transparency, and
emphasizing the continued importance of human expertise in economic analysis. This strategic
approach not only bolsters the reliability of CPB’s forecasts but also reinforces its reputation as a
responsible and innovative institution.

2.4 Requirements for the model

Transparency is paramount for the public to scrutinize CPB’s insights and trust its findings. While
black-box machine learning models may achieve high performance, their lack of transparency
diminishes trust. Therefore, explainability techniques in machine learning are essential.

CPB'’s research holds scientific significance, particularly in economic science. Innovation in research
techniques, including the application of ML, contributes to the advancement of economic science.
ML techniques introduce the ability use larger data sets and model more complex relationships
[Athey, 2018]. Experimentation and exploration of these possibilities in macroeconomic research
can bring new insights and challenges to the forefront. Scientific advancement in economic research
necessitates not only high-performing ML models but also explainable ones. Economic theory
remains crucial, and explainable models provide insights into the complex patterns learned by the
model, contributing to a deeper understanding of economic phenomena.

Researchers at CPB are primarily economists, doing scientific research in various subdomains of
the Dutch economy. Employees are versatile, often working on multiple projects simultaneously.
This means that research methods should apply to a wide range of research questions and problems.
Researchers at CPB hold themselves to a high scientific standard. It is important for them that the



methods they use have a strong mathematical foundation and are supported by scientific literature.

The explainable machine learning model resulting from this research will function as a so-called
"zijlicht”. During the projection process, a ”zijlicht” model should be able to provide the forecaster
with more information than just the estimation for future house price levels. It should also provide
information on what economic indicators have led to this prediction and why its prediction is
different from the structural model. From this, we have distilled the following requirements for our
explainable machine learning model. An explainable machine learning ”zijlicht” should:

e Be supported by scientific literature.
e Provide accurate projections for housing price levels

e Offer an explanation that allows users with economic expertise to critically evaluate the
projections.

e Facilitate economic reasoning, ensuring that the model’s interpretations align with economic
principles and reasoning

3 Related Work

Forecasting housing prices is not a new objective in economic research, neither is the use of machine
learning (ML) for forecasting purposes. This chapter explores previous works that share similarities
with this thesis.

3.1 Traditional Economic Forecasting

Econometric forecasting is a large area of research. The scope of this discussion is limited to simple
techniques. In macroeconomic forecasting, the objective is to formulate an equation that aligns with
economic theory while offering predictive capabilities. Traditional economic forecasting models, also
called structural models, commonly incorporate autoregressive (AR) terms to integrate historical
data into their predictions [Hamilton, 1994]. Simple AR models can be extended in various ways to
reflect economic theory. These statistical approaches typically require prior knowledge about the
data distribution for constructing predictive models. Employing such parametric methods demands
a deep understanding of mathematical concepts and substantial technical expertise for establishing
the model’s parameters [Parmezan et al., 2019).

One of the possible model types in econometric forecasting is the Error Correction Model (ECM).
The classic formulation involves establishing a long-term relationship between a dependent variable,
its lagged values, and other independent variables [Malpezzi, 1999]. In this use case that would be
a relationship between housing prices in the next quarter that is dependent on historical housing
prices and some other economic indicators. The ECM is a restricted linear regression model. The
restriction is that the outcome is guided back towards a desired value [Alogoskoufis and Smith,
1991]. The coefficients of these models are optimized using the Ordinary Least Squares method,
known in ML as linear regression.

10



The housing-price-model is the structural model that is currently used by the Centraal Planbureau
(CPB) model to predict housing prices. The model focuses on the relationship between income,
interest rates, and housing prices [Sinninghe Damste and Euwals, 2023]. It incorporates an error
correction mechanism, addressing short-term shocks and ensuring the long-term equilibrium between
household income and housing cost. The change in housing prices for the year ¢, AP,, is calculated
based on the change in the previous year AP;_;. Other variables included in the equation are the
percentage change in real household income Al;, the change in the real cost of use AFGK;, a
term to incorporate the long-term financing cost dLTW,_; and finally a seasonal component .S;.
The coefficients 5 are determined with an Ordinary Least Squares regression, also known as linear
regression.

APt - BIAPt—l + ﬁgA]t + B3AFGK1§ + B4dLTWt_1 —|— 55515

This model draws data from CBS, DNB, HDN and internal forecasts [Sinninghe Damste and Euwals,
2023]. CPB has expressed the intent to exclusively rely on open-source data from CBS for the
current project. Consequently, our model will be trained on a different dataset than the benchmark.

There are important differences between traditional forecasting methods and ML. Unlike traditional
modeling approaches, ML adopts a data-first approach, making fewer assumptions about the data
distribution. The success of ML lies in its capacity to generalize complex patterns not specified in
advance [Mullainathan and Spiess, 2017]. Traditional models are built based on economic theory
which offers significant advantages. They are more suited to causal reasoning, contrasting with ML
models that prioritize performance optimization without necessarily considering causal relationships
[Athey, 2018]. This emphasis on causation allows traditional models to offer deeper insights into
the underlying mechanisms driving economic phenomena. A model with more structure can also
be more resistant to noisy data during training. However, there is a clear trade-off here between
resistance to noise and an ability to pick up on new patterns. Another disadvantage becomes
apparent when real-world dynamics deviate significantly from assumed linear relationships, leading
to diminished performance. Finally, these models heavily rely on the domain expertise of the
forecaster [Parmezan et al., 2019].

3.2 Machine Learning in Macroeconomic Forecasting

The application of different ML models in time series forecasting has been explored in various
studies [Ahmed et al., 2010] [Corani et al., 2021]. Unfortunately, the application of ML application
in the economic domain is still limited. This section provides an overview of studies using ML
methods in macroeconomic forecasting. Milunovich [2020] compared traditional and ML techniques
for forecasting Australia’s real house price index. Interestingly, the results showcased that ML
models outperformed their traditional counterparts [Milunovich, 2020]. Some other studies support
similar findings. Stamer [2021] applied an ML method to predict trade flows and found that this
method improves upon a traditional baseline. This study has limited comparability to the current
work as it uses only one ML method and applies this to monthly data. Monthly data allows for
many more data points while spanning the same time frame, so these data sets are typically bigger.
More relevant is the work by Richardson et al. [2018]. They used ML methods for nowcasting
New Zealand’s GDP. Typically GDP metrics are published with a delay. Nowcasting is used to
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estimate the current value of an economic indicator based on historic values. In this study, ML
models were also found to outperform traditional models. Additionally, [Richardson et al., 2018]
found that forecast combinations provided significant value. However, the literature presents a
mixed perspective on the effectiveness of ML methods. In experiments conducted by [Dubovik et al.,
2022], ML methods were used to predict trade flow on a monthly frequency. The results show that
ML models could not surpass the traditional Bayesian VAR. Interestingly, Dubovik et al. [2022]
experimented with combining outcomes from both types of models through averaging, resulting in
improved performance over the traditional Bayesian VAR [Dubovik et al., 2022].

Taking a slightly different approach, Chong et al. [2017] applied a deep neural network (DNN)
to the residuals of a traditional model. This unique strategy demonstrated that the DNN could
enhance predictions by adding valuable information to the residuals [Chong et al., 2017].

These studies collectively underscore the potential of ML in economic forecasting while highlighting
variations in performance across different models and scenarios.

3.3 Explainability in Macroeconomic Forecasting

The studies discussed earlier primarily employed non-linear ML methods. These models are
considered black-box due to their complex internal structures. Notably, these models showcased
promising results in terms of forecasting accuracy. However, an important aspect that has not
been extensively addressed in the literature is the explainability of these models. Their lack of
transparency raises concerns regarding their reliability and potential biases. Explainability remains
a crucial element in macroeconomic forecasting, offering transparency and insights into the rationale
behind predictions. Traditional modeling methods have an inherent advantage in this regard, as
the economic reasoning is embedded within the model during its construction. The lack of explicit
mention of explainability methods in the context of ML models for macroeconomic forecasting
highlights a gap in current research. While these advanced models offer impressive predictive
capabilities, their adoption into practical forecasting frameworks may be hindered without effective
strategies for interpreting and validating their predictions.

4 Forecasting with Machine Learning

This chapter focuses on the first technical part of the research and addresses the first hypothesis:
” A black-box machine learning model can be used to accurately predict housing prices.” First,
the choices made during the construction of the model are motivated in Section 4.1. The exact
methodology that takes the data from raw input to predictions is described in Section 4.2 and then
finally the results of the model are shown in Section 4.3.

4.1 Theoretical Framework

Solving a machine learning problem extends beyond merely applying a model; it involves the
orchestration of a complete machine learning pipeline that transforms raw input into meaningful
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predictions. This process contains numerous design decisions. The following section explores the
different steps of the machine learning pipeline and lays the theoretical foundations to support the
design decisions that have been made.

4.1.1 Problem Definition

Various subcategories of problems are defined within the ML field. The types of models that
are available depend on the type of problem at hand. One fundamental distinction is between
supervised and unsupervised techniques. In unsupervised learning, the variable of interest is not
provided, and the goal may involve tasks such as clustering similar examples or estimating data
distribution within the input space. On the other hand, supervised learning deals with situations
where the variable of interest is available [Bishop, 2006]. While any problem could be framed as
an unsupervised problem, our objective is better suited to supervised techniques. We have access
to historical data on housing prices, which serves as the target or dependent variable during the
training phase. Lagged information on housing prices and other macroeconomic indicators can
serve as input data or independent variables. Both the dependent and independent variables are
continuous, marking this as a supervised regression problem.

Predicting housing prices introduces an additional layer of complexity as it involves time series
analysis. A time series is a set of discrete observations over time. For economic predictions, these
observations are usually made on a yearly, quarterly, or monthly basis. In our case, measurements
for both the dependent and independent variables are available for every quarter. The goal of time
series analysis is to find a pattern in the data and predict future values of the time series [Parmezan
et al., 2019]. This type of analysis is distinct from regular supervised regression because data points
are dependent on time. This presents complications for some conventional ML techniques when
those assume independent samples. The following subsections address this challenge whenever
necessary.

A final intriguing aspect of this ML problem lies in the number of outputs. When making economic
projections we are expected to predict housing prices for eight quarters into the future. That makes
this task a multi-horizon forecasting problem. One approach to deal with this is to use a single
model that uses its own predictions as input for the next quarter. This recursive approach carries
the risk of propagating any errors made in earlier predictions [Ben Taieb et al., 2012]. Alternatively,
a single model can be designed to produce multiple outputs, but this approach significantly limits
the choice of models. Our chosen strategy is to train eight distinct machine learning models, each
dedicated to forecasting for a specific horizon. This approach involves more training time, but with
a small data set it remains feasible.

4.1.2 Feature Engineering

The first step in an ML pipeline is feature engineering. It is the process of transforming raw input
into usable features. The right features make the learning process easier for a model, making
it a crucial step in the pipeline [Zheng and Casari, 2018]. This section explains the different
transformations applied to the input data to construct new features.

Section 3.1 mentions the use of autoregressive (AR) terms in economic forecasting. These terms,
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also described as lags introduce are values of a feature in a previous time period. The introduction
of lags on the target or other explanatory variables provides the model with additional information.
A model could use many lagged features, each one adding additional historical information. The
introduction of this feature does reduce the number of available samples in a data set. So it is
not always beneficial to add more lags. Section 4.1.3 introduces techniques to limit the number of
variables used in the model.

In addition to adding new variables, transformations on input data can enhance prediction accuracy
[Johnson, 2019]. The housing market prices have a rising trend [Sinninghe Damste and Euwals,
2023]. Predicting future values beyond the historical range seen in training is a challenge for ML
algorithms. It is therefore easier to predict the mutation of the target variable instead of the level.
This is also the custom in traditional models for prediction of housing prices [Luth, 2023], [Malpezzi,
1999], [Boelhouwer et al., 2001], [Sinninghe Damste and Euwals, 2023]. Explanatory variables can
also have rising trends, so using the change in this variable as a feature can make prediction easier as
well. Taking the mutation of a variable has the additional benefit of reducing dependency between
data points.

Another transformation is to correct variables for inflation. The general price level is naturally
correlated with housing prices as well as other economic indicators. Correcting for inflation allows
us to focus on the housing market specifically, making the prediction task simpler.

Lastly, the application of moving averages emerges in literature as a valuable transformation. The
procedure helps to smooth input data and mitigate the impact of outliers [Goulet Coulombe et al.,
2021]. Consequently, we incorporate this transformation into our process.

In summary, the different feature engineering procedures we have discussed increase the number
of features that are in consideration for our model. The following section motivates the need for
feature selection and outlines a procedure for it.

4.1.3 Feature Selection

In macroeconomic forecasting, the amount of data points available is usually limited. As the number
of features grows, the amount of data required to find patterns in these dimensions increases
exponentially [Trunk, 1979]. After applying the feature engineering procedures we discussed in the
previous section, the number of features to consider is too large compared to the number of data
points. It becomes necessary to apply dimensionality reduction.

Dimensionality reduction techniques can be divided into two approaches. Feature extraction projects
the original data into a lower-dimensional space, creating new features. This method allows for
great information retention, but the new features are usually uninterpretable. Given our emphasis
on model interpretability, feature selection would be the more suitable approach. Feature selection
takes a subset of features to use in the model. It is an approach that results in information loss,
but this is a downside we accept in favor of interpretability.

The challenges in the implementation of feature selection are twofold. Firstly, most methods require
specifying the number of selected features. Having too many features can introduce noise, redundancy;,
and irrelevant information. Select too few features and risk excluding relevant information. The
optimal number of features will change for every ML task [Li et al., 2018]. Considering all possible
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features would grow the search space exponentially [Vergara and Estévez, 2014]. The selection
method we present is only one of the possible techniques to apply feature selection.

Mutual information maximization (MIM) efficiently assesses feature importance based on its
correlation with the target, providing a swift form of feature selection [Li et al., 2018]. However,
MIM evaluates feature scores individually. This disregards any correlation between features that
make them redundant. The method’s limitation lies in assuming feature independence. In practice,
features should correlate with the target without being highly correlated with each other. Section
4.2.1 covers an implementation of MIM where this problem is addressed.

4.1.4 Machine Learning Models

The diverse nature of data and varying complexities of real-world problems have resulted in the
development of many different types of machine learning models. Each type of model has its
strengths, limitations, and suitability for different tasks. The following types of models can all be
used for time series prediction.

Linear Models The output of linear models is defined as a linear combination of input features
[Bishop, 2006]. The model is also known as Ordinary Least Squares Regression (OLS) in the
economic literature. While its simplicity and interpretability are advantageous, Linear Regression
models are not able to capture nonlinear relationships.

Nearest Neighbors These models work based on the assumption that the most similar historic
data points can serve as a meaningful prediction for the future. K-Nearest Neighbors (KNN) offers
predictions by averaging the values of the kK number of data points in the training data that are
the closest to the new instance [Bishop, 2006]. The use of distance metrics makes the algorithm
sensitive to feature scaling and outliers [Johnson, 2019], this is something to take into account
during feature engineering.

Support Vector Machines The Support Vector Machine (SVM) is another distance-based
model. Models of this type can handle classification and regression tasks [Miiller et al., 1997]. It maps
data points into a higher-dimensional space, seeking the optimal hyperplane for class separation
or continuous value prediction [Cortes and Vapnik, 1995]. While SVM inherently models linear
decision boundaries, applying kernels allows for more intricate boundary formulations [G. Brereton
and R. Lloyd, 2010].

Tree-based Approaches Tree-based models are algorithms that make decisions based on
hierarchical structures [Breiman, 2001]. A regular decision tree creates a structure of decision points
that can be followed to reach a prediction. A Random Forest creates many different trees and
takes their average prediction. These trees should be randomized and diverse so that they can
compensate each others mistakes [Breiman, 2001]. Other examples of tree-based approaches are the
CART Regression tree, Gradient Boosting Machine, and eXtreme Gradient Boosting.
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Stochastic Models Stochastic models use probability theory and statistical distributions to
make predictions [Rasmussen et al., 2004]. These models are designed to capture uncertainty in the
data. The Gaussian Process is a stochastic model that assumes a joined Gaussian distribution for
its input variables. Instead of taking the input variables as they are, the input is sampled from the
distribution to capture a level of randomness [Rasmussen et al., 2004].

Neural Networks Neural networks are a type of machine learning model inspired by the func-
tioning of the human brain [Hopfield, 1982]. The model consists of interconnected nodes (neurons)
organized in layers. The individual nodes can turn on or off, based on their input. With enough nodes
and layers neural networks are capable of learning complex patterns and relationships [Abiodun
et al., 2018]. The training procedure of a neural network relies on an extensive amount of training
data, which usually is not available in macroeconomic forecasting. Given the constraints of available
data, our focus will be directed towards exploring other methods.

The literature does not agree on which type of model is the most effective to use for macroeconomic
forecasts. For instance, Milunovich [2020] found the SVM to outperform other models in most
scenarios, whereas [Ahmed et al., 2010] found this model to be outperformed by both KNN and
CART regression trees. This lack of consensus shows that the most effective model differs depending
on the use case. Consequently, our approach involves testing a diverse set of ML models.

4.1.5 Hyperparameter Optimisation

Each model we discussed in the previous subsection contains hyperparameters that determine the
structure of the model. For instance, in the KNN algorithm, the number of neighbors k£ to consider
is a hyperparameter. The optimal values for hyperparameters differ from one prediction problem to
the next. Therefore, tuning the hyperparameters is essential to find an optimal or near-optimal
configuration for each model.

Hyperparameter tuning can be achieved through various methods. In manual search, the hyper-
parameters are chosen using the researcher’s expertise. This is a quick procedure, but difficult
to reproduce and the effectiveness is heavily dependent on the expertise of the researcher. Grid
search involves defining a finite set of possible values for each hyperparameter, with the search
algorithm exploring every combination. In contrast, random search tests random configurations
until a predefined budget is exhausted. Random search tends to outperform grid search when
certain hyperparameters have a disproportionate impact on model performance [Bergstra and
Bengio, 2012]. Random search is still very inefficient when compared to more complex methods
such as genetic algorithms or Baysian optimisation Hutter et al. [2019]. However, our primary
focus is not on finding the optimal hyperparameters. Instead, our goal is to build a well-performing
machine learning model within a constrained time frame. Random search is implemented within
the CARET package, making it the preferred method for this pipeline.

In tuning the hyperparameters of a model there is the risk of overfitting. Overfitting occurs when
a model fits the training data too closely, making it challenging to generalize to new data. To
guard against overfitting performance is measured on previously unseen data and hyperparameter
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tuning is done using different data again. The data that is set aside for testing and tuning can no
longer be used in the training process. Cross-validation helps mitigate the loss of information. In
cross-validation, the dataset is split into non-overlapping training and validation sets, with the
model trained on the former and evaluated on the latter. This process is repeated multiple times to
obtain an average performance score [Berrar, 2018].

A fundamental assumption of cross-validation is that data points are independent and identically
distributed (i.i.d) [Arlot and Celisse, 2010]. Unfortunately, this assumption is violated by time
series data. Burman et al. [1994] proposes a blocked method of cross-validation where data is
divided into time-based blocks. Data points that are dependent on points in another block are
removed. This eliminates the dependency between the test and training set but also reduces the
number of samples available for training. In their experiments with cross-validation on time series
data Bergmeir and Benitez [2012] did not find any practical consequences of the violation of the
independence assumption. Goulet Coulombe et al. [2022] also recommend the use of standard
k-fold cross-validation. Given the limited number of data points at our disposal, we have opted for
standard k-fold cross-validation.

4.1.6 Performance Evaluation

After the model has been trained, its performance needs to be evaluated. Various metrics are
available to measure model performance. In this work, we will use the Mean Absolute Percentage
Error (MAPE) and the Root Mean Squared Error (RMSE). The MAPE provides a relative measure
of error that is intuitive to interpret. The MAPE calculates the absolute difference between prediction
y; and actual value g;. This is divided by the actual value § to get the error as a percentage of the
actual value. The average across all N samples gives the MAPE.

Lo |y — i
MAPE = — ; -
The Mean Absolute Percentage Error (MAPE) has notable limitations, with one of the most
significant being its sensitivity to the scale of the actual values. Specifically, an error on a large
actual value is considered smaller than the same absolute error on a smaller actual value Makridakis
[1993]. Given the upward trend observed in housing prices, this characteristic of MAPE could
potentially pose a problem when evaluating forecasting accuracy.

The Root Mean Squared Error is one of the most popular error measures to use [Botchkarev, 2019].
The difference between the prediction y; and actual value g; is squared. The root of the sum of
squared errors across all IV samples is then taken. This has as advantage that the error is expressed
on the same scale as the target variable. The formula is defined as follows.

_ i = 5
RMSE = \/ ~

The RMSE gives a larger weight to predictions with a larger absolute error. The metric is not
without controversy. Some researchers argue that its sensitivity to outliers makes the RMSE an
unreliable error metric [Armstrong and Collopy, 1992] [Willmott and Matsuura, 2005]. Others still
view it as a useful method [Chai and Draxler, 2014] [Shcherbakov et al., 2013].
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Every error metric has its limitations, and theoretically, there is no universally ”"best” metric
[Makridakis, 1993]. To offer a comprehensive assessment of model performance, we report on two
different types of error metrics. However, during hyperparameter optimization, we can only optimize
for one metric. In this case, we prioritize the Root Mean Square Error (RMSE).

4.2 Methodology

As demonstrated in Section 4.1, the ML pipeline involves several distinct steps. This section details
how the available data is processed and used to train ML models. By providing a comprehensive
overview of these procedures, this section aims to offer clarity on the methodology employed in
preparing the data and developing the predictive models.

4.2.1 Data

Data Sources The data utilized in this project is provided by CPB. The input for the pipeline is
derived from multiple sources. All original series are taken from CBS but some have been cleaned and
modified by the housing market team to fit preceding projects. The first is the data set that is used
as input for this project is the one used to train the existing housing-price-model [Sinninghe Damste
and Euwals, 2023]. Additional features that were considered for the housing-price-model are included
as a second manually selected data set. Finally, CPB’s NLdata, a recently developed database,
contains over 1100 time series related to the Dutch economy from various sources like CBS and the
ECB. Variables from this database are taken directly from their original source. The NLdata is a
very large database in which most variables are not related to the housing market. To control the
number of variables that we consider for the model, we do not consider feature transformations for
the variables from NLdata.

Feature Engineering Given the large amount of features in the NLdata database, feature
engineering is only applied to the manually selected data sets. The features that result from
applying these transformations are considered in the feature selection procedure. Here, the following
transformations are performed:

e lags Incorporate historical data points as new features.

e Moving average Calculate the average of preceding data points, with the number of
considered data points determined by a predefined window size.

e Correction for inflation Transform a feature by dividing it by the Consumer Price Index
(CPI).

e Mutation Take the ratio between the preceding feature value and the current feature value.
The objective of the ML model is to predict the housing market price level, sourced from the CPB

dataset. Information about the target variable is summarized in Table 1. To ease prediction for the
ML model we apply several transformations and use the mutation in real housing prices as a target.
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Name prijsindex_best_koopwon
Description Nominal price level of sold houses.
Datatype Continuous

Available time period | 1995Q2 - 2023Q3

Sampling rate Quarterly

Number of values 114

Table 1: Information on the target variable before feature engineering has been applied.

As mentioned in Section 4.1.1 we have opted to train a separate model for each forecasting horizon.
The target of this model then becomes the change in housing prices from the last known year. For
example, a submodel predicting t 4+ 2 predicts the change in housing prices between 2023Q1 and
2023Q3. The next submodel for t + 3 predicts the change in housing prices between 2023Q1 and
2023Q4.

Feature Selection For feature selection, a variation on mutual information maximization is
employed. Initially, the mutual information between the features and the target variable is computed.
The top N features are then selected based on their scores. Since this process solely considers
individual features without accounting for interactions, an additional step is taken. The correlation
matrix of the top N features is calculated and features that have a correlation higher than 0.8 with
another selected feature are eliminated. This iterative process continues N features are obtained.

While this approach does not guarantee the optimal set of features, it aims to minimize redundant
information and assess whether features provide information about the target. Still, a better-
performing feature set could exist. This approach avoids the need to train models for feature
selection. Macroeconomic datasets are usually small, with few samples, making the training process
quicker. Yet there are many possible features to use, making it infeasible to test each possible
combination of features.

Following this first feature selection process, the final features are determined through expert input.
Experts used their judgment to identify complementary variables, leading to the removal of some
and the inclusion of others. The choice of the number of features to select remains arbitrary. Due
to the limited length of the dataset, the number of features has to be limited. The final feature set
is summarized in Table 2. A sample of the data set that is used for training is shown in Table 3.

Feature Scaling Standardizing data to a common scale across all features is necessary for
distance-based learners like KNN and can also aid other models by promoting faster convergence.
Given our limited number of data points, simplifying the process for the models is essential. The
data X is standardized so we compute the difference between the feature value x and its mean p,.
This is divided by the standard deviation o,

R
Ux

The mean and standard deviation are calculated based on the training set. Data in the test set
should not influence the procedures performed on the training data, this prevents information
leakage.
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Name Description

ink_nom_niv Nominal income level

Prijs_re_mut Real price mutation

Moving average of real price mutation,
window size is 8 quarters

Moving average of change in consumer trust,
window size is 4 quarters

Prijs_re_mut_avg8

Consumenten_vertrouwen_mut_avg4

Brutolnvesteringen Gross investments in residential properties.
BBP Gross Domestic Product (GDP)
AantalVerkochteWoningen Number of houses sold

Table 2: States the name of each feature that is used in the ML models and provides a short
description.

ink_re | prijs_re | prijs_re r_nom consumenten Bruto Aantal
. . _vertrouwen . BBP | Verkochte
_niv _mut _mut_avg8 | _niv_avg4 Investeringen .
_avgd Woningen
38915 | 1,01 1,01 7,59 10,50 4264 73658 | 37054
39268 | 1,03 1,02 7,41 11,67 4476 75571 | 40498
39628 | 1,00 1,01 7,22 11,50 4460 76210 | 46282
38500 | 1,02 1,02 6,85 8,00 3761 76308 | 35669
38948 | 1,03 1,02 6,64 6,75 4850 77197 | 43810
39293 | 1,03 1,02 6,46 6,25 5126 78420 | 46582

Table 3: Shows the first rows of the training set. The target y is the change in real house price for
one quarter ahead. The column periode is used as an identifier.

4.2.2 Model Training

Train, test and validation sets To protect a model from overfitting the performance should be
evaluated on different data than what the model is trained on. The hyperparameters are tuned
on different data again. To get an accurate and unbiased measure of the performance, the test
set should be as large as possible. At the same time, the performance of a model also depends
on having enough data to train, presenting a trade-off. Any data that you use for training, can
no longer be used for testing and visa versa. Given the small number of samples we have at our
disposal, the division of training and test set requires careful consideration.

In our use case, the model will be deployed to make projections from the final input date forward. As
explained in Section 4.2.1, a different target is created for each forecasting horizon. Eight datasets
are created, each corresponding to a specific horizon. To simulate the model in production, it makes
sense to designate the final eight data points as the test set. However, judging performance solely
on this single projection of eight quarters would be unreliable. The chosen time period for the test
set could be arbitrarily easy or difficult to predict, leading to biased performance evaluation.

When the target reflects the price change further into the future there is less data available. So the
data set with targets for predicting one quarter ahead has less data points than the one with a
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target eight quarters ahead. This phenomenon is visualized in Figure 1. The test set is used for
demonstration purposes and not to report on performance so the loss in data points is absorbed in
the test set. This way, the training set remains as large as possible.
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Figure 1: Shows the amount of samples that fit into the dataset. Each arrow represent a sample
of change in housing price from t = 0 to t = 1 or t = 2. The dotted line represents the training
set and the solid line the test set. A data set with t = 2 as a target can fit one less data point.
The test set can be decreased in size (option A) or the training set (Option B). We have chosen to
implement option A.

A separate validation set is introduced to allow for an unbiased performance valuation, not to be
confused with the one used for hyperparameter optimization. This set should have diverse points
spread over time, preventing the selection of overly easy or challenging forecasting periods. For that,
the errors on the predictions should be independent. Unlike cross-validation, there’s no need to
rotate the split between the training and validation sets. Therefore, we've implemented a different
procedure, outlined as follows. As our projection is for eight quarters, the final eight data points are
reserved for the test set. The remaining data is divided into blocks of eight data points. Any data
points at the end of the data set that do not fit into a block are in the training set. A prediction of
housing price change over eight quarters creates a dependency between the prediction errors made
on this sample and the 7 samples preceding it. For this reason, the final sample in each block is
used for the validation set while the others are used for training. That way, there is no dependency
between the errors on the different samples in the validation set. The division between the training,
validation, and test set is also explained in Figure 2.

The decision to use non-overlapping prediction periods in the validation set limits the number of
points in the validation set. With an eight-quarter horizon, only a limited number of intervals can
fit within a dataset spanning from 1995 to 2023. Consequently, the validation set comprises thirteen
points, which may not be sufficient to ensure a robust performance estimate. Nevertheless, it is the
maximum amount we could use given the total number of samples available. The number of data
points in each set is summarized in Table 4.

Model selection Section 4.1.4 covers several broad categories of ML models. In practice, there
exist numerous variations within these categories. For ease of implementation, the CARET package
was utilized. This package consolidates numerous implementation packages from various makers into
a unified interface. The package offers access to 238 unique models. To cover the broad categories
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For each data point, one ML model predicts a The points in the validation set @ are separated The final eight quarters in the data set
specific horizon. Eight models are used to to reduce the dependency of errors. All other are used as the test set. @
predict eight horizons. points are in the training set.O

Q1 1 Q1 Q2 ! Q2
2021 2023

Figure 2: Shows how the training set, validation set, and test set are split. Each dot is a point in
the data set. Based on this point the change in real housing prices is predicted for eight quarters
into the future. To predict eight quarters ahead, eight ML models are used, indicated with the
arrows. The data points from 2021Q2 till 2023Q2 are used for the test set. When predicting one
quarter ahead, it is possible to fit more data points within this time frame than when predicting
eight quarters ahead. The remaining data is divided into blocks of eight data points. The first point
of each block is in the validation set. Any remaining data points that are not able to fit in a block
are put in the training data set.

Horizon 1 2 3 4 5 6 7 8
Training set 92 192 |92 (92 |92 |92 |92 |92
Validation set | 13 |13 |13 |13 |13 |13 |13 | 13
Test set 8 7 6 5) 4 3 2 1
Total 113 | 112 | 111 | 110 | 109 | 108 | 107 | 106

Table 4: Shows the number of data points in each data set. When predicting the price change
further into the future, the number of available data points becomes smaller and the size of the
test set decreases.

discussed in the theoretical framework, one model of each category is implemented. The small data
set makes it difficult to effectively tune a large number of hyperparameters. So in cases where
multiple comparable implementations are available, the number of hyperparameters is used to select
a model. The implemented models are summarized in Table 4.2.2.

Model Category Identifier
Linear Regression Linear Model Im
k-Nearest Neighbors Nearest Neighbors knn

Gaussian Process

with Polynomial Kernel

Support Vector Machines

with Radial Basis Function Kernel
Random Forest Tree-based Approache rf

Stochastic Model gaussrPoly

Support Vector Machine | svmRadial

Table 5: Gives an overview of the ML models used for forecasting. The category refers to the type
of ML models described in section 4.1.4. The identifier is the value used to call the method in the
CARET package.
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Hyperparameter Optimisation To optimize the hyperparameters of every model, we employ
standard 10-fold cross-validation and random search, as previously motivated in Section 4.1.5.
The CARET library provides a function to generate random tuning parameter combinations. The
specific hyperparameters tuned for each model are detailed in Table 4.2.2.

Identifier | Hyperparameter | Description
. Mean value of the output when all input variables are
Im intercept
equal to zero
knn k Number of neighbors to consider
degree The degree of the polynomial
gaussrPoly scale Scale is used to normalize data
: sigma Kernel width, determines which points are considered similar
svmRadial .
C Regularization parameter
At each split in a decision tree a random number of
of mtr features is sampled as a candidate feature to split on. The
Y number of features that is sampled is the mtry
hyperparameter.

Table 6: Describes the hyperparameters that are tuned for each model. Which hyperparameters are
tuned is defined by their CARET implementation.

Evaluation When evaluating model performance the MAPE and RMSE are reported. The choice
for these metrics has been explained in Section 4.1.6. A proper valuation of ML models benefits
from a comparison to a traditional economic model. The housing-price model introduced in Section
3.1 is implemented as a baseline. There is one important issue with this baseline. The model uses
projected interest rates in the predictions. Historic projections are not available so the model uses
actual interest rates for training and prediction. This could make the baseline perform unrealistically
well. That should be taken into account when comparing performances.

4.3 Results

This section presents an overview of the results. In forecasting a distinction is made between
in-sample predictions and out-of-sample predictions. In-sample predictions are made using data
used for model training, while out-of-sample predictions use unseen data. Both the validation
and test sets in this project are out-of-sample. In-sample analysis assesses how well the model
fits the training data, while out-of-sample analysis predicts model performance in new situations
[Tashman, 2000]. Comparing the model’s performance for in-sample and out-of-sample predictions
offers insights into the amount of overfitting experienced by the model.

4.3.1 Out-of-sample analysis

The performance of the models on the validation set is shown in Figure 3. Figure 4 illustrates how
the error on the validation set increases as the horizon becomes larger. This aligns with expectations,
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as predicting housing prices further into the future becomes more challenging. The baseline model
follows a different path. Unlike the other models, the baseline model utilizes its prediction for the
preceding quarter as input to forecast the subsequent one. While this approach offers an advantage
if the initial prediction is accurate, errors may propagate in subsequent forecasts.
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Figure 3: RMSE and MAPE on out-of-sample validation sets. The ML models all outperform the
traditional housing price model (woningprijs). The best performing ML model is the random forest

(RF).

The performance of these models is also described in table 7. The choice of the best-performing
model depends on the preferred error metric and the prediction horizon. It becomes clear that the
ML methods perform better than the traditional economic model (woningprijs). Out of the ML
models, Random Forest (RF) outperforms the others.

Figure 5 shows the predictions made on the validation set by the RF. These are predictions for the
first quarter of each year, looking eight quarters into the future. The RF predictions are close to
the actual house prices and can even anticipate turning points. Only the drop in housing prices in
2022 is not picked up on.

Figure 6 displays the out-of-sample predictions on the test set, showing a single projection from
2021Q2 to 2023Q2. There is a clear difference between the predictions of the ML models and the
structural housing-price-model (woningprijs). The latter provides a much more conservative forecast
which turns out to be more accurate.

4.3.2 In-sample analysis

Figure 7 shows the performance on the training set. The RF, KNN and SVM stand out from the
other models with lower errors. The RMSE and MAPE on the training set are much lower than on
the validation set. This indicates that the models are overfitting.

Figure 8 illustrate how the Linear Regression (LR) and RF models fit to the actual housing price
levels on the training set. Comparing these figures reveals that the RF model fits more closely to
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Figure 4: RMSE and MAPE on out-of-sample validation sets for one till eight quarters ahead
prediction. As the models forecast further into the future, the errors generally increase, with the
exception of the baseline (woningprijs). The baseline utilizes a single model that takes its previous
period’s prediction as input instead of employing separate models for each prediction horizon.

the training data than the LR.

In addition, this Figure sheds light on why all MLL models predict growing housing prices on the
test set. Most historical data points have shown rising housing prices. Consequently, an overfitted
model maximizes its performance on the training data by predicting rising housing prices. However,
in this case, it comes at the detriment of performance on the test set, where the realizations differ
from the trend.
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RMSE

Model |1 2 3 4 5 6 7 8 Mean Sd

RF 1,212 2309 1,354 1,385 1,278 3,613 5,045 5,701 | 2,74 1,82
SVM 1,120 2,058 1,969 4,838 3,503 4,361 4,014 3,711 | 3,07 1,33
GP 1,467 3,000 4,001 3,737 3,835 5956 6,491 6,349 | 4,35 1,77
LR 1,404 2,893 2,669 2438 2,737 3,644 5,194 6,254 | 3,40 1,58

KNN 1,263 2,180 1,998 1861 3,338 4,098 5410 3,061 |290 1,37
Baseline | 4,597 12,960 14,251 14,390 13,654 12,319 10,220 8,983 | 11,40 2,36

MAPE
Model |1 2 3 4 5 6 7 8 Mean Sd
RF 0,726 1,070 0,768 0,965 0,867 2,000 1,986 2,124 | 1,34 0,65
SVM 0,771 1,341 1,341 2,520 1,877 2,904 2901 2,587 | 2,04 0,81
GP 0,803 1,308 1,308 2,250 2,226 3,327 3,762 4,199 | 245 1,20
LR 0,752 1,270 1,422 1,551 2,38 2,445 3,756 4,359 | 2,13 1,20

KNN 0,731 1,092 1,213 1,301 1,880 2,071 3,923 1,949 | 1,83 1,01
Baseline | 2,720 7,619 8,411 8381 7,969 7,557 6,949 6,443 | 7,01 1,85

Table 7: MAPE and RMSE on validation set for all models predicting 1 till 8 quarters ahead. When
looking at the MAPE, the random forest (RF) scores best. Considering the RMSE, the Support
Vector Machine (SVM) is the best performing on the first two prediction horizons. Overall the RF
seems to be the best performing ML model.

4.4 Conclusion

In conclusion, our analysis has shown that machine learning models can effectively predict housing
price levels, as demonstrated by their strong performance on the validation set. However, the
Gaussian Process and Linear Regression models have proven to be less effective compared to other
models in this context. There is a large contrast in performance on the training set and validation
set. This is an indication that the models are overfitting on the training data. The errors in the
training data are then minimized at the expense of performance on the validation set. Overfitting
is a common issue across all models, particularly pronounced in the Random Forest and Support
Vector Machine. Furthermore, on the test set the models struggle to identify the turning point in
the time series. To gain deeper insights into the workings of the black-box models, the next chapter
involves applying a post-hoc explainability method.

5 Explainable Machine Learning

This chapter addresses the second and third hypotheses concerning explainability. Similar to the
preceding chapter, it follows a structured approach by first examining relevant literature, followed
by a detailed description of the implementation, and concluding with the presentation of results.
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Figure 5: Predictions on validation set by Random Forest (RF) models. The actual values are the
real historic housing prices. Each yellow line shows a forecast of eight quarters starting in the first
quarter of that year.

5.1 Theoretical Framework

Explainable machine learning is a much less clearly defined field of research than conventional
machine learning. This section aims to establish precise definitions within the scope of this research,
outline the distinctive features of explainability methods, and motivate implementation decisions.

5.1.1 Dimensions of Interpretability

Existing literature presents diverse ways of characterizing and structuring the multitude of ex-
plainability methods [Arrieta et al., 2019], [Burkart and Huber, 2021], [Mohseni et al., 2020],
[Guidotti et al., 2018]. This section engages in a discussion centered around three dimensions of
interpretability. The aim is to offer a nuanced understanding of the landscape of explainability
methods and their applicability in the context of macroeconomic forecasting.

Post-hoc explainability Traditional forecasting models and most linear machine learning models
are interpretable in the sense that it is simple for a human observer to understand the link between
input and output. With more complex machine learning models often referred to as ’black-box’
models, the interpretability diminishes. Despite their lack of inherent interpretability, techniques
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Figure 6: Predictions on the test set. Here, the predictions made by for example the Random Forest
are eight predictions made by eight different models, all trained on a different forecasting horizon.
The traditional housing price model (woningprijs) provides a lower estimation than the ML models.
The ML models overshoot the tipping point in real housing prices.

exist to explain predictions from these black-box models. These explanations can be formed during
the training phase of the model or added after predictions are made [Barredo Arrieta et al., 2020]
[Mohseni et al., 2020]. When explanations are added after the model has made predictions, they are
termed post-hoc explanations. This is in contrast to ante-hoc explanations where interpretability
is built into the model during its construction [Burkart and Huber, 2021]. The trade-off between
explainability and performance is a critical consideration in this context. Post-hoc explainability
methods often provide approximations of the model’s inner workings, introducing fidelity issues.
Despite this limitation, post-hoc methods offer the advantage of not restricting the ML model,
allowing it to achieve maximum performance.

Local versus global explanations In explainable machine learning, a distinction is made
between local and global interpretability. Global interpretability refers to understanding the overall
logic of a model, and comprehending how the input transforms into the output. On the other hand,
local interpretability refers to the rationale behind a specific prediction, providing insights into why
that particular outcome occurred [Guidotti et al., 2018] [Burkart and Huber, 2021].

In our use case of economic projections at CPB, economists are required to justify their choices
and specific housing price projections. Throughout the projection process, a ”zijlicht” model
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Figure 7: RMSE and MAPE on training sets. The K-neirest neighbor (KNN), random forest (RF)
and support vector machine (SVM) have the lowest errors. For these models the error on the
training set is much lower than on the validation set, a sign that they are overfitting.
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Figure 8: Predictions on the training set. Here, the predictions made by the Random Forest (RF)
and Linear Regression (LM) models comprise eight forecasts generated by eight distinct submodels,
each trained on a different forecasting horizon. The Random Forest closely follows the actual
housing price levels. In contrast, the Linear Regression model predominantly extrapolates trends
from preceding housing price data, resulting in a less precise fit.

29



is employed to guide expert judgment, influencing input variables and outcomes of traditional
models. In this scenario, the economist needs to understand why a prediction deviates from their
expectations. This emphasizes the importance of local interpretability. Notably, the requirements
of economic forecasters diverge from those of economic researchers. While researchers focus on
discerning overarching global patterns, forecasters prioritize understanding the nuances of individual
projections.

While local interpretability is crucial for decision-making during projections, the interpretability of
the model overall remains important. Economists are interested in comprehending the economic
patterns that the model has learned. If the model follows economic principles this increases trust in
its forecasts. Therefore, both local and global explanations are desirable, but the emphasis remains
on local interpretability.

Nature of user expertise The prior knowledge of the user, in this case, the economist plays
a crucial role in the explanation process [Guidotti et al., 2018]. It is essential to consider the
audience when constructing an explanation. The forecasters are experts in their field, possessing
extensive domain knowledge and strong mathematical skills. However, they have limited knowledge
of machine learning. [Mohseni et al., 2020] characterizes such users as data experts and emphasizes
the role of visualization and interaction techniques to support them. Burkart and Huber [2021]
refer to these users as domain experts. They highlight the domain experts’ goal of understanding
the systems and factors used by the system to incorporate their knowledge. Trust is identified as a
crucial requirement for system deployment in the eyes of domain experts.

5.1.2 Characterisation of Methods

When creating an explainability technique, researchers have to deal with the approximation dilemma.
This dilemma entails that the explanation should preserve the essential features of the complex
model, while also meeting the requirements of the audience [Barredo Arrieta et al., 2020]. This
results in a large toolkit of techniques that can be put into various subcategories. Some post-hoc
techniques include explanation by visualization, explanation by simplification, and explanation by
feature importance [Barredo Arrieta et al., 2020].

e Visual explanation techniques are another type of explanation that mainly focuses on form.
These explanations are usually only created as model-specific techniques. This is because
it is more difficult to create a visualisation without using any information on the internal
structure of a model [Barredo Arrieta et al., 2020]. Still, in this work we aim to use only
model-agnostic techniques.

e Explanation by example approach involves the extraction of examples that provide some
insight into the relationships that the black-box model has generalized [Barredo Arrieta et al.,
2020].

e Explanation by feature importance techniques explain by quantifying how the sensitive
a model is to the different input features [Barredo Arrieta et al., 2020]. One of the techniques
is the calculation of Shapley values.
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Model-agnostic explainability Model-agnostic methods are explainability methods that can
be applied to any type of model as opposed to model-specific methods that only work for a specific
model class [Burkart and Huber, 2021]. These models treat every model as a black-box, relying on
changing the inputs and observing the resulting changes in output. These model-agnostic methods
are therefore always post-hoc methods. They are not able to exploit specific properties of any model.
They can still convey useful information to end users and provide means to compare different
types of models [Strumbelj and Kononenko, 2014] [Lipton, 2017]. As we have previously seen when
constructing a machine learning pipeline, there is not yet a single model that stands out to be the
best performing on macroeconomic forecasting. The literature does not agree on the best model, and
during our analysis, not one stood out. So it is best to determine the best model on a case-by-case
basis and apply a model-agnostic method to provide a similar explanation for each model.

5.1.3 Shapley Values

Shapley values are a concept taken from game theory, the study where two or more players are
involved in a strategy to achieve a desired outcome. The contribution of a player is measured by
taking the difference in output between games with and without this player. The average of this
difference over each possible subset of players is the Shapely value of the player [Shapley, 1953]. The
analogy here is that the features are players, working together to achieve an accurate prediction. In
the context of feature importance, the features are the players in a predictive model, collaborating
to enhance prediction accuracy.

Shapely values adhere to the concept of fair payout as it adheres to four specific conditions [Molnar,
2020].

1. Additivity: The sum of Shapley values for a group of features should equal the sum of the
Shapley values of each feature within that group.

2. Dummy: Any player who contributes nothing to a coalition should receive a value of zero
when part of that coalition.

3. Symmetry: Features that contribute equally to the prediction should be assigned the same
Shapley value.

4. Efficiency: The sum of all Shapely values equals the difference between the prediction and
the average value of the target.

One key misinterpretation is that Shapley values are often interpreted as the change in prediction
if one feature were removed from the model. In reality, they represent the average marginal
contribution of a feature value across all possible feature subsets. These feature subsets are not
limited to the specific set of features used by the model.

Calculating the Shapley value for a particular feature involves making two predictions for each
possible feature subset: one with the feature intact and another with its value replaced by a
reasonable random value. The difference between these predictions, averaged over all possible
subsets, gives the Shapley value. Unfortunately, this computation becomes infeasible for most
real-world examples due to the exponential growth in the number of subsets with increasing feature
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count. To address this challenge, one can sample subsets of features in the space, though this leaves
only an estimation of the actual Shapley values.

Accurate computation of Shapley values also requires a deep understanding of the data to replace
feature values with reasonable alternatives. The replacement of feature values can also pose a
problem when features are highly correlated. Random values from their marginal distribution may
not align with the overall feature relationships, making the resulting sample unrealistic. [Nohara
et al., 2022] propose feature packing where the highly correlated feature are packed into one
combined feature, without retraining the model. When two features are highly correlated the
importance of the combined feature is higher than the sum of each individual importance. This
approach allows us to consider correlated features but does not provide insights into their individual
contribution.

Despite these challenges, Shapley values offer advantages. They allow for contrasting examples,
facilitating outcome explanations by comparing them to alternative scenarios. Additionally, they
are grounded in strong mathematical theory, making them a robust choice for an explainability
technique.

In their study, Jesus et al. [2021] set out to assess three post-hoc explainability methods. They
employed a similar approach to that recommended by Doshi-Velez and Kim [2017] and Hoffman
et al. [2019], all be it with a shorter questionnaire. Their findings revealed that the incorporation
of SHAP explanations led to enhanced user decision-making accuracy compared to relying solely
on raw data and machine learning scores [Jesus et al., 2021]. In this use case, it is an additional
benefit for the Shapely values to originate from game theory. It is easier for economists at CPB to
adopt an explainable machine learning method when it has its foundation in familiar concepts.

5.1.4 Alternative Explanability Methods

Shapley values represent just one approach to explainability. This section explores alternative
methods, outlining their strengths and weaknesses, and justifies the decision to adopt Shapley
values.

The permutation feature importance can be defined as the amount by which the error on a prediction
increases after changing the value of a feature [Molnar, 2020]. The intuition behind this approach is
that changing an important feature has a large impact on the prediction of the model and therefore
also on the error. This also includes the effect of the new feature value involving other features. So
both the direct and indirect effects are measured in one number [Molnar, 2020]. It is an advantage
that dependency between features is taken into account. This does mean that the forecaster should
be careful with interpretation. Like with Shapley values, a forecaster may be tempted to use a
permutation feature importance as a linear regression coefficient. This approach would only be
correct if there is no interaction between the features, as is the case in a linear regression model.
It is also not possible to calculate a permutation feature importance for a test set without a true
outcome [Molnar, 2020]. So the method is not useful for explaining future forecasts.

Accumulated local effects (ALE) plots are developed as an alternative to Partial Dependence plots
by Apley and Zhu [2019]. ALE plots are more suitable when working with dependent features
[Apley and Zhu, 2019]. To show the importance of a feature, the difference between predictions is
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measured when this feature experiences small changes. ALE plots work even when features are
correlated but it is not possible to see how large or small the correlation between features is [Molnar,
2020]. Another clear disadvantage of ALE plots remains that they only provide global explanations.

Individual Conditional Expectation (ICE) plots can provide a local explanation for a single feature.
For one feature, the ICE plots one line for every sample in the data set. This line shows what the
predicted output would be if the feature were a different value [Goldstein et al., 2014]. It is a major
downside that the ICE curve can only display a single feature. Another downside to the curve

is that in practice not all feature values are realistic, yet those may still be shown in the curve
[Molnar, 2020].

LIME (Local Interpretable Model-agnostic Explanations) constructs a new dataset for each data
point by changing feature values. It trains a simple interpretable model on this data set and
observes the corresponding predictions from the black-box model [Ribeiro et al., 2016]. While the
learned model should provide a good local approximation of the black box predictions, this does
not translate to a global explanation [Molnar, 2020]. LIME provides human-friendly explanations,
particularly useful if decision trees are preferred for understanding. LIME does not satisfy the
same mathematical properties as Shapley values [Lundberg and Lee, 2017], but the built-in fidelity
measure offers insights into its reliability. A final risk of using LIME, which is present in all
perpetuation-based methods, is that small changes in the input data can have large effects on
explanations. Here, LIME appears to be particularly unstable [Alvarez-Melis and Jaakkola, 2018].

Considering these other methods Shapley values provide the most flexibility of explanations on
both a local and global level while maintaining a strong mathematical foundation. This is why it
has been selected as the preferred method at the start of this project. Chapter 6 will comment on
whether the intended benefits were realized and consider if alternative methods might not suffer
from the same drawbacks.

5.1.5 Assessment of Explanations

Assessment of models constitutes a fundamental aspect of machine learning. Most metrics measure
how close the predicted values are to the actual values. Some measure the time it takes to train a
model and perform predictions. What exactly constitutes an explanation and how it ought to be
valuated is a philosophical discussion without concluding theory [Barredo Arrieta et al., 2020] [Ras
et al., 2022]. Unfortunately there is no definitive way to judge the value of an explanation. What
working definitions are used in this research are therefore merely one the many possible definitions
that could be used. When looking at the value of an interpretable model we look at the following
three characteristics taken from [Guidotti et al., 2018].

1. Accuracy: Accuracy refers to the extend to which the model accurately predicts samples
that it did not trained on. This is the most important characteristic in the assesment of a
black-box machine learning model as well. The fact that the model is interpretable, does not
remove the need for competitie predictions.

2. Fidelity: The fidelity captures how good the explanation approximates the prediction of the
black-box model. If the explanation is very clear, but not closely connected to the model
outcome, it is still useless.
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3. Interpretability: This term is also refered to as comprehensibility. It referst to the extent to
which the model and or its predictions are understandable by humans.

Let’s delve deeper into the concept of interpretability. Interpretability can be viewed as an indication
of the level of trust that a user places in an explanation. According to the work of [Ras et al., 2022],
trust in an explanation is achieved when the rationale possesses the following properties:

e Easily interpretable
e Relatable to the user
e Connects the decision with contextual information

e Reflects the intermediate thinking

However, a trade-off exists between these properties. An explanation rich in contextual information
may be too dense for easy interpretation, while a simple explanation may lack the details needed to
reflect intermediate thinking. This properties provide a structure to assessment of an explanation,
but methods for valuation are lacking.

5.2 Methodology

This thesis focuses on Shapley values as an explainability method. The previous section introduced
the theory behind the Shapley values, the following section discusses the implementation.

5.2.1 SHapley Additive exPlanations (SHAP)

SHapley Additive exPlanations (SHAP) is a method introduced by Lundberg and Lee [2017]. SHAP
takes a very specific approach to compute the Shapley values. The linear model g is used to explain
the prediction of an instance.

M
9(2) = o+ > _ i,
i=1

2l € {0,1}M is a vector representing a subset of M features. For each feature, the vector denotes
whether they are present in the subset 7 or not. ¢; € R is the Shapely value for feature j.

SHAP computes the Shapley values, meaning that it inherits all the advantages and disadvantages of
these Shapley values. The resulting Shapley values also satisfy the properties of efficiency, symmetry,
dummy, and additivity. In addition to these properties, the paper by Lundberg and Lee [2017]
introduces three other desirable properties.

1. Local Accuracy The output of the original model f for a specific input x should match
the local model g predicting for a feature set 2’ that the maximum number of features in the
model.

M
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This property is interchangeable with the property of efficiency.
2. Missingness This property ensures that a missing feature is attributed a value of zero.

3. Consistency If a model changes in a way that a feature’s marginal contribution changes,
the Shapley value should change with it. The same applies to the situation where a marginal
contribution remains constant. In that case the Shapley value should stay constant as well.
From this property, the symmetry, dummy, and additivity properties can be derived.

The theoretical Shapley values are infeasible to compute in real-world applications so different
approximations have been implemented. Kernel SHAP provides an efficient approximation but
a downside is that features are assumed to be independent [Aas et al., 2021]. Aas et al. [2021]
extended this method so that this assumption is no longer necessary. This is the method that has
been implemented in the R-Package that is used in this work.

Despite the Kernel SHAP method’s reduced computation time, it may still face challenges with
speed, especially in the context of large datasets with numerous instances [Molnar, 2020]. During our
work with the R package, we observed that practical limits in computation time were encountered
around ten to twelve variables. Fortunately, this drawback has minimal impact on the current use
case, as macroeconomic forecasting typically involves small data sets. In Chapter 4, the ML models
were intentionally restricted to using eight features due to the challenge of finding meaningful
patterns with the limited available data points. In this scenario, the limitation of data availability
proves to be more restrictive than the computation time of Shapley values.

Shapley values can be combined to create global explanations. The local explanations serve as
building blocks of global interpretations, so consistency between the two is maintained. In this work,
Shapley values are computed for both the test set and the training set. Shapley values computed for
predictions on the test set, offer insights into the derivation of these predictions, constituting local
explanations. Additionally, computing Shapley values on the training data itself provides valuable
insights into the global patterns learned by the models.

5.2.2 Visualisation

The Shapley values themselves are mere numerical values, insufficient on their own to offer
comprehensive explanations. They are also easy to misinterpret as coefficients in a linear regression.
A Shapley value is the marginal contribution of a feature across all possible subsets of features,
which is different from the coefficients. Still, the two are easily mixed up. How Shapley values
are represented significantly influences their interpretation. The following subsection describes the
visualizations that serve as local and global explanations. Leveraging the SHAPR package, various
visualization options are explored, and custom visualizations are developed to suit the specific use
case. Collaborative efforts with the housing market team at CPB have led to the creation of these
custom visualizations. Through meetings and presentations, different versions of the visualizations
were showcased, and valuable feedback was collected.

Local Explanation As mentioned earlier, Shapley values offer a local explanation, explaining
individual predictions. The following plots aim to explain to the user how the individual predictions
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are built up.

1. Bar plot: The most simple way that a Shapley value can be displayed is through a bar plot.
The bar plot is native to the SHAPR package and shows the magnitude of each Shapley value.
An example of a bar plot can be found in Figure 9.

2. Waterfall plot: The waterfall plot reorganizes the bars in the bar plot bars to fall one after
the other. This shows the user how the Shapley values together add up to the black-box
prediction. Features also are sorted by the magnitude of their Shapley values values. Figure
10 shows a waterfall plot.

3. Stacked bar plot: The previous two plots explain a single prediction. In the housing market,
predictions are never made for a single quarter. CPB would like to forecast eight quarters
ahead and also compare the predictions for different forecasting horizons. The stacked bar
plot, developed in collaboration with CPB, is a bar graph displaying the contribution of each
Shapley value to the final prediction across all eight points of the projection. While providing
less detail than the waterfall plot, this graph enables comparisons of Shapley values across
different predictions. An example of a stacked bar plot is shown in Figure 11.
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Figure 9: Bar graph shows magnitude of Shapley values. Prediction on the test set, sample from
2021Q2 predicting two quarters ahead. Predictions made using Random Forest model.

Global Explanation Shapley values offer not only local explanations for individual predictions
but can also be aggregated to provide global explanations. The first method that is explored involves
a measure of feature importance. While it is a misinterpretation to view an individual Shapley
value as feature importance, combining them can yield a feature importance metric. The intuition
behind this feature importance measure is as follows. If a feature has a large absolute Shapley value,
it contributes to the prediction to a large extend and should be considered important [Molnar,
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Figure 10: Waterfall graph shows magnitude of Shapley values. Prediction on the test set, sample
from 2021Q2 predicting two quarter ahead. Predictions made using Random Forest model. The

colored bars show the magnitude of the Shapley value for each feature.
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Figure 11: Stacked bar graph show a forecast of eight quarters with 2021Q2 being the last known
period. The colored bars show the magnitude and direction of feature contribution. The black dots

represent the resulting predicted growth in real housing price.

2020]. To find a global measure of importance the absolute Shapley values (¢) are averaged across
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every sample 7. The feature importance for a feature j becomes:

1 n
L=~ > ol
i=1

The analysis can be conducted for each forecasting horizon individually or collectively as one multi-
horizon model. In the latter case, the feature importance is averaged across different forecasting
horizons. Figure 12 illustrates both scenarios.
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Figure 12: Plot the global feature importance of the random forest model by taking the average
absolute Shapely value of a feature. The Shapley values are calculated on the training set. Y-axis
shows the features, x-axis the feature importance. The different colors show the feature importance’s
for different forecasting horizon. The gray bars shows the average across horizons.

The feature importance measure only describes the size of the contribution, not the direction of the
effect. The beeswarm plot also aims to connect the Shapley value to the input feature value. Each
point on the plot corresponds to a Shapley value for a specific feature and instance. On the y-axis
every feature used in the model is plotted. The x-axis shows the magnitude of the Shapley value.
The color coding indicates the feature value, ranging from low to high. The beeswarm plot could
give a forecaster information about the connection between the feature value and Shapley value. It
also shows whether the Shapley values for a feature are generally low or high, compared to other
features. This plot is also natively supported by the SHAPR package. An example of a beeswarm
plot is shown in Figure 13

For a comprehensive examination of the relationship between feature value and Shapley value,
analyzing the distribution of Shapley values can be highly informative. SHAPR provides a clear
global interpretation plot where the x-axis represents the feature value, the y-axis shows the Shapley
values. An example of this plot is displayed in Figure 14. This visualization also incorporates a
histogram to depict the distribution of the feature data. Such a plot proves valuable when exploring
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Figure 13: Shows the distribution of Shapely values for the training set by plotting the Shapley
value of each feature and instance. Y-axis shows the features, x-axis the shapely value. The color
shows whether the feature value of that instance was relatively low or high. Predictions are made
on the training set, predicting one quarter ahead using a Random Forest.

potential non-linear relationships between the model’s input and output, akin to the VEC plot
proposed by [Cortez and Embrechts, 2011].

Figure 14 focuses solely on the Shapley values for one prediction horizon. However, since the
multi-horizon model will ultimately be employed as a single model, it is advantageous to examine
the relationships between input and output for all horizons in one figure. In Figure 15, the x-axis
represents the feature value, and the y-axis represents the Shapley value. This time, all Shapley
values for instances in the training set are plotted, with different forecasting horizons displayed in
distinct colors.

5.3 Results

In Section 5.1.5, the dimensions on which to evaluate the explainable machine learning model were
discussed.The results concerning the first dimension, accuracy, have been outlined in Section 4.3.
Addressing the fidelity aspect of the explanation involves examining the mathematical foundation
of the method. The estimated Shapley values provide local fidelity, offering a mathematical basis to
assume their accuracy in representing the individual predictions. However, any global conclusions
drawn from them lack this mathematical foundation, thus global fidelity is not guaranteed. The
remaining discussion in this section will focus on the interpretability of the explanation plots that
were introduced in Section 5.2.2. An example of each plot will be discussed as well as how it relates
to the properties of interpretability that we outlined in Section 5.1.5.

In Chapter 4, a ML pipeline with multiple models was constructed. The explanation methods
provided are independent of the choice of model. For simplicity, only the explanations provided on
the Random Forest model will be showcased. The choice of this model is arbitrary and does not
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Figure 14: Scatterplot to show the distribution of shapely values by plotting the Shapley values for
each feature in a separate subplot. Y-axis shows the Shapley value, x-axis the feature value. The
gray histogram shows the distribution of the feature data. Predictions are made on the training set,
predicting one quarter ahead using a Random Forest.

alter the results of the explainability method.

During the sessions with the housing market team it became apparent that the following questions
should be answered with a collection of explanations plots.

e Which variables contributed to this prediction and to what extend?
e What is the economic reasoning that can explain this relationship?

e How is it possible that models with similar or equal input reach different predictions?

5.3.1 Local Explanation

The local explanations serve to provide information about the predictions on the test set. The
bar graph in Figure 9 offers ease of interpretation and provides context to the user by displaying
both the Shapley values and their corresponding feature values. This is still a very limited context
because it is not possible to compare a prediction for one quarter to the preceding or following
quarters. In our use case, a single projection always consists of 8 predictions. A prediction is not
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Figure 15: Scatterplot to show the distribution of Shapely values by plotting the Shapley values of
the feature prijgs_re_mut. Shapley values are calculated using the training set and the random forest
model. Y-axis shows the Shapley value, x-axis the feature value. The colors represent the different
forecasting horizons. Figure shows how the magnitude of Shapley values increases when the models
predict further into the future.

only relevant in isolation but with respect to the other predictions as well. This comparison is not
facilitated with the bar and waterfall graphs. An advantage that the bar graph does have is the
straightforward comparison of the magnitudes of feature contributions. This is done by presenting
the actual Shapley values in labels and aligning the bars side by side.

The waterfall plot in Figure 10 is also relatively easy to interpret, as it visually depicts how Shapley
values accumulate to form the final prediction. The sequential arrangement aids in understanding
the additive impact of features. This additive arrangement is relatable to a forecaster who is used
to working with linear equations. Just like the bar graph, the waterfall graph is limited in the
context it can provide to the user.

In the previous two visualizations, it is not possible to compare different predictions. The stacked
bar graph in figure 11 provides this much-needed additional context. This visualization puts the
predictions back in their time order which is more relatable to an economist. This reflects the
intermediate thinking of the economist as it allows the user to reason about how the contribution of
features can change over time. A disadvantage of this model is that it does not provide contextual
information on the feature values that served as input for the predictions. It is also more difficult to
see what the exact Shapley values are. When discussing this visualization the economists were more
inclined to view the predictions as coming from a single model and perceived a connection between
these predictions. While this aligns with their perspective, it doesn’t accurately represent the
technological implementation. In the ML pipeline, the predictions are made by different ML models
of the same type that each make predictions for a specific forecasting horizon. The predictions made
one quarter ahead do not influence the predictions for two quarters ahead. While this may not be
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particularly relevant to individual predictions, it could pose challenges when local explanations are
used to reason about the model as a whole. This situation embodies a trade-off between simplicity
and staying true to technical implementation. Overall this graph is viewed as the most simple and
facilitates economic reasoning. This economic reasoning is supported further by global explanations.

5.3.2 Global Explanation

Figure 12 attempts to present the feature importance for the separate horizon models and their
average across eight models. The resulting visualization illustrates that the magnitude of the
Shapley values is consistently the largest in the model for horizon eight. This indicates that the
model for a further horizon reacts more to the input variables than the model with a shorter
horizon. A comparison across different horizons becomes difficult to interpret. An advantage of
the graph is that it is relatable to the user. The concept of feature importance resembles the
coefficients of an Ordinary Least Squares (OLS) regression. While both coefficients and average
absolute Shapley values measure feature importance, the average absolute Shapley value lacks
the same direct connection to future predictions by the model. The visualization also provides no
information on the distribution of feature values or the dependency between different variables, so
the offered context is limited. The overall feature importance in gray does not show much variation.
In conclusion, this visualization is not able to show economic patterns or intermediate thinking of
the user and is not considered very useful.

The beeswarm graph in Figure 13 attempts to convey a lot of information. It illustrates the
distribution and frequency of Shapley values for each feature, along with the distribution of feature
values. The interpretation is relatively straightforward when the relationship between the feature
value and Shapley value is linear, as seen with the feature prijs_re_mut_avg8. However, it becomes
considerably more challenging to interpret when this relationship is non-linear, as exemplified by
the feature BBP. The graph does not specifically relate to any aspect of traditional forecasting so
it is not very relatable nor does it reflect intermediate thinking. While it provides some context
about feature values, it lacks insights into dependencies between features.

In contrast to Figure 13, Figure 14 is perceived as much more straightforward to interpret. It offers
insights into the patterns learned by the ML model and easily relates to economic theory. For
instance, it provides observations such as ”When the housing price increased in the previous period,
this contributes to an increase in housing prices in the next period.” This connection to economic
theory aligns with intermediate thinking. It is important to recognize that while Shapley values
reveal associations between features and predictions, these relationships are not causal. Take for
instance the interest rate. When the interest rate is low, this contributes to a higher prediction for
housing prices. This aligns with the economic theory that when interest rates fall, households have a
larger budget so housing prices rise [Vries and Boelhouwer, 2008]. At the same time, when housing
prices are high central banks may increase interest rates in an effort to dampen the positive price
spiral. This dynamic can explain the V-shaped pattern observed in the Shapley values for interest
rates. Consequently, while Shapley values may capture aspects of causal relationships, they may
also reflect non-causal associations. Therefore, linking Shapley values to intermediate thinking does
not inherently imply a facilitation of causal reasoning. While the histogram in the background offers
some context about the data used to train the model, information about the dependency between
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features is not yet provided. Moreover, users can assess the model’s consistency by observing the
scatter’s spread and direction, as these indicate the strength of the relationship. If the Shapley
values exhibit consistency, it enhances trust in the model’s predictions. This visualization still has
some drawbacks. The different y-axes make it easy to observe patterns for a single feature but
complicate the comparison of the magnitude of contributions from different features. Additionally,
the visualization is designed for a single submodel, in this case, predicting one quarter in the future.
While similarities in patterns may exist across different forecasting horizons, assumptions cannot
be made without examining each visualization for every horizon.

The final plot in Figure 15 does aim to display the distribution of Shapley values for the different
forecasting horizons. This figure shows one interesting insight. The magnitude of Shapley values
increases with the horizon, causing the curve to tilt. This phenomenon suggests that models
predicting further into the future anticipate larger changes in housing prices. The underlying
intuition is that the housing market exhibits less responsiveness in the short term. This comparison
across horizons is interesting but becomes difficult to read when the relationship between Shapley
values and feature values is less strong in Figure 16. On the whole, the visualisation is experienced
as much less useful than Figure 14.
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Figure 16: Scatterplot to show the distribution of Shapely values by plotting the Shapley values of
the feature ink_re_niv. Shapley values are calculated using the training set and the random forest
model. Y-axis shows the Shapley value, x-axis the feature value. The colors represent the different
forecasting horizons.

6 Discussion

This chapter structures and interprets the results of the previous chapters. The results are critically
evaluated in the context of the literature and the business case. Finally, the chapter reflects on the
potential for improvement.

43



6.1 Connection to Related Work

In this study, the Random Forest (RF) model emerged as the highest-performing model. The
studies discussed in Chapter 3 lack detailed information about their machine learning (ML) pipeline
and their design decisions, but broadly similar MLL models were employed in our work. The good
performance of the RF is not reflected in the literature. In the work of [Milunovich, 2020], it did not
even make it into the top five forecasters. Richardson et al. [2018] did not test the RF so there is
no comparison to that work. Milunovich [2020] and Richardson et al. [2018] identified the SVM as
the best-performing ML model. In our study, the SVM also performs very well. Goulet Coulombe
et al. [2022] found that non-linearity was the ML property that increased performance the most. In
this use case, the non-linear models also outperformed the linear ones. Overall, the performance of
the RF is surprising but the other results align well with findings in earlier research.

6.2 Comparison to the baseline

The outcomes from the ML models exhibit a remarkable advancement over the baseline, prompting
suspicion. Figure 17 shows the predictions of the baseline housing price model, random forest,
and linear regression models on the validation set. The substantial discrepancy in performance
between the baseline and ML models cannot solely be attributed to non-linearity. Although the
linear regression model underperforms relative to its non-linear counterparts, the disparity is less
pronounced compared to the baseline. Notably, the ML models leverage twice as many variables,
potentially contributing to their enhanced performance. Moreover, the baseline model’s conservative
predictions diverge from the observed upward trend in housing prices. This conservative stance
is likely influenced by the model’s error correction mechanism, dampening predicted growth and
resulting in lower housing price estimates from 2015 onwards. Particularly large prediction errors
in 2010, 2013, and 2021 also contribute to the stark performance contrast.

6.3 Interpretation of Results

Chapter 1 introduced three hypotheses for this research. This section relates the work to these
hypotheses to determine whether they can be accepted.

H1: A black-box machine learning model can be used to accurately predict housing prices.

Chapter 4 presented an ML pipeline resulting in multiple black-box models with varying performance.
The Random Forest emerges as the most effective with the Support Vector Machine and K-Nearest-
Neighbor models following close behind. The ML models all outperform the baseline on the
validation set, but not on the test set. This can be explained by the unique characteristics of the
test set. The data set aligns with a turning point in housing prices. The price levels have mostly
risen steeply in the training data, but in the test set the prices stagnate and fall slightly. This is to
the advantage of the baseline which has more conservative estimations due to the error correction
term in the model. Still, as explained in Section 3.1, the performance of the housing-price-model is
an upper bound. Based on overall performance and consistency the RF is chosen as the preferred
model. Overall it can be concluded that the black-box ML models can compete and outperform
traditional forecasting methods and the first hypothesis is accepted.
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Figure 17: Predictions on validation set by Random Forest (RF), Linear Regression (LR) and
baseline (woningprijs) models. Prediction points are made for eight quarters ahead starting at time
periods in the validation set. The predictions are compared to the actual house prices. The machine
learning models fit closer to the real house prices, especially in the turning points in 2013 and 2021.

H2: A post-hoc explainability method can increase the interpretability of a black box model.

To assess whether interpretability can be enhanced, we first needed to define this concept and
establish a structure for reasoning about it. Explainability is inherently a subjective concept,
lacking well-defined metrics. In the absence of a numeric metric, we have derived a framework
from the literature to evaluate interpretability. Accuracy, fidelity, and interpretability are chosen as
characteristics of a good interpretable model.

The accuracy of the black box models is demonstrated in Chapter 4 and is deemed satisfactory.
The selected method of Shapley values has a strong mathematical foundation that provides local
fidelity. The local explanations from Shapley values can be combined to form global explanations.
While these global explanations are consistent with the local ones, the local fidelity does not
translate to global fidelity. Overall, the explainability method satisfies fidelity, but there is room for
improvement.

Interpretability is another subjective characteristic so to ease the assessment we discuss how the
explanation relates to the following five properties. An explanation ought to be easily interpretable,
relatable to the user, connect the decision with contextual information, and reflect intermediate
thinking. Shapley values, in and of themselves, are only numerical values and do not inherently
satisfy these properties. Visualizations that combine multiple Shapley values and incorporate
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contextual information can fulfill these properties to varying extents. In discussions with forecasters,
Figure 11 was found to be the most useful for reasoning about the entire forecasting projection of
eight quarters, and the visualization worked well to facilitate economic discussion. This leads to
the acceptance of the second hypothesis.

H3: It is possible to construct a combination of explanations and visualizations to achieve a
satisfactory understanding of a black box model and its output.

The third and final hypothesis recognizes that no single visualization or explanation is likely to
provide complete insights into the black box model or its output. There is already a distinction
between local explanations and global explanations, both relevant for macroeconomic forecasting.
None of the visualizations introduced in Chapter 5 can offer all relevant information. We found
Figure 10 and Figure 11 to be the most useful local explanations. The waterfall graph and stacked
bar graph complement each other, with the waterfall graph offering more details and context, and
the stacked bar graph allowing for the comparison of predictions within an eight-quarter projection.
Together, they provide a comprehensive local explanation.

For global explanations, only the distribution scatter plot in Figure 14 was found useful by the
forecasting team. It was simple to interpret, provided context, and facilitated economic reasoning.
However, this visualization has limitations as it only shows the Shapley values for one forecasting
horizon, requiring the forecaster to view eight different plots to interpret the model. Attempts to
combine Shapley values for models of different forecasting horizons into a single figure, as seen in
Figure 12 and 14, negatively impacted interpretability. Another limitation of the global explanations
is that none have been able to address the dependency between features. Shapley values consider
these dependencies, but none of the introduced visualizations capitalize on this aspect to show
these dependencies. Visualizations inherently face limitations in representing more than two or
three dimensions. With eight or nine features, it becomes impossible to visualize all dependencies
in a single graph. For economists to gain explicit insight into the workings of the model, addressing
these dependencies is crucial. Consequently, there is not yet a satisfactory understanding of the
black box model, leading to the rejection of the third hypothesis.

6.4 Connection to the Business Case

Chapter 2 described the motivations of the CPB and the resulting requirements for the ”zijlicht”
model. All decisions made in the construction of the black box model were informed by literature
to ensure a strong scientific foundation. The black box models have demonstrated the ability to
provide accurate housing price level projections along with explanations. In collaboration with the
housing market team, these explanations could be used to evaluate both the projections and the
model itself. This shows that the ”zijlicht” model meets the first three requirements effectively.

The final requirement is only partly satisfied. The black-box models do not inherently include
economic principles. The explanation of results is based on patterns identified by the model. The
economic reasoning behind this pattern has to be formulated by the forecaster. This introduces a
level of subjectivity, where a creative economist can argue a relationship they see fit. Furthermore,
the forecaster has limited options to modify the relationship between input and output established
by the model. If the valuation of a feature does not align with economic principles the only option
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is to remove the feature from the model entirely. While this eliminates a faulty relationship and
may enhance the model, it is an imprecise tool and diminishes trust in the model overall.

6.5 Alternative Explainability Methods

In Section 5.1.4, various alternative explainability methods were explored. Ultimately, Shapley
values were selected due to their robust mathematical foundation and their versatility in providing
diverse types of explanations. Throughout this study, we leveraged this versatility to generate
both local and global explanations. Similar outcomes could potentially be achieved by combining
alternative methods, such as using ALE plots for global explanations and ICE plots for local
explanations. However, these approaches may not seamlessly integrate due to differing computation
methods. The primary gap in the explanation provided by Shapley values lies in the absence
of a global explanation illustrating feature dependencies. None of the proposed alternatives can
effectively address this gap. To summarize, while Shapley values have proven to be a valuable choice,
it remains important to recognize the existence of alternative methods and their potential value.

6.6 Limitations

The limitations of the explainable ”zijlicht” model have already been mentioned in the previous
subsections, but it is worth repeating them here. The black box model is designed to maximize
performance, implying that it does not inherently adhere to economic principles. To force this
behavior into the model, the only influence a forecaster has is on the features used for prediction.

In constructing the ML pipeline, various design choices were made. These decisions, while supported
by existing literature, were usually not the most technically advanced techniques. For instance,
the use of random search in hyperparameter optimization. The literature shows that this method
outperforms other simple methods like manual search or grid search. Still, it may be surpassed
by more sophisticated alternatives like genetic algorithms. The techniques used in this are chosen
to balance simplicity and effectiveness. This could leave some potential for further performance
improvements.

The black-box models are also limited by the availability of data. This is however a problem that is
universal in macroeconomic forecasting so it should not be seen as a limitation of the study but a
rather constraint of the field where explainable machine learning is applied.

Finally to turn back to the explainability part of the research. While the explanations offer
substantial information, global explanations are still limited. Only explanations for each submodel
are interpretable. This reflects the implementation, but not how the model will be used in practice.
Notably, there is also no explanation of the dependency between feature values. It’s important to
approach the interpretation of Shapley values with caution, as they describe the model rather than
economic reality and it is not possible to infer causal relationships. Furthermore, The valuation
of the explanation is subjective and varies highly for different individuals. The perception of the
housing market team at CPB may be somewhat generalizable to other macroeconomic forecasters,
but likely not to other domains.
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7 Conclusion

The thesis explores the application of explainable machine learning for macroeconomic forecasting,
focusing on the question: "How can machine learning techniques be employed in housing market
prediction in an explainable manner?” Explainable machine learning is applied to a novel domain.
While some experiments with ML models have been conducted, there is still limited available
research on the application of machine learning for macroeconomic forecasting. To make ML models
useful in practice, the untransparent nature of these models has to be addressed. This work describes
a structured approach to explain machine learning for the use case of macroeconomic forecasting.

A multi-horizon machine learning approach is constructed to predict housing price levels for eight
quarters into the future. For each forecasting horizon, a separate ML model is trained. Multiple
types of models are tested, out of those the Random Forest is found to be the most useful. The
ML models can outperform a traditional economic forecasting model. It shows how ML can be
an effective tool in housing price prediction. Shapley values are used to open up these black-box
models. Shapley values quantify the marginal contribution of a feature, considering all possible
feature sub-combinations. This explains feature contribution with a strong mathematical foundation
and also takes into account dependencies among features. While exact computation of Shapley
values is not computationally feasible, reliable estimations exist. The Shapley values explain the
prediction outcomes for a single observation. This is very suitable to the case of macroeconomic
forecasting because a forecaster has to motivate their projected housing price for each quarter. So
the Shapley values provide a suitable explanation, but they are easy to misinterpret. To prevent
misinterpretation Shapley values should be displayed in an accessible way that facilitates accurate
interpretation and economic reasoning. Chapter 5 proposes various visualization methods, enhancing
the interpretability of Shapley values and providing valuable context for forecasters. In the end, it is
possible to provide the forecaster with clear model explanations that provide additional context and
facilitate economic reasoning. This opens up the possibility for ML to be used in macroeconomic
forecasting.

7.1 Recommendations for Future Work

Acknowledging the limitations outlined in Section 6.6, future work could aim to address these. There
is still some room for improvement in prediction performance. In addition, different explainability
methods could be explored to improve global explainability. Finally, we can go a step further than
just explaining the black-box models. The usability of ML models for forecasters could be improved
by aligning ML-learned patterns with economic principles. The realm of interactive machine learning
holds promise for granting forecasters greater control over ML algorithms.
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