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Abstract 

Generative Artificial Intelligence (AI) is bringing changes in the field of cyber security. 

NCSC-NL is concerned the speed and impact of the new capabilities offered by generative AI 

is making it hard to perform their statutory task. NCSC-NL has identified a research-practice 

gap where researchers are finding and improving new capabilities, but these are not seen in 

use by the practitioners. This is a phenomenon has its basis in other types of research which 

are explored in Section 2. To aid NCSC-NL in bridging this gap a survey and two types of 

interviews is be conducted with NCS-NL’s constituents and an advisor of NCSC-NL. NCSC-

NL constituents are central governmental and vital infrastructure organisations. The results 

from the survey and interviews suggest that such a gap exist. To help NCSC-NL in bridging 

this gap a model is presented. This model is based on the best practices found in the 

theoretical background and the findings from the advisor interview. 
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1. Introduction 

Generative Artificial Intelligence (generative AI) is a type of Machine Learning (ML) that is 

trained to generate new data based on a combination of training data and user input [1]. This 

new data is often text, images, video or audio. It is a technology that is changing rapidly [2] 

and has the potential for misuse on a large scale [1]. Houde et al. [1] provide an example of 

both of these aspects. Houde et al. [1] describe a scenario (Scenario 3.2.2) where an insurance 

claim is denied because of a falsified video of  the claiming party smoking. This scenario is 

somewhat similar to an attack that actually happened in 2024 where a finance worker paid 

$25 million to malicious actors after multiple colleagues were deepfaked in a meeting [3]. So, 

a scenario thought up by experts in 2020 (Scenario 3.2.2 [1])  is quite similar to an actual case 

in 2024, that underlines how fast the technology changes and improves. 

Another way generative AI could have a cyber security impact is by aiding in programming. 

Phung et al. [4] state that “results show that GPT-4 drastically outperforms ChatGPT (based 

on GPT-3.5) and comes close to human tutors’ performance for several scenarios.” [4, p. 1]. 

The usage of such models in programming can lead to unsafe code being created. An example 

of this can be found in the work of Yang et al. [5]. In that paper they present a method of 

stealthy backdoor injection. A backdoor is a piece of code that provides an attacker access to 

the system that code is running on, a stealthy backdoor is a backdoor that is not detected by 

code analysis tools.  

Fang et al. [6] have recently gotten Open AI’s ChatGPT to autonomously hack a website. In 

their paper they also mention that the free online ChatGPT version, struggles much more with 

this. Underlining the speed of change, as these models were released less than a year from 

each other as can be seen when looking at the release information of ChatGPT [7] and the 

newer version [8]. The paper by Fang et al. also underlines that everyone who has a little bit 

of a budget can now use automated tools and get results that previously were only attainable 

with very large budgets or a lot of knowledge. 

These examples show that generative AI can have an impact on cyber security through 

rapidly providing new capabilities to malicious actors.  

The National Cyber Security Centre (NCSC-NL) is a governmental organisation in The 

Netherlands which has the mandate of aiding the constituents in increasing their cyber 

resilience. The constituents of NCSC-NL are governmental organisations and organisations 
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that are part of the Dutch critical infrastructure. This mandate originates from the “Wet 

beveiliging netwerk- en Informatiesystemen” (Security of Network and Information Systems 

Act)(WBNI), which is the Dutch law implementing the EU NIS directive [9, 10, 11] .To 

achieve this mandate, NCSC-NL informs its constituents through three methods: i) advisories 

about exploits and vulnerabilities and the way they are abused ii) publications, and iii) 

custom advice on specific cases. Advisories are detailed write-ups about vulnerabilities that 

have been recently discovered. In these advisories they provide the chance and damage of the 

vulnerability. They also explain what exactly is the problem as well as with what product and 

versions. Publications are about a wide range of topics, all related to cyber security, and all 

aim to increase cyber security resilience.  

Cyber resilience is “the ability to anticipate, withstand, recover from, and adapt to adverse 

conditions, stresses, attacks, or compromises on systems that use or are enabled by cyber 

resources.” [12]. For NCSC-NL to perform its mandate of increasing cyber resilience, it 

needs to know what methods can be used to cause the adverse conditions, stresses, attacks or 

compromises on cyber resources. One of the methods NCSC-NL has identified in being able 

to change the cyber security landscape is generative AI. NCSC-NL has noticed the rapid 

change of these technologies’ capabilities and wants to inform its constituents well on this 

topic. It is unclear to NCSC-NL if the constituents are aware generative AI and the challenges 

it might bring. NCSC-NL has not published anything on generative AI yet but it might have 

to as NCSC-NL itself does see the scientific papers, which show that this technology might 

change the cyber security landscape [2, 5, 6, 13]. 

The main point of contention NCSC-NL deals with is that while scientific papers show new 

capabilities and a rapid rate of change, there are questions about if these capabilities and 

technologies are actually being used in practice [2, 5, 6, 13]. This however also shows a 

problem the NCSC-NL is facing as when these technologies and capabilities are actively used 

and misuse can be corroborated by the constituents, it might be too late for NCSC-NL to 

inform its constituents. Ideally NCSC-NL is ahead of the constituents on emerging or rapidly 

evolving technologies, so it can do its mandate of increasing cyber resilience well. In cases 

where the technology is emerging or rapidly evolving, the scientific papers might be a 

glimpse into the future of what might happen.  

The goal of this research is to help NCSC-NL to do its mandated task of informing its 

constituents  well, specifically on the topic of generative AI. To achieve this goal first we will 
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look at where the constituents are at when it comes to cyber security and generative AI. This 

will provide an indication for NCSC-NL to determine what steps they think need to be made 

to increase their cyber resilience. Besides this, we will ask what the constituents currently 

think of the information being provided by NCSC-NL. This opinion will be split in two parts, 

the content of the publications and the information in the publications. We will also look into 

whether scientific papers can be a good source of information for NCSC-NL, when it comes 

to anticipation in the case of emerging technologies. Information from papers will also be 

compared with the information seen in practice by the constituents of NCSC-NL. This is 

done to see if there is a gap between the information that can be seen in research and what is 

happening in practice. According to Tkachenko et al. [14] such a gap could be called a 

research practitioners gap. To summarise, the goal is to gain insight in how NCSC-NL can 

spread generative AI information the best. This will be done by looking into the challenges 

NCSC-NL faces in spreading this information. Thus, this brings us to the main research 

question.  

“How can the challenges of NCSC-NL, regarding their statutory task of to increase digital 

resilience be characterised, when looking at the case of generative AI?” 

This research question will be answered by answering the following research sub-questions:  

1. How do constituents perceive the reference publication [15] in terms of i) clarity and 

ii) usefulness? 

2. How accurately can constituents determine their cyber resilience with regards to 

generative AI?  

3. What type of information with regards to generative AI are the constituents missing or 

lacking and how will this information improve the cyber resilience of the 

constituents? 

4. What are the common denominators with regards to the missing information from the 

NCSC-NL within or across sectors or types of organisations?  

5. What adaptations need to be made to make the best-practices from other disciplines 

work at NCSC-NL? 

These research questions are formulated with the following two assumptions in mind:  

1. There is a gap between the publications by the NCSC-NL and the information need 

(perceived or yet unaware) of its constituents with regards to generative AI. 
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2. It is possible to shrink the gap between the NCSC-NL’s publications on generative AI 

and the information needed by its constituents to increase their cybersecurity 

resilience. 

These assumptions are based on the opinion of a researcher and an advisor from NCSC-NL. 

These people are well placed within the organisation to determine such assumptions as one of 

them sees the scientific side, and the other is more in contact with the constituents. The 

combination of these different perspectives and opinions lead to the assumptions. The 

assumptions were one of the main driving factors in doing research on this topic. 

We answer the research questions by first discussing the scientific building blocks in the 

Section 2 in which we try to make our working definition of the research-practice gap as well 

as show the research-practice gap in the real world. We will also look for best-practices for 

shrinking this gap from the literature. Afterwards related work is discussed. In the Section 3 

the research questions are linked to the way we will answer these questions. Afterwards, in 

the Section 4, the results from the survey and interviews will be presented and tied back into 

how they answer our research questions. Then a model is be presented in Section 5 which 

aims at aiding NCSC-NL in shrinking the research-practice gap. Lastly, limitations will be 

discussed in section 5 and a conclusion will be drawn in the Section 7. 
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2. Theoretical background 

At the starting point of this thesis, the assumption was that there was a gap between the 

knowledge of the advisors of the NCSC-NL and the knowledge of the constituents. To make 

sure we used the right type of knowledge gap we dove further into the types of gaps. We 

found three types of gaps in the literature that might be applicable here, a knowledge gap, a 

research gap and the research practitioners gap. After careful consideration between these 

types of gaps it became clear that the research-practice gap is the one that applies best. 

Knowledge gaps focus more on internal company knowledge and how to spread that through 

knowledge management systems [16] and a research gap is “When the ability of the 

systematic reviewer to draw conclusions is limited.” [17, p. 1]. The research-practice looked 

the difference between the knowledge of scientific literature, and what was actually being 

used and known by practitioners. This seemed to characterise the gap the NCSC-NL saw the 

best.  

A challenge in choosing the research-practice gap was that it was hard to find a definition of 

what exactly this gap entails. All definitions are a description of the problem or situation they 

are examining, hence they are more of a context description than a definition. The closest to a 

proper definition that was found was “It does not take much effort to picture discussions of 

academic–practitioner relationships that focus on the “gap” (or divide or similar metaphors) 

between academics and practitioners, between rigor and relevance, between theory and 

practice or similar terms” [18, p. 2]. The main point of this definition is that there are two 

distinct groups, practitioners and academics and that there is a disconnect between these two 

groups. However it does not clearly note what this gap is apart from two small examples and 

does not provide a clear picture of what exactly this gap is. 

The reasons for a lack of a clear definition is likely two-fold. Firstly, not everyone uses the 

exact same terms, as can be read in Tkachenko  et al. :“While conducting the review, we also 

noted that scholars often employed the terms gap, divide, or gulf (or similar metaphors) 

interchangeably, that is, implying the same meaning. Similarly, the verbs closing, narrowing, 

and bridging were employed without explicating the difference between these actions” [14, p. 

9].  

Secondly, the definition is contained in the term itself; it is a gap existing between the 

researchers and practitioners. In Tkachenko et al. they also mention that “While reviewing the 

literature, (…) we came to an understanding of the absence of a comprehensive model that 
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would holistically portray the key components affecting interplay between research and 

practice” [14, p. 7]. To help with this issue, they provide a model This model is a largely 

visual model, see Figure 1. 

 

 

Figure 1: Tkachenko et al.'s model of their view of the research-practice gap [14] 

In Figure 1 they try to visualise the interaction between research and practice. It shows them 

both being at opposite ends of the model with the so-called “Yin-Yang” sign in the middle. It 

shows the interaction between both sides through two means, the process and product of 

knowledge production, according to Tkachenko et al. these are the main reasons for the gap 

existing. The main use of this model in this thesis is to serve as an example of what a model 

in the research-practice gap can look like and what aspects can be a cause of the gap. 

The fact that there is this lack of a pure definition until 2017 when Tkachenko et al. published 

is something interesting to note. This is because even in one of the first papers namely 

Starkey and Madan [19] in 2001 they cite sources from the beginning of the 2000s or the end 

of the 90s. This means that for almost 20 years, there have been dedicated journals for the 

contributions to understanding the research-practice gap, yet none of these give a clear and 

concise definition [20]. With none of these papers deeming it necessary to give their exact 

definition, nor quoting any definition it seems very likely that the reason for a lack of a clear 
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definition is that the definition is encased in the text of the term. The term describes exactly 

what it is, even when using synonyms.  

The working definition of the research-practice gap for this thesis is as follows: 

The disconnect between information researchers publish and what practitioners can use. 

It encompasses all terms of the research-practice gap while providing more information about 

it having to do with information being published and that it is information the practitioner can 

later use. The main point of this section of the theoretical background was to clarify what the 

research-practice gap is and to provide the definition for it for this paper. 

2.1 Examples and best-practices of research-practice gaps 

While the paper by Starkey and Madan [19] is one of the first to name the Research practice 

gap, they mostly focus on just one aspect of it; the alignment of stakeholders. The later papers 

[20, 21, 18, 22, 23] do agree with this first one on the importance of stakeholder alignment, 

but as mentioned in Tkachenko et al., they take a more holistic perspective when making 

their model [14].  

Bansal et al. [20] start their paper off by summarizing a few ways in which the research-

practice gap has arisen, they name that researcher prefer to produce new knowledge rather 

than spreading it or translating it [23], researchers are incentivised to produce research [24] 

instead of talking with practitioners, researchers and practitioners convey information in 

different manners and they use different language and strategy [22, 25] and lastly researchers 

and practitioners hold different perspectives on the nature and acquisition of knowledge [26]. 

Lawler and Benson [21] add to these points by saying that one of the reasons they see for this 

gap existing is that academic literature results can be hard to understand, not particularly 

applicable or conflicting. They actually found that “a large number of practicing HR [Human 

Resources] professionals either do not know the research findings and actually believe the 

opposite.” [21, p. 2], this result was confirmed again in 2015 when KPMG did a survey on 

European executives [27]. Lawler and Benson also found in their research that the side being 

blamed for this gap existing is mostly the researchers. They note that this can partly be 

attributed to the communication style, however it is also partly down to the subject of the 

studies being done. Some of the research being done has no real world implications or 

applications. They note that while some people say the gap is widening, they question if 

research ever was very close to practise. Bartunek et al. [18] agree with some of the points 
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already mentioned, but add that time dimensions also should not be forgotten, the timelines 

for researchers and practitioners simply is not the same. While researchers often look far 

ahead, practitioners look more at quicker wins and thus often less far into the future.  

Besides mentioning causes for the research-practice gap, these papers also note steps they 

have taken to try and shrink it. In the case of Bansal et al. they founded an organisation the 

Network for Business Sustainability (NBS) [20]. The reason for founding this organisation is 

to make it easier for both researchers and practitioners to exchange their knowledge. One of 

the ways they try to shrink the gap is by taking one or more papers, and making an easy-to-

grasp model or framework out of them. By making these models and frameworks they deem 

that the research is easier to apply for the practitioners as the practitioners do not need to 

analyse the paper and decide how to implement it first.  

Lawler and Benson [21] write about an organisation of a similar nature, it is called the Centre 

for Effective Organizations (CEO) at the University of Southern California. It is an 

organisation that aims to align research and practice and has done so for the past forty years. 

This organisation is similar to the one named in Bansal et al. [20] in the fact that it tries to 

align research and practice, however CEO does it by bringing them together instead of 

translating research to appeal/apply to practice. They bring them together by getting both 

sides in a meeting and having discussions about the research being done, or the research to be 

done to align the perspectives of both the researchers and the practitioners. They also noted 

that the papers which were the closest to practice, were always written by people who were in 

both worlds. The most important piece of information from this paper is the way CEO works, 

they mention that “Practitioners come to CEO looking for models to understand changes in 

practice, research skills to test them, and a window into what other companies are doing.” 

[21, p. 4]. This shows that while CEO is similar in the way that it tries to align research and 

practice, the way they do it is by helping practitioners understand research on request instead 

of doing it proactively. 

The main point of these organisations is bringing the two worlds together, this is also a 

prevailing topic in other sources. Mcintyre suggests in [28] that the first step that should be 

taken in this is having a dialogue between the researchers and practitioners. The relevance of 

this idea is also underlined by the papers about the CEO and NBS as well as [19, 22, 23, 29, 

30].  
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In addition to the broader idea of having a dialog, Sutherland et al. provide five categories of 

best practices in their paper [31]. They also specifically mention that  “These methods are 

transferable to a wide range of policy or research areas within and beyond the conservation 

sciences.” [31, p. 1]. The five main categories they propose are i) defining the project , ii) 

organising the participants, iii) soliciting and managing questions or issues iv) voting systems 

of what to pursue and v) disseminating results. The main methods that are usable in our 

context are defining the project, organising the participants and disseminating results. Under 

these main categories the most applicable principles they provide are: 

- Vision: A clear understanding of the vision makes it easier to choose the method, identify 

potential participants and already have a desired output in mind. Sitting down with the 

stakeholders to make sure the vision is aligned on this project will ensure all parties know 

exactly what to expect.  

- Scope: Scoping the project to know exactly what questions will, and will not be answered, 

determining this will help know what to expect of the end result.  

- Number of priorities: Knowing the number of priorities will help to know roughly how 

large the research is, in addition to knowing how much time will need to be spent on it, which 

will make planning easier.  

- Organising team: Knowing exactly who needs to be in a team will ensure that all necessary 

tasks are being done, and help to have a successful study.  

- Composition of participants: Making sure the participants of the study are diverse in all 

manners ensures a broad knowledge base.  

- Number of participants: Choosing the right number of participants is important, as when the 

amount increases, there is a broader base. However, this also has the downside of providing 

more questions and is relatively ineffective at generating output.  

- Facilitation of breakout sessions: Have someone who knows a lot about the topic to help 

answer questions and choose the right questions to answer in workshop sessions. This helps 

ensure the workshops are smooth.  

- Transparency and democracy: Ensuring openness and transparency amongst participants 

helps give the research more legitimacy. It also helps spark questions and discussions as 
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someone might see something slightly differently, and thus a scope adjustment might be 

necessary.  

- Participant ownership: Ensuring the participants feel ownership of the research will make 

them more likely to help and also more invested in the project besides just receiving the 

results. It can also help enhance legitimacy and credibility even more.  

Chen et al. [32] give three bottlenecks that exist in their process to keep the Institute of 

Industrial Systems Engineers (IISE) relevant and valuable. The three bottlenecks they see are 

i) verifying the performance improvement, ii) building trust with practitioners and iii) 

balancing model accuracy and simplicity. As said before they do not provide many best-

practices however they do provide potential research opportunities and give case studies. 

Lastly the one best-practice they do provide is using data-driven decision methods to deal 

with the bottlenecks they are struggling with. 

The current methods of the NCSC-NL do not yet involve all of the best-practices named 

above. The NCSC-NL’s methods however do look quite like the CEO as mentioned in Lawler 

and Benson [21]. It gives the practitioners the information they need to be more cyber 

resilient, both proactively and on request like the CEO does. Besides this a bottleneck the 

NCSC-NL also faces is the trust of practitioners. Improving the cyber resilience of the 

constituents is only possible if they accept the advice from the NCSC-NL. With the NCSC-

NL having its own scientific research team, the papers they write might be close to practice as 

Lawler and Benson mention that the closest papers were written by people who are in both 

worlds.  

The main takeaways from this section of the theoretical background is i) the position of 

NCSC-NL is not unique and other organisations find themselves in similar situations and ii) 

previous research has presented a wealth of best-practices to address research-practice gaps. 

Some of the best-practices from this section will come back in the model we design to help 

NCSC-NL bridge the research-practice gap. 
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2.2 DIKW pyramid 

  

Figure 2:The DIKW pyramid 

The DIKW pyramid, also known as the Knowledge Pyramid, is a model in the information 

and knowledge field. It is discussed and explained well by Rowley in [33] and can be seen in  

. It shows the relationships between data information knowledge and wisdom and that Data is 

the foundation of Wisdom, every step upwards adds context and the results become more 

valuable. The DIKW pyramid can be used to provide an abstraction of the type of 

information. It will be used in this thesis to provide an abstract level assessment of the type of 

information needed by the constituents. 

2.3 Related work 

Related work is limited on this topic as the research is quite narrow. To avoid repeat work, at 

the beginning of the process NCSC-NL reached out to international partners to see if they 

have done any similar research. All of the partners relayed the information that they have not 

done any similar research.  

The work of Hare [34] is probably the most closely related work. They suggest that public 

private partnerships can be an opportunity in the cyber security space. This research was 

conducted at the Department for Homeland Security in the USA. The main takeaway is that 

the Department for Homeland Security could improve collaboration by providing important 

cyber security information to the private sector. This is what NCSC-NL is trying to improve 

with this research. 
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Carr [35] mentions that the private sector does not like to accept responsibility for national 

cyber security and that acknowledging that is an important step in increasing cyber resilience 

in these organisations. They explain that putting aspects that are important to these private 

organisations first helps with getting information across.  

Stoddart [36] outlines how the UK National Cyber Security Centre (NCSC-UK) works. It 

outlines the constituents, which is critical infrastructure as well, and how NCSC-UK helps 

them increase their cyber resilience. An important difference between NCSC-NL and NCSC-

UK however is that NCSC-UK is a part of Government Communications Headquarters 

(GCHQ), a UK intelligence agency whereas NCSC-NL is a separate entity from the Dutch 

intelligence community.  

As can be seen from these related works, this research is in an area in which there has not 

been much research. All related works are only a little related but are not on the exact topic of 

this research.   
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3. Methodology 

Information provision is one of NCSC-NL’s core tasks. NCSC-NL is currently seeing the 

changes in the cyber security landscape when it comes to generative AI technologies and its 

capabilities. NCSC-NL is also wondering if it is serving its constituents well through the 

information it is currently providing when it comes to generative AI. To aid NCSC-NL in 

answering the main research question of how to characterise the challenges of NCSC-NL 

when it comes to generative AI the following steps need to be taken: firstly, a literature 

analysis already is done in the previous section to see exactly what type of gap this situation 

is. This is done to gain understanding in this gap and to see if there are any best practices in 

bridging this gap. This analysis also provides a foundation on which the definition was based. 

The analysis also showed that there is a research-practice gap and that this accurately 

describes the gap NCSC-NL sees. It also provided knowledge about the best-practices that 

are currently out there to help bridge a research-practice gap.  

NCSC-NL commissioned this research. This inevitably leads to some bias. This bias was 

limited as much as possible through multiple means. Firstly the research was conducted 

within the scientific research team, they helped to maintain scientific rigour by helping keep 

the methodologies robust as well as keep the study ethical. Besides this, the team is very 

familiar with scientific methods and thus knows that the findings can include anything, but 

also nothing. To conduct the research good methods of scientific research were used, an 

example of this is for the survey first the goals were selected [37]. These goals then lead to 

the questions that needed to be answered. NCSC-NL did not provide a preferred result of this 

research as to not interfere with the research process. 

3.1 Survey 

To answer the research questions a multi-step approach is chosen. First, a survey is conducted 

amongst the constituents of NCSC-NL. After an in-depth interview is conducted with some of 

the respondents of the survey. Lastly a second interview is conducted to gain more 

understanding of NCSC-NL’s standpoint and processes. The combination of these steps is 

chosen to limit the downsides of each method, as well as gain the most understanding 

possible [37]. The data collected is a combination of quantitative and qualitative data. The 

data is gathered through a survey and two types of interviews. The survey mostly collected 

quantitative data with a couple of open ended questions for the possibility for qualitative data. 
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To understand the trends seen in the data from the survey qualitative data was collected from 

two types of interviews. This combination of using a combination of data is often used and 

helps to see and understand trends [38].  

Table 1: Research questions and the methods for answering them 

The survey method is chosen as it is method for studying the knowledge and attitude of the 

population towards the subject [39]. Both are important factors for research questions 1, 2 

and 3, why. The knowledge is also important in research question 4, why. To answer research 

question 1 a reference publication is attached. The reference publication can be seen in 

Appendix D. This publication was supposed to be an NCSC-NL publication but due to time 

considerations the National Security Agency (NSA) / The Artificial Intelligence Security 

Center (AISC) publication [15] is used. The publication will from here on be named the 

reference publication. The reference publication is chosen as it is technical publication on the 

topic of AI and was published recently. Unfortunately the topic discussed in the reference 

publication is not generative AI so it is a little removed from the topic of this research. The 

NCSC-NL publication was also supposed to be a technical publication which is why the 

reference publication is used. The reference publication is used as it is created by a 

governmental agency like NCSC-NL is. It also includes a course of action to take to limit 

problems, which is something NCSC-NL also includes in its publications. These reasons 

make the publication as close to a NCSC-NL publication without being one. 

Research Question Answered through 

1. How do constituents perceive the reference publication in 

terms of i) clarity and ii) usefulness? 

Survey 

2. How accurately can constituents determine their cyber 

resilience with regards to generative AI? 

Survey 

 

3. What type of information with regards to generative AI 

are the constituents missing or lacking and how will this 

information improve the cyber resilience of the 

constituents? 

Survey 

In-depth interviews 

4. What are the common denominators with regards to the 

missing information from the NCSC-NL within or across 

sectors or types of organisations? 

Survey 

In-depth interviews 

5. What adaptations need to be made to make the best-

practices from other disciplines work at NCSC-NL? 

Theoretical background 

Advisor interview 
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The targeted respondents for the survey are all constituents of NCSC-NL. The survey is sent 

out using the NCSC-NL research emailing list, which covers roughly 280 email addresses 

from 120 constituents. These people have voluntarily signed up to receive emails from the 

research team within NCSC-NL. Besides this the survey was announced at a meeting of 

(vice)-chairpersons of Information Sharing and Analysis Centers (ISAC). These ISACs were 

later contacted by a relation manager from NCSC-NL. This involved roughly 225 CISO’s of 

constituents. There was some overlap from both methods of contact, which leads to a rough 

estimate of 280 constituents being contacted and 380 individual emails being contacted.  In 

total there were 30 responses, this provides a response rate of 8%. The survey was open for a 

month and people from the NCSC-NL research emailing list received a reminder email after 

two weeks. The people that left their email in the survey results did not receive a reminder. 

The survey took 5-7 minutes to fill in. 

3.2 In-depth interview 

To get more background information an in-depth interview with some of the respondents is 

conducted. Wilson [40] suggests that semi structured interviews are good when you want to 

give interviewees the option to raise new issues, get a deeper understanding in the answers 

and clarify answers. These options are important to this research to get a good understanding 

of what information is missing. A semi structured approach was therefore chosen. The 

interviews are not labelled but instead thematic analysis is used. Kiger and Varpio [41] 

suggest that thematic analysis is designed to search for shared or common meanings but less 

effective for finding individual experiences. The goal of these in-depth interviews is to gather 

what constituents are missing, that is a shared meaning. The interviewees were selected from 

a list of survey respondents. All of the interviewees marked that they were open to be 

interviewed in the survey. There was no further selection made as only five people were open 

for an interview and left contact information. Three of the interviews were conducted online 

via Zoom, two were in-person as the respondents were in the same building. All interviews 

were conducted between June 3rd and the 25th of June. The interviews were an hour. Of this 

hour 45 minutes were allocated ahead of time for all the main questions. The questions can be 

found in Appendix B, together with the time allocation. 

To deal with ethical considerations, only respondents of the survey that answered they would 

like to be interviewed were contacted. They are given 14 timeslots of multiple hours and were 

asked to pick the two that suited them best. They were not sent a reminder email if they did 
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not respond to the first email. The interviews were recorded with the consent of the 

interviewees, these recordings were used to make a transcript, after this transcript was made 

the recording was deleted. When this research is completed, the transcripts will be deleted. 

3.3 Advisor interview 

The second interview type is an interview with an advisor of NCSC-NL. This person is 

subject matter expert on cyber security and the methods of getting to a publication. In the 

interview the advisor is asked questions about where they think the constituents are at with 

regards to generative AI. Besides this they are asked about the usage of scientific papers in 

the publication process and what they think of the research-practice gap. Lastly some findings 

are presented to the advisor, this is done when all the answers are already given to not 

influence further answers. Sharing the findings is done to inform the advisor on the 

standpoints of the constituents and to reflect on the answers the advisor gave in the first part. 

The main focus is on the publication process and the research-practice gap. The interview is 

analysed by looking at the answers the advisor gave which were confirmed by them. The 

interview mostly serves as input for research question 5 and the model. The goal of this 

interview is to be able to answer research question 5 by gaining insight in the process of 

making publications to see where best-practices from literature can be applied. This interview 

was conducted last as to not bias the rest of the research approach. All other interviews were 

already conducted and all data from the survey was already collected. 

The interviewee agreed to be interviewed and to the interview setup. The interview data will 

be deleted on the completion of this research. 

3.4 Model 

Using the data collected by the survey and interviews a model is designed. This model is 

aimed at bridging the research-practice gap as it is defined in this thesis. The survey and 

advisor interview combination are used to identify the gap and get an idea of its size. The 

survey and in-depth interview combination are used to identify the gap, as well as to see on 

what topics this gap is. The information of the topics is used in the process of designing the 

model to see if these topics would come to light if the model is used in the future. The model 

is designed by looking at the best-practices from the literature in addition to the information 

from the advisor interview. The main focus of the model is to look at what best-practices can 

be added to the process to address parts of the gap. Besides this an already existing model, 
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signposts of change [42], is used to address the rate of change and uncertainty of generative 

AI. Since it is unknown if all research will be used in practice later and the rate of change is 

high, a model that splits up aspects is used. Signposts of change are a useful tool to monitor 

and evaluate changes and can help depersonalise arguments by looking at what is provable 

[42]. Signposts of change also help list observable events that you expect to see in a situation. 

Besides this, in this situation signposts of change help NCSC-NL in to deliver the information 

in a timely manner. By splitting it, it allows NCSC-NL to deliver the information before a lot 

of the constituents have had to deal with a certain capability. It also helps NCSC-NL in 

determining what capabilities will actually be seen in practice and what remains theoretical. 

By splitting up the capability in smaller sections, NCSC-NL can see what capabilities are 

progressing and the constituents thus need to be informed on. The model was planned to be 

validated by a third party expert due to time constraints this did not happen. This third party 

is an advisor from an organisation similar to NCSC-NL who also has a PhD in AI and is well 

known with scientific papers on this topic. The combination of these factors made this person 

very well suited to verify the model’s feasibility. 

 

After this methodology section the results will be presented in the Section 4. The results will 

be presented in the order the methods were presented here. After the results section, the 

model will be presented in Section 5. This model is based on the gap found from the survey 

and interviews as well as the best-practices found in the literature. In Section 6 the research 

questions are answered by analysing the results, limitations are presented and throughout 

some future work will be presented.  

3.5 Data collection 

3.5.1 Survey 

In the survey we first ask general questions about the organisation for which the survey 

participant works. These questions range from the name of the organisation, to the amount of 

IT security personnel to what sector the constituent is active in. This section is to help answer 

research question 4 as it provides the possible common denominators. The full survey can be 

seen an Appendix A. 

In section 2 the survey participant is asked to answer some questions about the reference 

publication [15]. This publication is interesting as it is a technical publication from 
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organisations similar to the NCSC-NL and addresses a topic close to generative AI. The 

reference publication is written by the AISC, NSA and NCSC-UK and others to inform their 

constituents and the public on the topic of safe deployment of AI systems. The publications 

provides insight and measures on this topic making it interesting to the NCSC-NL 

constituents as well. The participants are first asked to rate this publication on whether or not 

it was actionable, useful, clear, informative and complete. They are asked to rate it on a scale 

from 1-5 with 1 being they disagree with the statement and 5 being they wholly agree. Lastly 

they are  asked to give it a rating from on 1 through 5 stars. An open field for any notes was 

also given. These criteria are chosen as we deemed these factors together would lead to the 

rating of the reference publication. This section helps answer research question 1 by 

providing the perception of the publication. 

In section 3 the participants are asked more questions about the reference publication, in 

addition to this they are also asked questions about what they usually do with NCSC-NL 

publications. The reference publication states in its introduction that it has three goals. The 

participants were then asked if they think these goals are achieved. Afterwards there is an 

open field where they are asked if they think this publication achieved its overall goal. Lastly 

the participants are asked on what type of organisations, what sector and what roles within 

the organisations the publications is targeted and how they usually use NCSC-NL 

publications. This section helps answer research question 1 by seeing if the respondents think 

the goals are met. The section also helps answer research question 3 by providing a base of 

what the constituents are missing information on, through the open ended questions. 

In section 4 the participants have to rate their own knowledge on nine different subjects. 

These subjects are all related to generative AI. The reason for asking these subjects is to 

accurately gauge the actual cyber resilience and knowledge with regards to generative AI. 

This is part one of two of answering one of the research questions. The participants were 

given the options “Unknown, I looked it up once, The knowledge is present in the 

organisation, I could apply it and I am an expert at it”. These options are chosen as they 

were deemed as easier to answer than rate your knowledge on a scale from 1-5 by giving 

them something which they can imagine easier. The nine technologies the participants were 

asked about are “prompt injection, automated hacking, deepfakes, LLM[Large Language 

Models] finetuning, model stealing, vector databases, Mistral 22b, LLaMa 2 and Gemini”. 

Large Language Models (LLMS) was named by their abbreviation. The listed technologies 

are seen as novel technical parts of generative AI [1]. The technologies chosen have also gone 
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through a round of feedback by three people within the NCSC-NL. This section helps answer 

research question 2 by providing a measure of how well the constituents know generative AI 

technologies. This knowledge is later compared to the knowledge of the next section where 

the respondents provide a grade for their own cyber security and risk management. This 

section also helps answer research question 3 by providing a base of what generative AI 

technologies the constituents are missing information on. 

In the final section the participants are asked about risk management within their organisation 

and the role generative AI plays in it. They first are asked however to rate their maturity on a 

scale from 1-5 with regards to risk management and cyber security. The reason for these 

questions was twofold. Firstly it gives us another point to segment the groups on and 

secondly it is to see if their assessment lines up with ours with regards to generative AI. After 

these questions, the focus of the next questions is on the use of generative AI within their 

organisation. Firstly they were asked to tell how many generative AI applications were used 

within their organisation, 0,1-5,5-25,25-50 or 50+. The follow-up questions are, to your 

knowledge, which are they, what departments use them and lastly what limitations have been 

put on the use of generative AI applications. These questions mostly serve as a measure to see 

how widely used these systems are and what is being done with regards to limitations on 

them. This section helps answer research question 2 by comparing it to the results of the 

previous section. 

3.5.2 In-depth interview 

The structure of the interviews with constituents is determined by first selecting the three 

main pillars of the interview. These pillars are: i) generative AI within the interviewee’s 

organisation, ii) the role of the NCSC-NL and iii) the interviewee’s opinion on generative AI. 

The idea behind these pillars is twofold, it is both to verify some of the findings from the 

survey as well as to collect more data. The interview guide for the in-depth interview can be 

found in appendix B 

In the first pillar, generative AI within their organisation, there are 9 main questions, of which 

4 are deemed to be the most important and will definitely be asked every interviews. On top 

of the 9 main questions, there are 4 clarifying questions to ensure that all points of interest are 

covered. These questions are only asked if the answer to the main question does not yet 

include the answer to the clarifying questions. This pillar is chosen the gain a better 

understanding about the use of AI within the organisation. That will help with better 



24 

 

understanding the position of generative AI in the constituents. After deliberation with some 

of the advisors within the NCSC-NL this will help us measure the gap. This section aids in 

answering research question 3 and 4. The section helps answer research question 3 by 

providing insight in what the constituent already uses, as well as what is already known. The 

section helps answer research question 4 by providing a base of what information is missing 

and to see if there is any relation between what is missing and the constituents being 

interviewed.  

In the second pillar, the role of the NCSC-NL, there are 5 main questions, of which 3 are the 

most important and there are another 4 clarifying questions. While there are fewer questions 

in this pillar, it is the pillar which is allotted the most time. This is because the data collected, 

the possible methods of shrinking the gap, is new and important in this research. This section 

helps with answering research questions 3 and 4. In this section the constituents are asked 

what they want from NCSC-NL with regards to generative AI information. This helps with 

answering research question 3 as it shows what information is missing. The information this 

section adds to help answer research question 4 is if there is any connection between the 

missing information and the constituents being interviewed. 

In the final pillar, the interviewee’s opinion of generative AI, there are only 4 questions, 2 of 

which are most important and only 2 clarifying questions. This pillar is mostly chosen to get 

a feeling for what will happen in the future specifically with generative AI in the cyber 

security sector. This will help paint a picture of what the practitioners think the future of 

generative AI looks like, this can then again be compared to the opinion of the advisors to 

determine the gap between the two standpoints.  This section does not help answer research 

questions but is still important. It is aimed at gathering this information so NCSC-NL know 

what the opinion of the practitioners is when it comes to generative AI. 
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4. Results 

The results from the survey are based on 30 respondents from 28 organisations. It is also 

good to keep in mind the spread of both the sectors and roles as seen in Figure 3 and Figure 

4. 

 

Figure 3: Distribution of sectors 

As is can be seen in Figure 3 the distribution of sectors leans a bit on two sectors: central 

government and transport. Together they make up just over 50% of respondents.  
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Figure 4: Distribution of roles 

In Figure 4 it can be seen that 8 CISO’s have responded to the survey. This number shows 

that reaching out to this group specifically through the ISAC’s has had the intended effect. 

The distribution of both the sectors and roles will later be discussed in Section 6, however it 

does provide good context for the following sections of the results.  

The spread observed on both the roles and the sectors means the respondents are not 

representative of all constituents. The findings and conclusions are therefore made for the 

respondents and not necessarily for all constituents of the NCSC-NL. 

As mentioned in the Section 3, the first part of the survey aims at getting background 

information of the organisations. The number of employees as well as revenue/budget and IT-

budget mostly serve as segmentation information. The only thing that arose from the 

combination of revenue/budget and IT-budget is that the IT-budget seems to roughly be 10% 

of the total budget of an organisation. From all the respondents, 73% have a CIO, 83% have a 

CISO and 77% have a SOC. These points paint a picture of the average survey respondent.  

In the next section information about the reference publication is gathered [15]. Among the 

datapoints collected was a grading of the publication on a scale from 1-5. 

 

Figure 5: Rating of publication 

As shown in Figure 5, the average rating of the publication is 3.43 with the mode being 4. 

The averages of the rating of certain aspects of the publication were roughly around the rating 

of the publication. The averages of the individual parts were 3.20 for completeness, 3.46 for 

usefulness, 3.83 for clarity, 3.80 for being actionable, 4.07 for the technical level and 4.03 for 
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how informative the publication is. The fact that all of these individual aspects of the 

publication are close to the rating of the publication suggests that the aspects chosen to 

represent the publication overall are the right ones. This is corroborated by the fact that the 

distribution is very similar as well. All results from the aspects look very much like a normal 

curve.  

Aspect Completeness Usefulness Actionability Clarity Informative Technical 

level 

Average 

score 

3.20 3.46 3.80 3.83 4.03 4.07 

Table 2: Average score of aspects from low to high, left to right 

In the publication they state that “The goals of the AISC and the report are to: 1. Improve the 

confidentiality, integrity, and availability of AI systems; 2. Assure that known cybersecurity 

vulnerabilities in AI systems are appropriately mitigated; and 3. Provide methodologies and 

controls to protect, detect, and respond to malicious activity against AI systems and related 

data and services.” [15, p. 1]. The respondents found goal 1 least present with 5 respondents 

giving it a 1 and the main feedback in the open field regarding these questions mentioning 

that the CIA triad wasn’t mentioned at all. Goal 1 is about the CIA triad. The CIA triad stands 

for Confidentiality, Integrity and Availability [43]. These are terms are considered the heart of 

information security. These parts are often looked at when looking at incidents to see what 

was impacted. The averages however were again roughly in line with the average of the 

publication with 3.17 on the CIA triad, 3.46 on the known vulnerability mitigation and 3.37 

on providing methodologies.  

Overall the ratings suggest that the publication is well received and that it largely meets its 

goals. The open ended questions provide an interesting caveat however. One of the main 

points of feedback within the open ended questions was that the publication, while achieving 

its goal, does not focus enough on AI. With the publication being titled “Deploying AI 

Systems Securely” this is quite unexpected feedback. Besides this being named, the main 

point of feedback is that it is quite generic. A peculiar finding from the open ended questions 

is that some people note that it is not interesting, with others mention that it provides new 

insights and think the information is valuable. While these answers are contradictory, the 

publication does mention that “These best practices (...) are not applicable for organizations 

who are not deploying AI systems themselves and instead are leveraging AI systems deployed 

by others.” [15, p. 2]. The main point added to the note that it is not interesting is that they 
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are either not that technologically advanced enough or that they use commercially available 

AI systems. This lines up with the quote from the reference publication and means that 

maybe those respondents were not the target audience. 

The respondents were also asked about certain generative AI technologies. They had to rank 

these on the scale “Unknown, I looked it up once, The knowledge is present in the 

organisation, I could apply it and I am an expert at it”. The technologies were prompt 

injection, automated hacking, deepfakes, LLM finetuning, model stealing, vector databases, 

LLaMa2, Mistral AI and Gemini.  

 

 

Figure 6: Colour coded table of the technologies 

In Figure 6, the table with colour coordination of the technologies is shown. The cells with 

the blue background have the most answers for a certain technology, the orange cell is the 

second most, and the green is the third most, other cells are left white. As clearly visible in 

Figure 6, we deem there to be two distinct groups, the first group is the more general 

techniques consisting of prompt injection, automated hacking, deepfakes and LLM 

finetuning. In this group the most answered option is The knowledge is present within the 

organisation and the second and third option usually being I looked it up once, or I could 

apply it. This group is of well-known generative AI technologies, among the respondents 

there was only 1 expert, in prompt injection, and very little people unknown with these 

techniques.  
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The second group, of the remaining techniques is less known according to the results. These 

techniques are more niche. The main answer is to these techniques is Unknown with the 

second option either being I looked it up once or The knowledge is present within the 

organisation. These technologies are more technical and implementation focussed .The only 

real outlier compared to expectation is Gemini. It also is slightly the odd one out compared to 

the rest of the list, it is not a technique on its own, and not an opensource model. It is 

Google’s answer to ChatGPT and Copilot. There is also a business version for called Gemini 

for Google Workspace. The fact that this model and suite is unknown to a third of the 

respondents is interesting to see.  

As mentioned in Section 3, these techniques were asked as a measure to gauge the cyber 

resilience of the constituents when it comes to generative AI. The results suggest that a lot of 

information is present within the organisations, however the difference between that option 

and unknown is quite small. The option for I looked it up once is further behind unknow. This 

suggests that technology is most likely to be known in the organisation, or unknown. The 

information being present in the organisation is definitely very good to see.  

An explanation for these results might come from one of the others questions posed later on. 

This is the question of what generative AI techniques are used within your organisation. 

Where 50% of results say they use 1-5 generative AI applications, and the most mentioned 

one is Microsoft Copilot. Techniques like model stealing, vector databases, LLaMa2 and 

Mistral AI are most relevant if they make or deploy their own models. 

The result of some but not very deep knowledge is an interesting change from what the 

respondents note about their own cyber security and risk management. The respondents gave 

their own risk management maturity an average of 3.38 and their cyber security maturity a 

3.31. These numbers don’t necessarily conflict with the results from the generative AI 

technologies knowledge. Given the grades, the knowledge of the technologies falls within the 

realm of expectation, it is however on the lower side of the range of expectation. A real 

conclusion cannot be drawn from the data as the results are not to the contrary of one another. 

It did become clear later that of the interviewees, none used custom or in-house models, they 

all used models from third parties. This might explain the lack of knowledge in the second 

grouping of techniques. 

The knowledge of the constituents was expected to be a little greater than the results suggest. 

In short, the constituents appear to not be cyber resilient when it comes to generative AI. 
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When asked in the interviews, none of the interviewees suggested they were resilient with 

regards to generative AI. While this might sound like a very bad scenario, during the 

interviews participants were asked if they have seen any incidents with which generative AI 

is used and just the one suggested that they did notice a spike in the amount and quality of 

SPAM. This did lead to the question of exactly what information the constituents need to be 

cyber resilient when it comes to generative AI. 

The fact no real attacks have been seen yet is in contrast to the capabilities shown in scientific 

research. These papers cover a range of topics from LLMs hacking websites on their own [6], 

using an LLM as a hacking assistant [13] to poisoning prompts from generative AI 

applications [44]. Here quite clearly a disconnect, a gap, is visible between the research and 

practice. The information shown in the research is not all used in the real world. There are 

however known uses of LLMs in practice as shown by Microsoft [45]. This provides an 

opportunity for NCSC-NL to inform the constituents before the capabilities are in active use. 

A thing to note from the results of the question about the number of generative AI 

applications in use is that some respondents noted they use 25-50 or even over 50 

applications that make use of generative AI. One of them notes that there are some in the 

Software as a Service (SaaS) products they use, the others did not clarify. While it might be 

possible that they have that many applications using generative AI, it seems more likely they 

confused generative AI products with products using AI. The thought behind this standpoint 

is that even during the interviews some interviewees confused Machine Learning (ML)/AI 

with generative AI.  

The usage of generative AI within the constituents appears to be quite widespread, 73% of 

respondents admit to using 1 or more application with generative AI in it. From the 

interviews this was 4 out of 5 interviewees. The implementation and reasoning behind their 

use however vary. Most interviewees stated that it increased productiveness throughout their 

organisation. This is often touted as the reason to use generative AI. None of the companies 

however let the employees have free reign over the generative AI tools, all companies had 

policies in place on what processes can and cannot use generative AI. Mostly, this meant that 

processes using customer information or critical company processes did not allow for the use 

of generative AI tools. When asked more about this they note that data privacy and AI 

assurance were the main causes of this. Data privacy as they were afraid of information 

leaking or being send abroad and AI assurance as they did not know how the generative AI 
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came to its result. The interviewees were afraid of injecting wrong information into a process 

and some have the legal obligation to be able to show the process of getting to a policy which 

would not be possible while using these technologies.  

Another finding from the interviews has to do with the acquisition of generative AI contracts. 

Multiple interviewees note that the contacts are long and hard to read through and don’t 

mention until the last parts that the owners of the models often have the right to train their 

model using the data sent in. While these suppliers might offer an exception, it became clear 

that this exception is not always granted. 

Besides the fact that the contracts are tough to get through and that not all organisation may 

bet the exception another aspect of generative AI the constituents struggle with is the 

investigation into these tools. They notice that their IT-administrators are not always able to 

accurately determine the risk of enabling these tools. Besides this, it is not always clear that 

certain updates enable these new features, leading to a sort of feature creep where suddenly it 

is active.  

Besides the IT-administrators, investigations into these models are very hard, the term black 

box models was mentioned quite a few times. The constituents cannot accurately assess the 

origin of the data, both the training data and the data that is generated. New risk management 

procedures are therefore needed for applications which have these features. All interviews 

agreed with this, some however had not yet been able to set up these new processes.  

The results from the interview with the NCSC-NL advisor lead to some new points. Their 

idea of the cyber resilience of the constituents was relatively accurate, maybe a little lower 

than the results from the survey suggests. The knowledge of what they thought the 

constituents rate themselves or their knowledge was a good thing to see. Of the possible 

publications the interviewees would like to see, they brought up a couple of points that indeed 

are requested. The alignment of the advisor with the constituents does not appear to be a 

cause of the research-practice gap within the NCSC-NL. 

When asked about this gap however, the advisor noted that it is present within the NCSC-NL. 

They agreed with some of the theoretical background as for the cause of it, they mentioned 

the differing types of knowledge and specifically the timeframe making it hard to algin the 

advisors and the research staff. They did think that having a separate scientific research team 

did help in making the research-practice gap not as large as it could be if this team was not 

present. Yet even with the team present and within the same unit, scientific sources are not 
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being used all that often when writing the publications. This is a confirmation of the point 

made by Lawler and Benson [21] where they note that the results might not be particularly 

applicable. The advisors do use more scientific research in the case of  generative AI. This is 

largely because this is a new technology with a lot of hype surrounding it. The findings from 

researchers are rigorous and provide an insight in what is possible and might be prevalent 

later.  

Besides this, the focus of the publication is often on the here and now both in information the 

information they provide as well as the steps constituents should take. In an emerging 

technology, this might not be enough. Some publications have long lead times, meaning that 

by the time they are finished the subject of the publication might be out of date, involving 

research papers, like they do with generative AI, might help with being ahead of the curve. 

The advisor noted that scientific research in cyber security is practical and therefore could be 

used as a source for a publication. A lot of the publications however revolve around risk 

management, and the frameworks the scientific works describe are interesting, however often 

not used in practice. This sounds like a different research-practice gap, however not relevant 

to the one in this research.  

A final thing to note from the interview with the advisor is that the constituents are not being 

involved in the publication process. The advisors do maintain a connection with them in other 

ways so they know what is going on within the constituents but they are not utilised a lot 

within the publication process. Looking back at the theoretical background, this does provide 

a great option to involve in the model. 
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5. Model 

Following the results of the survey, the interviews and literature a model has been created. 

The model consists of steps to take to first identify and second try to mitigate the research-

practice gap. The definition of the research-practice gap is “The disconnect between 

information researchers publish and what practitioners can use.”. The research side of this 

gap is the results of scientific research, research done with much rigor and sometimes 

difficult language, as mentioned in the theoretical background. The practitioners are the 

people in the field, the people actively using or dealing with the technology, in this case cyber 

security professionals. The interviews with the practitioners confirmed that such a gap exists.  

In this case the gap is not really on the technical side like how generative AI works, this is 

known by both sides, it is however on some of the properties of these systems. The main 

examples of this from the interviews were explainability and trustworthiness of the 

information.  

The goal of this model is to help NCSC-NL in increasing the cyber resilience of its 

constituents by informing them on time about emerging technologies. The main method to 

achieve this is shrinking the research-practice gap on emerging technologies. More 

specifically, the model is focussed on technologies with capabilities that can have an impact 

on cyber security. In this model, the research part of the gap is used as a guideline to 

determine what might happen in the future. From the interview with the NCSC-NL advisor it 

became clear that usually scientific cyber security research is practical and applicable. This 

means that while not every capability theorised in research will become usable or an attack 

vector, it is expected that plenty of capabilities will be usable in the future.  

An important part of the model is ensuring that information arrives on time. Speed is 

important in cyber security as it takes a long time to identify and respond to cyber security 

incidents [46]. Using research as a guide for the future might help in making sure NCSC-NL 

informs its constituents in a timely manner. Waiting on reports from practitioners to start on a 

publication will by definition mean that attacks are already happening using the capability. 

The constituents are then only informed when situations are happening, instead of being able 

to take preventative measures.  

To achieve this timeliness, signposts of change will be used. Signposts of change are a 

technique used by the intelligence community. It is explained well in [42], in short it is a list 
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of indicators of a greater topic, that also specify if a certain indicator has been spotted yet. It 

has been chosen as it is a method which is clear, gives insight on the first look and divides up 

the capabilities which allows the advisors to more easily make a broad planning. An example 

of such a signpost can be found in Figure 7. The way to work with this technique is to first 

choose a topic, in the example this is LLMs. Afterwards, brainstorm ideas on what 

capabilities this topic will bring. This capability is then split further into indicators which will 

show the progress being made for the capability to become reality.  

The reason for choosing a checklist in combination with signposts is that Chen et al. [32] 

suggest to balance model accuracy and simplicity. A checklist is a simple method and will 

help as all steps are easy to follow. Besides this the signposts provide a clear overview of the 

progress and provide transparency. Transparency was also a best-practice and was found in 

Sutherland et al. [31]. Transparency was kept central in the designing of this model so 

constituents trust the results more and allow them to have influence in the process. 

Besides timeliness the signposts also help with providing only relevant information to the 

constituents. If NCSC-NL would write a publication of every scientific paper they read they 

might overload the constituents with some irrelevant information. Only writing the 

publications later when certain signposts have been observed helps in only publishing 

information that is relevant as is recommended by Chen et al. [32].  

The reasons for writing a publication by the NCSC-NL instead of for example spreading the 

knowledge from a research papers are the following, i) publications by the NCSC-NL are 

focussed on Dutch companies and are written in Dutch, ii) the knowledge required for 

practitioners can be different then what is named in a research paper iii) the goal of a NCSC-

NL publication is not just to inform but also provide some guidance as to what to do next, this 

usually is lacking in research papers. These reasons also link back to research question 3 

which is about what type of information the constituents are missing. The reasons were 

derived from a combination of both types of interviews. From the interviews with the 

practitioners it became clear that besides just information, they also wanted to get more 

knowledge and some wisdom. They wanted frameworks for how to use and implement 

generative AI safely and knowledge on specific topics like shadow IT. In conclusion it looks 

like they want actionable advice and frameworks, so information that is higher in the DIKW 

pyramid [33]. Besides this, it also helps address the point brought up by Lawler and Benson 
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[21] that the communication style of researchers and practitioners is not the same. NCSC-NL 

publications are written in the style of the practitioners.  

Besides this the NCSC-NL also already does some outreach to the constituents, the way they 

do this is quite similar to the CEO as described in Lawler and Benson [21]. NCSC-NL goes 

to the constituents and asks them to sketch an image of what they think the threats are at the 

moment. This information is then also used to inform the NCSC-NL advisors on what the 

constituents think is important at the time. Besides this the advisors also provide advice on a 

case by case basis to constituents. That is also a method of gaining understanding in the 

goings on and knowledge of constituents.  

 

 

Steps the NCSC-NL should take to tackle the research-practice gap 

 Information gathering phase: 

1 Monitor scientific papers for new use of the technology with impact on cyber 

security. 

2 Periodically check in with constituents to see opinions and usage of the 

technology. 

3 Align perspectives and look for differences, these differences are your gap. 

Preparation phase: 

1 Meet with other teams internally to discuss what new or improved capabilities this 

technology can bring, align the opinions on the capabilities and make a risk 

assessment per capability 

2 Set up signposts of change for every new capability 

3 While taking into account risk assessment, determine at what sign what steps in the 

publication making have to be made. 

4 Determine what the publication will be about, its goal, what constituents to 

involve, the target audience, the timeframe they need to inform the constituents and 

what steps need to happen at what indicator and observation combination . 
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5.1 Information gathering phase 

The model begins with an information gathering phase. This phase is not a onetime 

occurrence but recurring. In this phase, the main focus is identifying the gap between the 

research and practice. This phase came about from the best-practices from the theoretical 

background. The main point made by the papers in there is that proper communication can 

help a lot in identifying and shrinking the gap. Knowing what the perspectives of this 

capability both sides have is the main point in identifying this gap. Finding the gap is done by 

aligning the perspectives of the scientific research and the practitioners. The differences 

found are the gap. This gap does not only exist from research to practitioners, but also from 

practitioners to research. Practitioners might be fearing other parts of the technologies which 

are not being investigated as much. An example of this came up in the interviews, shadow IT 

was mentioned a lot while it is not being mentioned much in the same breath as generative AI 

in a scientific context. This phase is similar to the research setup used for this research. It 

helps with identifying the gap present and the both NCSC-NL and its constituents were open 

to participate in it. This section only applies the vision and number of priorities best-practices 

found in the literature. These are mostly used in step 3 as aligning the perspectives create the 

vision as well as the number of priorities.   

Active phase: 

1 While taking into account risk assessment, monitor signpost and determine what 

type of publication will lessen the risk profile of the new capability 

2 During check-ins with constituents ask them about the capabilities , their 

applications and exposure to this capability. Also share NCSC-NL point of view. 

3 Actively look for papers based on these capabilities and assess if these change 

either the signposts or risk assessment. 

Publication phase: 

1 Have the selected constituents do one last proof read of the publication 

2 Adjust the publication to their needs and possibly prepare 2 publications if the 

needs of both groups are too different.  

3 Publish to constituents and possibly the website 
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Besides perspectives from both sides one of the main points is for the advisors to ask 

constituents about the questions they have. If these questions can already be found in the 

research then maybe it is possible to already answer some of these questions. The questions 

from the research can mostly be found through looking at the conclusions and discussions, 

there they propose new research ideas from the results they found.  

In short, the gap in this state is the difference in the perspectives and questions between the 

constituents and research. It is the focus of the publication, it might slightly change during 

other phases.  

5.2 Preparation phase 

Once the gap has been identified the next phase beings. This preparation phase is an internal 

process, it does not have any dependencies on external parties, just NCSC-NL internal ones. 

Per gap, discuss with other internal teams what they think the capabilities of the technology 

are and make a risk assessment per capability. During this time, also set up signposts to 

monitor the progress of the capabilities. An example of a signpost of change is:  

Signpost for LLM 

Capability Indicator Observation 

Highly personalised LLM 

assisted spam campaigns 

Increased amount of spam Highly prevalent 

Increased quality of spam Observed 

Increased quantity of spam 

domains 

Not observed 

Increased personalisation of 

spam 

Not observed 

Figure 7: Example of signpost of change on the topic of LLMs 

When such a signpost is finished, the advisors themselves should then determine themselves 

roughly what timeframe they think to need to inform the constituents on this capability. 

Keeping the risk assessment and this timeframe in mind, they should then plan on what needs 

to happen at what indicator and capability level, for example if the expectation is that the 

time between “Increased amount of spam” is highly prevalent and highly personalised LLM 

assisted spam campaigns is expected to be a relatively long time, then maybe the only step 

that needs to happen is reaching out to the chosen constituents for a check in, if the 

development of the technology or capability is expected to be fast, then maybe other steps 

like starting with the publication need to be set. Another goal could be to have the publication  
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75% done by the time 3/4 indicators have been observed. When choosing the constituents, do 

keep in mind that later in the process there is a division between constituents who are more 

ahead of the curve and those who aren’t. Both will be asked to proof-read and provide 

feedback, so when selecting the constituents to involve with this process, keep that in mind 

too. 

A thing to keep in mind when selecting the goal is that if you do mention it in the publication, 

ensure that it is tested a lot beforehand. A big point of feedback in the survey was that one of 

the goals set by the reference publication [15] was achieved, or the aspects mentioned. This 

would seem sloppy and affect the opinion of the NCSC-NL publications. 

The reason for using the signposts of change is that it slices up the capabilities into different 

parts. Each of these parts can be tracked easier. Besides that, it enables the parts of the 

publication process to be divided. This might help the advisors to ensure that the publication 

is on time before big incidents using this technologies capability arise.  

The following points at least need to be present: Determine what information the constituents 

think they need on the capability, determine what the NCSC-NL thinks the constituents need, 

publication needs to be ready to publish, publication phase starts and constituents have 

proof-read and given feedback on the publication. 

In this phase the scope of the project is defined through setting up the signposts. Scoping is a 

best-practice found in the literature. Besides this the composition and number of participants 

and the team are chosen. These are also best-practices. Steps 3 and 4 are similar to steps taken 

by the NBS to make research applicable.  

5.3 Active phase 

While the active phase is largely the same as the information gathering phase, the reason for 

making it a different phase is that it has a different purpose. It is still to identify a gap, but 

more particularly identify changes in this gap as time moves on. The main addition updating 

and monitoring of the signposts. This should be slightly easier than before as the technology 

is now also split up in capabilities, finding and reading papers can now be on those 

capabilities as well.  

This phase is mostly focussed on the best-practices of participant ownership and 

transparency. Choosing the right type of publication is already used by NCSC-NL when they 

choose what publication to make. Step 2 could also be considered to be a facilitation of a 
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breakout session. Using the right advisor for this is important, the best choice is probably the 

advisor writing the publication as all advisors at least have some experience hosting those 

kinds of sessions. Participant ownership is stimulated by step 2 as well. By involving the 

constituents in the data gathering will make them more invested in the product. Transparency 

is stimulated by sharing the point of view of NCSC-NL as well as having multiple 

constituents present in in the check-ins. 

5.4 Publication phase 

The publication phase does not necessarily start after the Active phase, but can occur 

simultaneously. Actively involve constituents who are ahead of the curve, and people who are 

behind the curve in two different sessions. In these sessions, first again ask their opinion of 

the capability and what information they think they need. After that, let them in on the 

information the NCSC-NL has and ask if the information need changes. Take both into 

account and adjust the publication. A good thing to note as found from the survey is that the 

aspects the constituents were questions about looked to correlate well with the eventual end 

prediction. Using these aspects to test the written products before publication will help in 

determining the perception after publication. 

The publication phase only uses transparency and participant ownership with regards to best-

practices. It embraces transparency through having the publication proof read and possibly 

publishing to NCSC-NL’s website as well. Participant ownership is also used by having the 

constituents proof read the publication. Using the constituents in such a way is also a bit 

similar to both the CEO from Lawler and Benson [21], as well as the NBS from Bansal et al. 

[20]. 
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6. Discussion 

Having presented the theoretical base, methodology results and the resulting model now the 

research questions will be answered. 

1. How do constituents perceive the reference publication in terms of i) 

clarity and ii) usefulness? 

The constituents gave scores ranging from 3.20 to 4.07 on the questions relating to the 

reference publication. See Table 2 for the average scores per aspect. These scores were close 

to the rating of the publication. This suggests that the chosen aspects together provide a good 

estimation of the rating of the publication. The clarity and usefulness specifically were rated 

at 3.83 and 3.46 respectively. The constituents thus perceive the reference publication pretty 

well in terms of clarity and usefulness. 

2. How accurately can constituents determine their cyber resilience with 

regards to generative AI? 

When looking at Figure 6 in combination with the constituents own grading of the risk 

management and cyber security a limitation became clear. Figure 6 is a colour coded table of 

the answers of the survey on the knowledge of generative AI technologies. There is no 

conclusion to be drawn from the results of Figure 6. There is no clear correlation between the 

results of the figure and the grading the constituents gave themselves. Because of this, no real 

conclusion can be drawn from this data. Researching this can be a good area of future work. 

To be able to draw a conclusion there probably need to be more respondents and the 

questions would have to be split up further. The option “The knowledge is present within the 

organisation” could be replaced by a second set of questions of the knowledge of the 

organisation instead. In addition to this more technologies can be added to present a more 

nuanced image. Making those alterations to the research setup will increase the likelihood of 

a conclusion being able to be drawn. 

3. What type of information with regards to generative AI are the 

constituents missing or lacking and how will this information improve the 

cyber resilience of the constituents? 

From the survey it became clear that some technologies are not well known within the 

constituents. Looking more at the results of the in-depth interviews it became clear that while 



41 

 

those technologies are unknown, that is not where the main questions lie. The main questions 

were related to risks, implementation, shadow IT and data security. Adding a little context 

from the advisor interview this is likely because the constituents are mostly worried about the 

here and now and that if a technology is not widely known now they are not too worried 

about it. When looking at the information wishes of the constituents and scaling them on the 

DIKW pyramid it looks like the information need is focussed on the higher level information. 

The information that will help answer their questions are more frameworks and information 

rather than intelligence/data. Having access to the information they are looking for will 

increase the cyber resilience by knowing the risks of the usage of generative AI systems 

better. This knowledge will help them put in place strategies with regards to  the usage 

generative AI. 

In conclusion, the results suggest that the information needed is frameworks from NCSC-NL 

which will increase the cyber resilience as this information will help the constituents put in 

place strategies to mitigate these risks. 

4. What are the common denominators with regards to the missing 

information from the NCSC-NL within or across sectors or types of 

organisations? 

After analysis of the data collected by the survey it became clear that no groupings were able 

to be made. While section 1 of the survey provided a good range of data from the companies, 

there was no correlation between these data points and other answers of the survey. 

When looking at the results from the in-depth interviews all interviewees displayed the need 

for information and most agreed that data security and risks were important. There was no 

combination of factors that suggested that all companies needed the same information. 

The combination of these data point unfortunately did not give any more insight in common 

denominators with regards to organisational information and information wish. The wish for 

frameworks from the NCSC-NL seemed to be universal. 

5. What adaptations need to be made to make the best-practices from other 

disciplines work at NCSC-NL? 

Implementing the best-practices from other disciplines appeared quite easy. This was tested 

by implementing the best-practices into the model design. Implementing these best-practices 
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was easy as they were quite broad and seemed to fit into the current NCSC-NL processes. 

Perhaps if the model is validated in future work it would be good also be good to test if the 

implementations of the best-practices helped in bridging the gap and if they were 

implemented correctly.  

To conclude for this research, it appears that no adaptations need to be made to make best-

practices from other disciplines work at  NCSC-NL. 

How can the challenges of NCSC-NL, regarding their statutory task to increase 

digital resilience be characterised, when looking at the case of generative AI? 

When looking at generative AI it becomes clear from the answers of the interviewees that a 

research practice gap exists. The constituents have not yet seen incidents that as far as they 

know made use of generative AI. When looking at the research however there are many 

different examples of generative AI capabilities and this technology is rapidly evolving. 

Choosing exactly what information to provide the constituents with is a challenge as 

information should be timely. Overloading the constituents will also not help so there needs 

to be some process of choosing the right topics to publish on. 

To help NCSC-NL in performing their statutory task a model was created. This model is 

aimed at identifying and bridging the research-practice gap as well as provide a framework 

for choosing capabilities to write publications on. 

The challenges can be described as having little knowledge of the exact cyber resilience of 

the constituents, having no clear picture of the information need of the constituents and a 

difficulty keeping track of the usage of new technologies in practice.  

6.2 Limitations  

As briefly discussed in the results, the replies by sector and replies by role paint important 

context for this thesis. The distribution was set through the responses on the survey. Since this 

distribution is not every company, or every role within a company the results are skewed 

towards the knowledge and needs of the respondents. An example of this is that most of the 

interviews with people who are high up in the company. The information they needed also 

made a lot of sense for their position, however the information they need is different to 

someone who works more in the trenches of cyber security. Unfortunately this bias in the data 

is present whenever not everyone responds to the survey. The spread however does provide a 

wide sample, a lot of roles and sectors were surveyed. For the purpose of seeing if there is, 
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and possibly measuring a gap the distribution works. It has showed that the constituents that 

replied are relatively alike in their need and want for information and that there is no couple 

of factors that can describe them all. 

In addition to possible bias, it is also worth noting that 14 out of the 30 respondents were 

CISO/ISO’s. While this might again bring in a little more bias, these are the roles that a 

decent amount of the publications are focussed towards. This is because those publications 

revolve around risk management which is usually handled by the CISO/ISO. Those roles are 

therefore important stakeholders for the NCSC-NL, it is good to see they responded as much 

as they have. 

Unfortunately the sample size and results combination lead to us not being able to answer 

research question 4. There did not appear to be any common denominators when it comes to 

the results. In addition to this, the setup might not have been perfect to answer these 

questions. In the open questions in the survey this was asked, however the main point of 

information was the interviews. The interviews were only held with 5 people so unfortunately 

a real common denominator is not possible to point out there. While most people did agree on 

the fact that they need more information about generative AI and shadow IT, this was said by 

all 5 interviewees, who all have different backgrounds. In future research this is something to 

keep an eye out for. 

In the selection process for the technologies there was a deliberate choice to include two 

types of technologies. Some technologies were expected to score quite high, like Gemini, 

prompt injection and deepfakes, whereas others were expected to have a low knowledge 

grade like the open source models Mistral 22B and LLaMa 2. This was largely to expectation 

as these were deemed to be known techniques when it comes to generative AI. The amount of 

information being present in the organisations positively surprised us, however the amount of 

unknown answers equally surprised us. For a next survey, a couple more techniques could be 

used, as well as possibly asking both the individual on a 5 point scale, as well as the 

organisation. Some CISO’s might not know everything, however it is possible that within the 

organisation there are projects being done and experts being hired. The reason for asking 

about these techniques was to see if it relates at all to how cyber resilient the constituents 

think they are. Unfortunately the result of this is inconclusive. There is no link between the 

grades of their risk management or cyber security and the responses on the technologies. This 

means that for research question 2 the answer is also inconclusive. That does however 
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provide a good opportunity for new research, investigating how accurately constituents can 

gauge their cyber resilience.  

The reference publication [15] was not the first choice of publication. At first a NCSC-NL 

publication was supposed to be attached. This was chosen to increase the response rate as 

well as test a NCSC-NL publication directly. Because of time constraints the research pivoted 

to using the AISC reference publication as the NCSC-NL publication would not be done on 

time. To answer the research questions some changes to the survey were made to make the 

results still applicable and to still be able to answer the research questions. For future work, if 

the time is available, sending the survey out with a NCSC-NL publication might lead to 

slightly different or more applicable results. 

The main limitation of the model is that it is not validated. While it was in the timeline to 

have a third party give their opinion on the model as validation, because of time 

considerations this was not done. This means that it is inconclusive if the model works and 

will work for the purpose it is designed. This is perhaps an area of future work. The third 

party would have been an expert from an organisation similar to NCSC-NL. This expert is an 

advisor in the other organisation and has a PhD in AI. This person is qualified as they can 

determine whether or not the usage of the model will aid in addressing the research-practice 

gap through their experience and knowledge. 

  



45 

 

7. Conclusion 

In the theoretical background to the right definition and best-practices for the research-

practice gap were presented. After this the research setup was discussed in the methodology. 

This was followed up by the presentation of the results in the results section. A model based 

on the findings of the results and literature was presented in the model chapter. The research 

questions brought up in the introduction were then reflected upon in the discussion as well as 

a presentation of the limitation of this research.  

In this research it was found that NCSC-NL is dealing with a research-practice gap when it 

comes to information about generative AI. The findings of this research might not be not fully 

representative as only 30 constituents filled in the survey. There was however width in the 

organisations, sectors and roles within the organisations. This leads us to believe that there is 

enough base to characterise the gap. This gap mostly revolves around capabilities displayed 

in research and what is visible to practitioners. Besides this practitioners also had many other 

questions that did not come back in the research.  

To help bridge this gap a model was presented. This model is based on the findings of the 

survey and interviews as well as the best-practices found in the literature. The model is a 

checklist in combination with signposts of change. We propose that NCSC-NL use this model 

to help bridge the gap to inform its constituents on the topic of generative AI. 
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Appendix 

A. Survey questions 

The original survey questions are in Dutch, this is a translated version. 

Dear NCSC-NL-partner, 

 

Thank you for taking a look at this survey. The expected time to answer all the questions is 5-

7 minutes. 

All questions are about your own thoughts or knowledge and are not too hard to answer. 

Some questions are about the added publication about generative AI, please read this before 

answering the questions about it. 

All data is stored on NCSC-NL systems and won’t be shared with any third parties. The data 

will be deleted after the research is concluded and will be used anonymized. 

 

Section 1/5 

 

What is the name of your organisation? 

What is the size of your organisation? (MC) 

1-50 51-250 251-1000 1001-5000 5000+ 

What is your role at the organisation?(MC) 

SOC employee – Risk manager – CISO – IT-administrator – ISO – Other: 

What is the revenues/budget of your organisation? (MC) 

< 1.000.000 < 10.000.000 < 50.000.000 < 100.000.000 < 1.000.000.000 > 1.000.000.000 

Roughly what is the IT-budget of your organisation? (MC) 

< 1.000.000 < 10.000.000 < 50.000.000 < 100.000.000 < 1.000.000.000 > 1.000.000.000 

How big is the IT-security team in FTE? (MC) 
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0 1-5 5-25 25-50 50+ 

Does your organisation have a CIO? (MC) 

Yes No 

Does your organisation have a CISO? (MC) 

Yes No 

Does your organisation have a SOC? (MC) 

Yes No 

In what sector is your organisation active? (MC) 

Energy – Telecommunications – Transport – Drinking water – Water – Chemistry – Nuclear – 

Finance – Central government – Decentral government – Other: 

 

The following sections are about the publication. Please read the publication before  

answering the questions. 

Rate on a scale from 1-5 how much you agree with the following statements. Where 1 Is 

completely disagree and 5 is completely agree. 

Section 2/5 

 

The technical level of the information was right. 

The publication is action oriented. 

The publication is useful. 

The publication is clear. 

The publication is informative. 

The information in the publication is complete. 

How many stars would you rate this publication (1 = bad, 5 = good). 

[Open field for motivation] 
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In this section you will be asked more questions about your opinion of the publication as well 

as how you would usually use NCSC-NL publications. 

Section 3/5 

 

The publication notes that it wants to improve the CIA principles, on a scale from 1-5 rate 

how well the publication does this. 

The publication notes that it wants to ensure that known vulnerabilities in AI systems are 

mitigated the right way, on a scale from 1-5 rate how well the publication does this. 

The publication notes that it wants to provide methodologies and controls to protect, detect, 

and respond to malicious activity against AI systems and related data and services, on a scale 

from 1-5 rate how well the publication does this. 

Why did or didn’t the publication achieve its goal? 

What is the target audience for this publication? 

Low IT maturity organisations – Average IT maturity organisations – High IT maturity 

organisations. 

What is the target sector for this publication? 

Energy – Telecommunications – Transport – Drinking water – Water – Chemistry – Nuclear – 

Finance – Central government – Decentral government – Other: 

What is the target audience for this publication within those organisations? 

SOC employee – Risk manager – CISO – IT-administrator – ISO – Other: 

 

In the next section, some technologies will be named and we will ask how familiar you are 

with these technologies. 

Section 4/5 

 

The options in this section for all techniques are: 
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Unknown - I looked it up once - The knowledge is present in the organisation - I could apply 

it - I am an expert at it 

The techniques are: 

Prompt injection 

Automated hacking 

Deepfakes 

LLM finetuning 

Model Stealing 

Vector databases 

Mistral 22b 

LLaMa2 

Gemini 

Notes (optional) 

 

In this next section you will be asked about your opinion on the maturity and generative AI 

processes within your organisation. 

This information will only be used for this research, this data will not be shared. is stored on 

NCSC-NL systems and will be deleted when the research is concluded. 

If you do not feel comfortable answering the first 2 questions, choose N/A. 

Section 5/5 

 

On a scale from 1-5, rate the maturity of the risk management at your organisation. 

On a scale from 1-5, rate the maturity of the cyber security at your organisation. 

To your knowledge, how many generative AI applications are in use internally. 

0 1-5 5-25 25-50 50+ 
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To your knowledge, what are the generative AI applications? 

To your knowledge, what departments make use of generative AI applications? 

Are there any limitations on the usage of generative AI applications at your organisation? 

 

Thank you very much for participating in this survey, it will help the research a great deal. 

If you would like to receive a management summary of the results and the eventual research 

paper or if you are open for an in-depth interview following this survey, please leave your 

email below. 

What is your email address? 

Are you open for an in-depth interview following this survey? 

Yes No 
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B. Interview guide 

The original interview guideline is in Dutch, this is a translated version. 

Interview instructions 

The introduction will be shared with the interviewee. 

The underlined questions are most important. These have to be asked and will be prioritised 

in the case of a lack of time. 

The indented questions are guidelines for further questions. 

Introduction 

{Introduction of interviewers and interviewee} 

My assignment is to advise NCSC-NL on how they should go about generating advice on the 

case of generative AI. The assumption is that there is a research-practice gap between science 

and the developers of generative AI and the constituents of NCSC-NL. 

If you are good with it, I will record the interview, this is just to make a transcription. The 

transcription will be deleted at the end of the research period, the recording will be deleted 

when the transcription is finished. I will not quote from the interview. 

The interview will take roughly an hour. There are three topics we would like to cover, 

generative AI within your organisation, the role of NCSC-NL and your personal opinion 

about generative AI. 

 

Generative AI within your organisation (15 min) 

What is being done with regards to generative AI within your organisation? 

Has there been a noticeable difference in productivity since the adoption of generative 

AI? 

What vision and strategy is held on the topic of generative AI? 

 What role does cyber security play in this vision and strategy? 

What is the risk-management process like of the adoption of new information systems? 



57 

 

 Was this process different for products with generative AI? 

What was the biggest obstacle in researching the security of generative AI? 

When looking at the security considerations of using generative AI, what aspects are looked 

at the most? 

 Training, deployment, possible data leaks? 

What step in the development/deployment of generative AI has the biggest security impact? 

What models have been looked at or are in use? 

 If no open source models, why not? 

Are you resilient when it comes to generative AI? 

Have there been incidents where generative AI have played a role? 

 

Role NCSC-NL (20 mins) 

What information do you expect from NCSC-NL when it comes to generative AI? 

 What information would you like in an ideal world? 

Why do you expect this information? Are you missing it now? Are you missing a 

reputable source? 

A lot of organisations admitted to using the TLS standards written by NCSC-NL, what 

could be the TLS standard of generative AI? (If you could choose 1 publication, what 

would it be?) 

What type of publications from NCSC-NL do you use? 

 Why these and not others? What do they add? 

On what technical level do you expect NCSC-NL publications to be? 

What information on the topic of generative AI is missing that NCSC-NL could provide? 

What sources do you currently use to follow the developments of generative AI? 
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Opinion of generative AI (10 min) 

How will generative AI change the way of working in 5 years, in your role and in your 

organisation? 

How do you think employees can use generative AI in their job in IT-security? 

 Do you use it yourself? Would you like to use it but are you not allowed? 

How is generative AI currently making the biggest impact, both in general but also within 

security? 

Personally, what do you think generative AI looks like in the future in general? 

Specifically, what do you think it will look like for cyber security (attacks or defence 

with generative AI?) 

Conclusion 

Thank you for your time, it is very much appreciated. 

I will share the results when the research is finished, both in a management summary as well 

as the complete research rapport. 
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C. Advisor interview guide  

What is the most common answer for how well people think they know the following 

technologies? 

Options are: 

“Unknown, I looked it up once, The knowledge is present in the organisation, I could apply it 

and I am an expert at it”. 

prompt injection, automated hacking, deepfakes, LLM finetuning, model stealing, vector 

databases, Mistral 22b, LLaMa 2 and Gemini 

 

On average, what grade (1-5) do constituents that participated in the survey their risk 

management? 

On average, what grade (1-5) do constituents that participated in the survey cyber security? 

What are the biggest obstacles in investigating generative AI products? 

What is the biggest headache of a CISO in investigating generative AI products? 

Do constituents think they are cyber resilient? 

What information when it comes to generative AI do the constituents want?  

What publication would they really like to see? 

What is expected of NCSC-NL by the constituents? 

How advanced is the usage of generative AI within the constituents? 

What percentage of constituents use generative AI? 

 

Do you use scientific papers as a source? 

Is scientific research applicable/practical? 

Are things like spectre and meltdown applicable? 

What is the process of getting to a publication? 



60 

 

Are constituents used in the publication process? 

What is the process like after a publication is chosen? 

What sources are used? 

Are the ideas verified? 

 

Do you have any idea what the research-practice gap is? 

What do you think of the research-practice gap? 

If there is a research-practice gap, on what side is NCSC-NL? 

If NCSC-NL is in towards middle, would it be better? 
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D. Publication 

 

 


