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Abstract

In recent years, using deep learning methods for visual query tasks has garnered significant
attention and has resulted in notable progress. Person re-identification represents a typical use
case in visual query tasks. However, the visual query process still faces numerous challenges,
particularly with regards to the issues of occlusion caused by obstacles and visual ambiguity
arising from appearance-similar objects, and a joint solution to these challenges has been
lacking. Furthermore, we observe that consecutive video frames can provide supplementary
temporal information for each other. In contrast, different body parts within the same video
frame can provide supplementary spatial information for each other. Therefore, modeling the
temporal information across consecutive frames and the spatial information within each frame
may offer a joint solution to occlusion and visual ambiguity challenges. In this thesis, we propose
a novel approach that represents a video as a spatio-temporal graph (STG) by utilizing graph
theory, integrating temporal relations and spatial information between video frames. Then,
we apply graph convolutional networks (GCN) on the STG to extract comprehensive spatio-
temporal features, which complement the appearance-based features and improve the model's
discriminative ability. As shown in the experiments, our model performs better on multiple
RelD video datasets than other state-of-the-art methods.



Ethic Statements

Our research method mainly focuses on video-based visual query tasks, however, visual query
tasks can have various practical use cases such as video retrieval, autonomous vehicles, and
sports analytics, etc. Due to the advantages of easy dataset acquisition and the maturity of
previous applications, we have chosen person re-identification (i.e., person RelD) as a spe-
cific use case to experimentally validate our proposed method. The person re-identification
technique can achieve cross-camera tracking of pedestrians between different cameras, there-
fore, our model will inevitably use real images and video information of pedestrians obtained
from record equipment in real life, which may raise privacy and ethical concerns. Nevertheless,
our research on person RelD technology can also have practical applications. For example, in
retail, person RelD can be used to provide personalized shopping experiences by identifying
customers and tracking their shopping behavior. In healthcare, person RelD can be used to
track patients and staff within hospitals and other medical facilities. In event management,
person RelD can be used to identify VIPs and authorized personnel and ensure their safety and
security. Additionally, person RelD can also be used in smart cities to monitor traffic patterns,
identify traffic violators, and manage traffic flow. Therefore, using person RelD technology
correctly and in accordance with ethical standards can bring many benefits to people. To stan-
dardize our research process and potential future applications in ethical standards, we regulate
our research from two aspects, data sources and data usage, in order to minimize the risk
of indirect harm to others, and to comply with the international ACM Code of Ethics and
Professional Conduct!, aiming to be honest and trustworthy to the greatest extent possible.

Data Source: All RelD datasets used for our experiments already exist and are open source.
Furthermore, these datasets have been widely used as benchmarks by many related studies
in the RelD field over the past five years. Some datasets are directly obtained through open
source interfaces of universities and institutions (e.g., Duke University?). And some datasets
are from recently published well-known conference journals (e.g. ECCV, PAMI, Sprinter, etc.)
whose authors or journals provide official open-source links for access. Although none of the
data source authors have explicitly stated that their data is sourced through the ethic route,
we assume that the datasets used in this research are collected ethically. In summary, all the
data we use are open to the public, and all researchers have free access to these data. We never
used self-recorded video or images from any surveillance equipment, nor did any volunteers
participate in our dataset collection process.

Data Usage: On the other hand, we also insist on protecting personal privacy in the process
of using data. Specifically, all pedestrians involved in the experimental data are anonymous,
and their personal identities are only represented by ID numbers. All data does not provide
accurate recording dates and locations. The time involved in the experiment is represented by
the frame number of the video, and the shooting location is represented by the camera number
of different positions. Through these measures, the personal privacy of the video characters is
protected to the greatest extent possible.

LACM Code of Ethics Conduct: https://www.acm.org/code-of-ethics
2Duke University Open Source Interface: https://exposing.ai/datasets/
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Chapter 1

1 Introduction

Nowadays, in many vital locations, such as banks, schools, airports, factories, etc., for se-
curity reasons, a series of close-circuit television cameras (i.e., CCTV) need to be deployed
for surveillance purposes, for example, in a busy airport, deploying multiple camera tracking
systems with pedestrian re-identification can help police quickly target children in high-traffic
public spaces if they get lost from their parents. However, due to the ever-expanding scale
of deployed camera networks and the fact that multiple cameras usually provide video from
different views simultaneously, this exceeds the ability of human operators to identify peo-
ple's activities. Thus, this necessitates utilizing Automatic Tracking Systems (ATS) to tag
people’s behaviors [1]. However, ATS is usually limited by factors such as privacy protection,
economic budget, geographical environment, etc., resulting in existing areas which cameras
cannot cover. In this regard, people must be re-identified through multiple non-overlapping
cameras, so-called person re-identification (RelD) [2]. Person re-identification is the task of
detecting persons in a multi-camera system, where the system should identify persons who
disappear from one camera view and reappear in another disjoint camera view.

Currently, the development of RelD is in two directions, namely image-based RelD and video-
based RelD [3]. Image-based RelD relies on the appearance features of the image's content,
such as the contour of the human body, the color of the cloth, etc., while ignoring the relations
between images, for example, in successive images, a moving object contains continuous spa-
tial changes over time. Thus, it usually underperforms when encountering occlusion or visual
ambiguity cases. In contrast, video-based RelD is beneficial to exploit the richer complementary
information between consecutive video frames to enhance model performance. However, ex-
isting video-based RelD research mainly focus on modeling the temporal relationship between
frames without considering the spatial relationship of different body parts within or across
frames, which may contain richer discriminative clues. Therefore, we focus on developing a
method that simultaneously considers the temporal relationship across frames and the spatial
relationship of corresponding parts within and across frames.

Figure 1 presents two common problems of RelD video, the goal is to identify the person
in a series of video frames. Figure. 1.a shows a case of occlusion problem. In a RelD video,
it is common to encounter pedestrians occluded by objects and reappearing in subsequent
video frames, meaning different video frames can provide complementary information. There-
fore, if a series of video frames can be modeled instead of each frame, the occlusion problem
can be alleviated by exploiting the temporal relationship of the same body part between frames.

However, only considering temporal relationships across frames is insufficient to deal with
the problem of visual ambiguity, which case is shown in Figure 1.b and Figure 1.c, two people
have a similar visual appearance that would cause the RelD model not to distinguish them.
Most image-based RelD models can easily distinguish different people with large differences in
appearance, such as the case of Figure 1.a and Figure 1.b. Nevertheless, it is hard to distinguish
different people with similar appearances, such as in the case of Figure 1.b and Figure 1.c, as
both people have very similar visual appearances, resulting in the appearance difference may



insufficient for the model to make the judgment. However, it can also be observed that the
structural information of their bodies is different (e.g., the body shape), so if the spatial rela-
tionship of different body parts can be used as a complementary clue for appearance features,
it can help alleviate the problems caused by visual ambiguity.

Some body parts
are occluded in
some frames, but
reappear in
others.

- Large difference
in appearance.

w} 3 Different indentities

with similar visual
appearance.

Different Structure Weights
Frames of different time series can
share complementary information

with each other. <§
L ]

©

Figure 1: Three video sequences of three different identities on the MARS dataset. (a) shows the
occlusion case that some body parts are occluded by obstacles in some frames but reappear in
other frames. Using a graph to embed the body feature, the same body part in different frames
can mutually provide complementary knowledge, thereby alleviating the occlusion. (b) and (c)
show the visual ambiguity of two persons with similar visual appearances, making it difficult for
most RelD models to distinguish. However, their body’s structural information is different, so
the weights (i.e., cosine similarity) of different body parts have a large gap that can be used as
a complementary clue to alleviate the visual ambiguity.

In existing novel work, most methods address the problem of occlusion or visual ambiguity
through modeling temporal or spatial relations independently, such as the Temporal Knowl-
edge Propagation (TKP) [3] builds a shared network space to accumulate temporal comple-
mentary information between consecutive frames to alleviate information asymmetry caused
by image occlusion. In addition, the Relational Network [2] adopts a video frame splitting
method, which splits the video frame into multiple segments and models the interrelationships
between local features to obtain additional spatial clues, which are then used to alleviate the
visual ambiguity problem. These two works have achieved good results in solving either oc-
clusion problems or visual ambiguity, our method can continue to follow their idea. However,
it still lacks an approach to combine spatial and temporal clues to solve occlusion and visual
ambiguity jointly. After exploration, we find that Space-Time Region Graphs [4] shows a suc-
cessful application of GCN for video classification, which uses a space-time region graph to
represent videos and GCN to capture the object’s spatial state changes over time, this makes



it possible to use graphs to jointly represent temporal and spatial information. Inspired by the
three works [2, 3, 4] stated above, we propose a new method to use a space-time graph (STG)
to represent a video sequence and use GCN to model the relation of different body parts across
frames. Specifically, given a video, we first extract the feature maps for each video frame and
split each feature map into several segments. Then we build the STG by connecting the same
body part across frames to obtain a temporal clue and connecting different body parts within
a frame to obtain a spatial clue. Finally, GCN is used to extract overall spatiotemporal features
on STG and use it to alleviate occlusion and visual ambiguity in RelD tasks.

1.1 Contribution

In summary, our contributions are the following. (1) We propose a new video-based person
reidentification method that uses a space-time graph (STG) to represent a video sequence and
models the spatial and temporal relations of different body parts intra-frame and inter-frames.
(2) Our method considers temporal and spatial relations jointly, which dedicates to alleviating
occlusion and visual ambiguity problems. (3) We validate our method on diverse datasets,
i.e., two general video-based person RelD datasets and three partial /occluded RelD datasets.
(4) We compare our method with seven baseline works in recent years, and use three types
of metrics i.e., Rank-N accuracy, Cumulative Match Characteristic (CMC) curve and mean
average precision (mAP) for evaluation. The experiments show that our proposed method
outperforms existing state-of-the-art methods.

1.2 Thesis Overview

This thesis is divided into six chapters. Chapter 2 summarizes the methods used by different
RelD types and gives the representative works through extensive literature reviews. Besides,
we also conclude the advantages and disadvantages of different methods, thereby bringing the
necessity of our method. Finally, we elaborate on the background mechanism of the graph
convolutional networks (GCN), which is the core module used in our method. In Chapter 3, we
elaborate on the method we propose in the paper and give detailed design ideas for Temporal
Graph, Spatial Graph, and how to use GCN to capture the overall spatiotemporal features and
then use them for the RelD task. In Chapter 4, we first introduce the baseline work, then gives
the dataset information used in our experiments. Besides, we specify the experiments design
and evaluation metrics and provide the detailed process of the experiments set up. In Chapter
5, we sorted out the experimental results and analyzed and compared the experimental results.
In the final Chapter, we summarize our experimental conclusions and our contributions, then
we also discuss possible directions for future research. as well as future work.



2 Related Work

This chapter summarizes two classes of person RelD methods, namely image-based RelD and
video-based RelD, and presents representative works through an extensive literature review.
In addition, the advantages and disadvantages of different methods are summarized, thus
suggesting the necessity of our method. Finally, we elaborate on the underlying idea of the
graph convolutional networks (GCN), which is the core module used in our model.

2.1 Image-based Person RelD.

Image-based RelD methods take several independent images into account. Image-based meth-
ods focus on using convolutional neural network (CNN) to obtain image features for re-
identifying a person. The developing of image-based methods are divided into two categories,
i.e., image classification and distance metric learning [5]. In Table 1 at the end of this section
summarize the advantage and disadvantage for each category.

Image Classification methods [6, 7, 8, 9, 10] are inspired by image processing task, which
treats person RelD problem as image classification problem, that is, the pedestrian’s ID is
used as a label to annotate the data, and the image classification method is used to classify
pedestrians [5]. Specifically, similar to most deep learning-based image processing tasks, these
RelD methods first use convolutional neural network (CNN) to extract features from image
data, and then pass the obtained image features through a fully connected layer (FC) with
softmax and cross-entropy loss for learning, and the final output is the prediction of a proba-
bility distribution of the image ID.

SDALF [6] is a person classification work that uses CNNs to extract local features on the chro-
matic content of images to predict person IDs. But some papers [7, 8, 9] reckon that learning
appearance features only is insufficient to obtain a generalized model. Hence, in addition to
appearance features, they marked some auxiliary attributes for the person in images, such as
gender, hairstyle, clothing, etc. So, the classification loss is defined as L = AL;p + % > L,
where L;p is the prediction loss of person IDs and % >~ Ly, is the average loss of all attributes.
By introducing these auxiliary attributes, the network can predict not only the pedestrian’s
IDs but also various pedestrian attributes to improve the model's generalization.

In recent years, there are many person RelD works based on image classification. The ad-
vantage of image classification is that the method is robust, the training is stable, and the
results are easier to reproduce. However, a shortcoming is that the feature learning is easy to
overfit on the dataset’s domain when the training ID increases to a certain extent because
the FC layer dimension of ID loss is consistent with the number of IDs [5]. Hence, when the
training set is too large, the network is huge, and the training is difficult to converge.

Metric Learning methods focus on constructing distance metrics from raw image data, and
the learned distance metric is then used to verify if the given images belong to the same iden-
tity. Specifically, if providing the neural network two images I; and I, after feature learning
by the CNN, the normalized feature vectors obtained are represented as fI; and fIs. Then,
the distance of the feature vectors of the two images is defined as d(I1, Is) = || f 11 — fIL3||2.
Metric learning aims to minimize the distance between the same pedestrian images (positive



sample pairs)and maximize the distance between different pedestrian images (negative sample
pairs). The commonly used metric learning methods on image-based RelD tasks are Con-
trastive loss [11], Triplet loss [12, 13, 14] and Quadruplet loss [15] etc.

Siamese Network [11] is a work with contrastive loss, and the method consists of two sub-
networks. The input of Siamese network is a pair (two) images I, and I, these two images
can be the same person or different person. Each pair of training image has a label y, where
y = 1 means two image belong to the same identity (positive sample pair), otherwise y = 0
means they belong to different identities (negative sample pair). Then, the contrastive loss
function of the Siamese network is written as L. = yd; ; + (1 — y)(a — dy,1,)%, where dp,j,
is the distance of the feature vectors of the two images, (z); means max(0, z), and « is a
threshold value that based on actual needs. To minimize the loss function, when the network
inputs a pair of positive samples, the d(I,1;,) will gradually decrease, that is, pedestrian images
with the same ID gradually cluster in the feature space. Conversely, when the network inputs
a pair of negative samples, the d(I,1,) gradually increases until it exceeds the threshold «.
By minimizing the loss function L., the distance between the positive sample pairs becomes
smaller, and the distance between the negative sample pairs becomes larger to meet the veri-
fication needs of person RelD tasks.

The original triplet loss function [12, 13] requires three input images, i.e., a fixed image
(Anchor) a, a positive sample (Positive) p, and a negative sample (Negative) n. Image a and
image p are a pair of positive samples, and image a and image n are a pair of negative sam-
ples. So the triplet loss function is expressed as L; = (dgp — dan + )4, where (z). means
max(0, z), and « is a threshold setting indicates the smallest difference between d(a, p) and
d(a,n). However, the work of Triplet CNN [14] thought the original triplet loss has the dis-
advantage that it only considers the relative distance between positive and negative samples
without considering the absolute distance between them, which causes the model confuse pos-
itive and negative clusters with close distances. Therefore they proposed an improved triplet
loss as L;t = d,p, + (dop — don + @) +. The formula adds a d,, term to ensure that the net-
work can pull the instances of the same person closer and, simultaneously, push the instances
belonging to different persons farther from each other in the learned feature space.

Both image classification and metric learning use features learned on images to compute
a similarity loss. The main difference between image classification and metric learning is in the
loss function. For image classification methods, the learned features are passed to a fully con-
nected layer with softmax and cross-entropy for predicting categories, but for metric learning
methods, the learned features are used for distance-based loss function to calculate similarity,
not a fully connected layer is required. Compared with image classification, the advantage of
metric learning is that its network structure is simpler. After using CNN to capture image
features, these features are used for distance metric learning instead of linking to an FC layer.
Since there is no FC layer, the metric learning network size is independent of the training
set size, so the performance is insensitive to increased pedestrian IDs. The disadvantage of
the metric learning method is that the image features extraction by CNN still relies on single
image without considering the connection between relevant images, which is hard to deal with
occlusion or visual ambiguity.



Category Image-based RelD

Image Classification Metric Learning
Methods (IC) (ML)
Use CNN to extract image features Establish distance metric
Summary for person classification & to learn similarity
verification task. between images.
1. Basy to reproduce. 1. Simple .n.etwork. structpre.
Pros 2. Insensitive to increasing

2. Training is stable. number of TDs.

1. Easy to overfit when IDs increase.
2. Rely on the appearance features
of single image without considering
continuity between images.

Rely on the appearance features
of single image without considering
continuity between images.

Cons

Table 1: Comparison of Two Types of Image-Based RelD Methods.

2.2 Video-based Person RelD.

Video-based RelD methods take a sequence of video frames as input, different video frames
are temporally continuous with each other. In addition to appearance features, video-based
RelD methods exploit diverse relations between consecutive video frames to provide supple-
mental clues for re-identifying a person. The development of video-based methods is divided
into three categories,i.e., optical flow, temporal pooling, and graph representation [5]. In Ta-
ble 2 at the end of this section, summarize the advantages and disadvantages for each category.

Optical flow. In computer vision domain, optical flow is a term to describe the instanta-
neous velocity of pixel motion for a moving object on the viewing plane. In video-based RelD
domain, the optical flow methods use the changes of pixels in the image sequence and the
correlation between adjacent frames to find the motion clue of pedestrians between context
frames [5].

AMOC [16] is a video-based RelD work using optical flow, it consists of a spatial network
(Spat-Net) and a motion information network (Moti-Net). The Spat-Net is to obtain global
content features on each frame of a given video sequence. The Moti-Net is to extract optical
flow features for every two adjacent frames. Then the spatial and optical flow features are
fused and input to a recurrent neural network (RNN) to extract temporal features. Through
the AMOC network, each video sequence can extract a feature that combines both image
content information and motion information. Finally, by employing classification loss and con-
trastive loss to train the model to improve person RelD performance.

The merit of the optical flow method is that both the content and the motion informa-
tion of the people in the video sequence are considered. In addition, the optical flow method is
sensitive to pixel movement and has an excellent performance in posture changes and action
recognition [5]. However, optical flow information is computationally expensive because all
pixels in a video sequence are traversed to extract optical information. Besides, the optical
flow method requires that the pedestrian movement process cannot be interrupted. Once an
object is occluded, the optical flow information will be lost, so the optical flow method is
invalid when facing the occlusion problem.

RNN Temporal Pooling methods [17, 18, 3, 19, 20] focus on exploit temporal relation
between consecutive video frames to provide supplemental clues for re-identifying a moving
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person.

RNN-relD [17] is a representative video-based RelD work, which uses CNN incorporated with
RNN to obtain the temporal information between video frames to improve model performance.
First, a CNN extracts a time-step feature for each video frame, then all time-step features of
a video sequence are connected to a recurrent layer to share the information over time. Before
output, all time-steps features are summarized into a single feature vector by temporal pooling.
The overall single feature vector obtains both the appearance features of a single frame and
temporal features of frame-to-frame. Hence the overall feature is used to train the network to
improve model performance in identifying moving pedestrians.

However, as mentioned in [18], the recurrent neural network has the limitation of extract-
ing temporal information for the video sequence due to its' complex structure. Hence, instead
of using RNN to obtain temporal relation, the work of TKP [3] is accumulating complemen-
tary temporal information between consecutive frames by constructing a shared network space.
Besides, different from using RNN to assign the same weights to all video frames, some state-
of-art works of TCRL [19] and TVCAN [20] use spatial and temporal attention to learn the
weights of different frames to obtain a weighted temporal clue for re-identifying a moving
person.

The advantage of the temporal pooling method is that in addition to appearance features,
temporal pooling utilizes the temporal relationship between video frames to obtain pedestrian
motion clues, thus enhancing the performance of video-based RelD for a moving person or oc-
clusion problem. However, as mentioned in the introduction section, existing temporal pooling
methods only consider obtaining temporal clues across frames, which are beneficial for solving
occlusion problems, but it's hard to deal with visual ambiguity cases because two people with
similar appearances cannot be distinguished only from time clues, key information needs to be
obtained from the spatial structure of the human body.

Graph Learning methods [21, 22, 23] focuses on using a structural graph to represent the key
points (skeleton) of the human body, and then uses a graph neural network (GNN) to obtain
a template relation of the skeleton graph to predict the human shape for those occluded video
frames.

ADGC-CGEA [22] is video-based RelD work using graph learning. It addresses the occlu-
sion problem by learning the topology relation of the human body. In detail, given two video
sequences, the framework uses three modules, i.e., semantic module S, relational module R,
and topology module T', to verify if the people in these two videos are the same. Firstly, the
semantic module S learns the local features of the human skeleton point area from each video
frame, then the local features are seen as nodes to form a directed graph. After that, the
relational module R uses an adaptive direction graph convolutional (ADGC) layer to propa-
gate the relation in the graph. Finally, the 7" module uses a cross-graph embedding-alignment
(CGEA) layer to learn the topological relation of two graphs obtained in two video frames and
do similarity matching to verify whether they belong to the same identity.

The advantage of the graph learning methods of video-based RelD is that in addition to
the temporal relation across video frames, it also considers using the structure relation of the
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human body to provide the discriminative clue for identifying a person, especially for the oc-
clusion problem. However, the skeleton-based graph comprises key points representing human
body structures. The extraction of key points only considers the spatial location of differ-
ent human body parts, ignoring that two identities of different body shapes can have similar
skeleton graphs, thus generally underperforming in visual ambiguity cases.

Category Video-based RelD
RNN . .
Methods . Optical Flow Graph Learning
Temporal Pooling
CNN for Temporal relation
appearance feature Capture motion clues based on across frames
Summary + pixel instantaneous changes +
RNN for between consecutive frames. Global & local spatial relation
temporal feature. across a body graph.
1. Both appearance feature 1. Both the spatial and temporal
and motion feature .
Temporal features . features provide complementary
. are taken into account;
Pros across frames provide clues to appearance features.
complementary clues .
2. Good performance in people .
to appearance features. . 2. Good performance
posture change and action ) .
. in occlusion.
recognition;
1. RNN limited in 1. Sensitive to occlusion; 1. Skeleton graph has limitations
extracting temporal feature; in representing human body shape.
Cons . L
2. Optical flow extraction is
2. Hard for visual ambiguity. computationally intensive; 2. Hard for visual ambiguity.

Table 2: Comparison of Three Types of Video-Based RelD Methods.

In summary, the image-based RelD methods rely on the appearance features of images but
do not consider the continuous information between related images, and the performance is
limited when encountering the occlusion problem. In addition to the appearance feature of
the video frames, Video-Based RelD methods also consider the use of temporal information
between video frames to provide supplementary clues, which is beneficial for dealing with
occlusion problems. However, existing video-based methods do not consider the relationship
between different body parts across frames, which may effectively alleviate the problems of
both occlusion and visual ambiguity.

Compared to these methods, we propose a new video-based person re-identification method
that uses a space-time graph (STG) to represent a video sequence and jointly models the
spatial and temporal relations of different body parts intra-frame and inter-frames. Moreover,
the spatio-temporal relation learned by our method contains robust and discriminative clues for
the whole video sequence, effectively alleviating the problem of occlusion and visual ambiguity.

2.3 Background of Graph Convolutional Networks (GCN)

In our proposed method (see Chapter 3), since we need use GCN to capture spatiotemporal
information on the built spatiotemporal graph, which used for re-identify person. Hence, it is
necessary to give a background introduction about GCN in this section.

A graph structure or topology is irregular data because the shape structure of a graph is
irregular and can be regarded as infinite-dimensional data [24]. The structure around each
node is unique within the graph which makes the traditional CNNs and RNNs lose perfor-
mance in capturing features on a graph. Currently, an effective graph feature extractor is
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Graph Convolutional Networks (GCN) which was proposed by Kipf & Welling in 2017 [24].
GCN is an improved version of Graph Neural Networks (GNN). Compared to GNN, GCN lead
to attention and convolution mechanisms, which can capture more targeted graph features.

2.3.1 GCN Requirements

Formally, given a graph G = (V| E), the GCN model requires 3 inputs :
e a N x N adjacency matrix A (N is the number of nodes);
e a N x D feature matrix X (D is the number of features at each node);
e a N x E binary label matrix B (E is the number of classes);
The output of the GCN is :
e a N x F' node-level feature matrix Z ( F is the number of output features per node);

In the GCN, a hidden layer is expressed as H*+Y = f(H? A)), where H* = X, H' = Z,
1 denotes current layer, L is the number of layers, and f denotes the propagation rule. Each
hidden layer H’ outputs a feature matrix Z° used as input to the next layer H0*1D . As the
number of learning layers deepens, the initial feature matrix X becomes increasingly abstract
and eventually becomes a high-level abstract feature matrix Z, which can be used for the goal
tasks.

2.3.2 Graph Feature Aggregation for GCN

In this subsection, we provide a brief background introduction about the graph feature aggre-
gation that used by GCN. We define a simple f(H', A) function as the base network layer,
where H' is the i** hidden layer, A is the adjacency matrix of the graph, which mentioned in
section 2.3.1. Then, we adopt a simple layer-wise propagation rule:

FHY, A) = o(AHOW) (1)

where W is the weight matrix for layer i and o is a non-linear activation function such as
the ReLU function. Based on above the first layer, i.e., i = 0 can be written as:

FHO,A) = c(AHOWO) = o(AXWO) (2)

In Equation (2), the multiplication of the adjacency matrix A and the initial feature matrix
X = HO represents that each node in the graph aggregates the features from its neighbors.
More specifically, the feature aggregation process can be denoted as follows:

aggregate(X;) = Z A i X; (3)

j€neighbor (i)

The process of Equation (3) is shown in Figure. 2a, which demonstrate the classic feature
aggregation method. In the classic aggregation method, the features of each neighbor X are
all aggregated to the target node X;, and A, ; is the corresponding element of the adjacent
matrix A.

However, according to [24], there are two defects in this classical aggregation method:
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(a) Mean-rule Aggregation (b) Aggregate with Self-loop (c) Aggregating Distortion

Figure 2: Feature Aggregation

1. The target node only aggregates the feature of its neighbors but ignores aggregating its
own feature.

2. Different nodes have different degrees (the number of neighbors is different), as shown
in Figure. 2c. Because the neural network is sensitive to the scale of the data input, it
causes the gradient explosion or vanishing.

For defect 1, Kipf Welling proposed the self-loop solution, as shown in Figure. 2b, by adding
an identity matrix [ to the adjacency matrix A to aggregate the feature of the target node
itself, i.e., A= (A+ I). Thus, the aggregation Equation (3) can be transcribed as:

aggregate(X) = AX = (A+ X = AX + X
aggregate(X;) = Z Aii X + X (4)

jE€neighbor (i)

In essence, Equation (4) can be regarded as using the Sum Rule, each neighbor contributes its
feature to the target node, hence the sum feature of the target node is exclusively determined
by the neighbors.

For defect 2, to make the neural network insensitive to the input data scale, the input data
(i.e., feature representation) are normalized by multiplying the adjacency matrix A with the
inverse degree matrix D~! [24]. Thereby the feature aggregation process can be expressed as:

aggregate(X) = D'AX
YA (5)

aggregate(X;) = Z DZ] X;
]:1 2

In essence, Equation (5) can be regarded as using the Mean Rule after Sum Rule, the final ag-
gregation features of the target node need to be averaged according to the degree of its nodes.

As the method of classic graph feature aggregation, Equation (5) solves the gradient ex-
plosion but brings the feature fusion distortion. Since the contribution of each node to feature
aggregation is determined by its degree, as shown in Figure. 2c, the degree of node A is 1 (only
one neighbor node B), but the degree of node B is 10, therefore when adapting the feature
aggregation, the feature contribution of A only relies on B, but A only contribute a small part
to B, which resulting in feature distortion. To tackle the distortion problem, Kipf & Welling
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proposed a spectral rule-based method that takes into account both the degree of the target
node and its neighbors, the spectral rule-based equation is written as:

aggregate(A, X); = D954, D705 X

= i ;Avinj 0

=1V D;iDj;

In Equation (6), we take Figure. 2c as an example, it can be seen from the deduction re-
sult that the degree value of D;; for Node A is equal to 1, and the degree value of Dj;
for Node B is equal to 9. The -0.5 power of both can effectively reduce the aggregation ef-
fect of B on A, to solve the problem of distortion of feature aggregation in unbalanced graphs.

Finally, retrospect to the neural network expression as Equation (2) and replace the first
layer input (feature matrix X) in Equation (7) with a multi-layer network H (%), the formula of
Spectral Rule-based GCN can finally be expressed as:

HOD — (A, HD) = (D05 4,005 7)) (7)

where w® is the weight matrix for layer i and ¢ is a non-linear activation function such as the
ReLU function. In the method part of Chapter 3, we use the Spectral Rule-based GCN, i.e.,
Equation (6) to capture features from spatiotemporal graphs for person re-identification task.
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3 Proposed Methods

In brief, our method aims to model the temporal and spatial information in a video jointly.
The temporal features are utilized to alleviate occlusion problems, while the spatial features
are employed to alleviate visual ambiguity problems. To achieve this, we first adopt the idea
proposed in literature [2] to locally segment the appearance features of each video frame into
patches. Then, inspired by literature [4], we construct a spatiotemporal graph (STG) by treat-
ing these patches as nodes, to integrate the temporal and spatial information. Specifically, a
spatiotemporal graph is composed of temporal graphs and spatial graphs. The temporal graph
is constructed by connecting patches of the same part across consecutive frames, while the
spatial graph is formed by connecting the patches in a top-down order within each frame. Fi-
nally, we employ GCN to extract a holistic spatiotemporal feature from the constructed STG,
which is utilized to train the recognition model.

In the following sections of this chapter, we will first provide an overview of our model in
Section 3.1. Subsequently, we will gradually introduce the details of our method in the fol-
lowing sections. Specifically, Section 3.2 will elaborate on the process of acquiring appearance
local features of video frames, Section 3.3 will describe the process of constructing feature
map structure based on local features, Section 3.4 and Section 3.5 will respectively provide
details on the construction of temporal and spatial graphs. Finally, in Section 3.6, we will
present the combination of temporal and spatial graphs, as well as the method of extracting
spatiotemporal global features using GCN.

3.1 Overview of Our Model

The overview of our proposed STG-GCN model is shown in Figure 3. In summary, the whole
model is divided into two main modules: Module 1 aims to extract the spatiotemporal features
of the video; Module 2 uses the spatiotemporal feature obtained from Module 1 to train the
neural network and perform classification task predictions on the testing set video.

Module 1: Module 1 aims to extract spatiotemporal features of videos. Specifically, The
input to module 1 is a video consisting of different people in different camera views for train-
ing purposes. First, the STG-GCN model uses the CNN backbone to extract a feature map for
each video frame, divides each feature map horizontally into several segments, and performs
an average pooling operation on each feature segment to obtain each feature vertex. Next,
after obtaining all the feature vertices, we leverage the Euclidean similarity to calculate their
mutual relationship based on specific spatial and temporal clues, thereby forming an overall
spatiotemporal graph (STG). Finally, we use GCN with max pooling on the STG to extract
the comprehensive spatiotemporal feature f*.

Module 2: Module 2 uses the spatiotemporal feature f*' obtained from Module 1 to train
and fine tune the neural network and perform classification task predictions on the testing
set video. Specifically ,the obtained spatiotemporal features f* are first batch-normalized and
input to the fully connected layer, and finally use the softmax as activation function and cross
entropy as loss function to make classification predictions for the person on the test set video.
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Figure 3: The overall model of the proposed methods

3.2 Local Feature Acquisition

Our model aims to learn the relation of different body parts across frames, so the first step is to
split different body parts of each frame, then study the relationship between those body parts.
To achieve this, we refer to a segmentation method based on local feature learning proposed
in the literature [2], which divides each video frame into several segments according to body
parts. Specifically, when given a video sequence, we denote it as V = {F}, Fs, ..., Fy }, where
F; represents a specific frame and N is the number of video frames sampled. Then we use the
CNN backbone (ResNet-50) to capture a feature map for each video frame, so as the feature
maps of a video sequence are denoted as M,

M = {M;, M,, ..My} (8)

where M, € R ®X¢ represents the feature map of the i-th frame in the video sequence, h, w, c
denote the height, width and image channels of a frame, respectively. After that, each feature
map M, is horizontally split into J equal-sized segments that denoted as S = {51, 52,...5;}.
Then we use average pooling to obtain a local feature vector for each segment, denoted as
x; € R 1 =1...T. Accordingly, the number of local features of a video sequenceis T'= N % .J.

3.3 Feature Graph Structure

After splitting the body parts to obtain the local features, the next step is to study the relation
of those independent features within a frame or across frames. To achieve this, we refer to a
method of Space-Time Region Graphs proposed in literature [4], which dedicates to connect
the local features with a graph structure, then use a graph-based feature extractor i.e., Graph
Neural Network (GCN) [24] to study the relation on the built graph. Specifically, we first
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use the segmenting local features as vertices to establish a graph G(V, &), where the graph
contains T number of vertices denoted as v; € V and the edge of two vertices are represented
as e;; = (v;,v5) € &. In the graph, each local feature is regarded as a vertex, the edges
between vertices represent the relations between local features. Computationally, we calculate
the cosine similarity of two local features to represent a edge of the graph:

Z? j=1 XiX;j ¢($1)T¢(%‘)

VI )2 (x4)? HXlH X HXJH [EallEAl

In Equation 9, ¢ represents a linear transformation for local feature . Specifically, ¢(x) = wz,
the parameter w is a d X d dimensional weight matrix that can be trained by backpropagation.
It enables the model to choose and learn the relevance between distinct local features inside
a frame or across frames in adaptive manners (the details of these manners are described in
Section 3.5 and Section 3.4).

(9)

e(x;, xj) = cos(x, x;) =

In actual computation, we use an adjacency matrix A € R™*T associated with G to store
the pairwise relationships of the local features. In matrix A, and each element A;; is numer-
ically equal to e(x;, x;), which reflect the correlation between vertices x; and x;. Motivated
by [25, 26], to keep adjacency matrix values at the same scale, we normalize the A on the
basis of the following two rules: 1) In matrix A, the sum of all elements (i.e., edge values)
for each row should be 1; 2) The edge values (i.e., cosine similarity between vertices) are all
non-negative values in a range of (0,1); Thereby we obtain matrix A by:

e2(x, ;)
Sy €2 (wi, )

After the feature graph is established, GCN is used to learn the relational features of the
graph structure. However, as mentioned in [24], when traditional GCNs learn features for the
graph with unbalanced vertices (e.g., some vertices have many connection neighbors but some
vertices only have one neighbor), it has a distortion problem of feature aggregation. To release
this distortion problem of unbalanced graph nodes, a spectral-based GCN is used in stead of
traditional GCN [24]. Therefore, we transform adjacency matrix A to match spectral-based
GCN, i.e., convert Ato A = A+1, to represent a self-loop adjacency matrix, where I, € RN ¥
is the identity matrix. Then, leveraging the symmetric normalization trick to approximate the
Laplace graph:

A(i,j) = (10)

A=Dz2AD». (11)
In Equation. (11), D is the diagonal node degree matrix of A i.e. D EDY A i,7). Eventu-

ally we create an adjacency matrix A based on G(V, E) containing the correlated information
between local features.

3.4 Temporal Graph

As mentioned in Chapter 1, for a video sequence, temporal complementary information across
frames can provide additional discriminative clues for each other. So, if temporal supplemen-
tary information across frames can be shared, the problem due to occlusions or background
noise can be alleviated. To achieve this, in our method, after obtaining local features through
feature segmentation (mentioned in Section 3.2), we share temporal information across frames
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by building a Temporal Graph (TG) module.

Specifically, as shown in Figure. 4, a video is divided into N independent frames by time,
each frame is divided into J segments, and the local features = from all segments in a video
sequence are used to construct the temporal graph G'(V*, ), where G' denotes the temporal
graph, and V' represents the vertices set of the temporal graph, i.e., V' = {1, 2, ...x7}, and
E" denotes the edge set of the temporal graph, i.e., e;; = (x;, ;) € £, the value of ¢;; is cal-
culated by cosine similarity of two local features x; and x; which is mentioned in Section. 3.3.
In order to capture the temporal information across frames, we use Equation (9) to calculate
pairwise relational values of local features of the same segment position across frames, that
is, to build edges e;; between two vertices x; and z;. And the corresponding adjacency matrix

Al is calculated by Equations (10) and (11).
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Figure 4: Temporal Graph (TG) construction

3.5 Spatial Graph

As mentioned in Chapter 1, only modeling temporal relations across frames is insufficient
to deal with the problem of visual ambiguity (i.e., two identities with similar appearance).
However, for two persons with similar visual appearance, the spatial structure relation of dif-
ferent body parts for each person is different. Therefore, if the body structure information can
be shared as supplementary information for appearance, the problem of visual ambiguity can
be alleviated. To achieve this, in our method, after obtaining local features through feature
segmentation (mentioned in Section 3.2), we study structure information within a frame by
building a Spatial Graph (SG) module.
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As shown in Figure. 5, the structure of the Spatial Graph (SG) module is different from
the structure of the Temporal Graph (TG) module. TG uses local features of the same body
parts in all frames to construct one graph for studying supplementary temporal information
across frames. In comparison, SG uses local features of adjacent body parts in the same frame
to build multiple spatial graphs for studying supplementary structural information within a
frame, therefore, each frame has one spatial graph.

Specifically, a given video is divided into N frames by time, then each frame is used to
build a spatial graph G°® where s represents the meaning of spatial. So a spatial graph of i-th
frame is denoted as G7(V;*, &), where V7 is the vertices set, i.e., Vi = {x;1, Ti0,Ti3. .. Ti g},
as mentioned in Section 3.2, J as subscript here represents the feature map M, is horizontally
split into J equal-sized segments so as after average pooling, a spatial graph contains j local
features. In order to capture the spatial information of a person’s body parts within a frame,
we use cosine similarity to calculate the relational value of adjacent body parts according to
the body structure of the person from head to foot, that is, to sequentially build edges &
for two neighboring local features of V¥ = {z; 1,2, x;3,...x; } for each video frame, thus,
finally obtained N number of spatial graphs. And the corresponding adjacency matrix A® for
each G7(V;*,E?) can obtained by Equations (10) and (11).
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Figure 5: Spatial Graph (SG) Construction

3.6 Spatial-Temporal Graph & GCN Module

As mentioned in Sections 3.4 and 3.5, the temporal graph (TG) aims to capture complemen-
tary relations across video frames and use this temporal information to alleviate the occlusion
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problem, while a spatial graph targets learning the complementary relations of different body
parts within a video frame and use this spatial information to alleviate the visual ambigu-
ity problem. However, TG and SG each focus on solving a single problem. Furthermore, our
method uses spatial and temporal relations across frames to jointly alleviate occlusion and
visual ambiguity problems. To achieve the goal, our method combines the temporal graph
and spatial graphs to form a holistic spatial-temporal graph (STG) (see Figure. 6), then use
GCN to learn the implicit spatial and temporal relation jointly and use it to re-identify a person.
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Figure 6: GCN operation on Spatial-Temporal Graph (STG).

Specifically, we combine the A:f and A° to an overall STG adjacency matrix with the size
of T'x T, which is denoted as Ait, and use a padding value of 0 as the correlation coefficient
to fill in the blank edge items in A%'. In our padding method, we choose 0 as the padding value,
which is based on the property of cosine similarity, that is, the value of the angle between two
vectors in the space is usually [-1, 1], and using 0 as the padding value aims to moderately
weak associations are allocated between unconnected vertices. After that, we utilize GCN to
extract the spatiotemporal relations of the whole video on STG. As mentioned in Equation (2),
for the GCN network, we build a graph convolution of L layers, thus the I-th (1 <1 < L)
hidden layer in GCN is represented as:

f(H(l)’gst) _ O(A\StH(l_l)W(l)) (12)

where W1 is the weight matrix for layer [ and o is a non-linear activation function. Namely,
the convolutional operation between each layer can also be denoted as:

X = Axw! (13)

where X € RT*% s the feature matrix of all segments (vertices) for the I-th hidden layer,
it is also the input of next layer HU*1; And d; is the dimension of hidden features; Thus, the
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input of the first layer H(® is the feature matrix X which is the initial segment features
obtained from the CNN Backbone; 1 (I) € R%4*% is the weight matrix that needs to be learned
for each layer. Inspired by [27], in each convolutional layer of GCN, the activation function
of each layer in GCN is set to LeakyReLU accompanied by the negative input slope o« = 0.2.
After the graph convolution, the output of the GCN model is an X* feature matrix (graph
embedding features), and finally we perform a max pooling on the X%, so that obtained a
spatiotemporal embedding features f* € R,
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4 Experiment

4.1 Baseline

As mentioned before, most of the current methods only considered the temporal relations
across video frames but potentially miss the relations of different (body) parts within a frame
or inter-frames, but our method believes such spatial information across temporal frames could
provide more discriminative complementary clues for video-based RelD model, which can en-
hance model distinguishable ability, especially for occlusion and visual ambiguity scenario.

Based on the problem, we choose two categories of baselines for comparative analysis, the
first category is the state-of-art work [2, 3, 19, 20] that uses temporal relations as discrimina-
tive cues for RelD task and those experiments are performed on the general RelD dataset, the
purpose is to see whether spatial information across frames can provide more robust discrim-
inative cues than only considering temporal information across frames; And another category
of baseline is state-of-art work [22, 28, 23] specifically designed for solving occlusion problems,
in which the experiments are conducted on the partial or occluded datasets, which in order to
evaluate the performance of our method for solving occlusion problems.

4.2 Dataset

As mentioned in the baseline Section 4.1, in the experiments of this thesis, we evaluate our
proposed method on two categories of datasets. The first category is 2 general purposes video-
based RelD datasets i.e., MARS [29] and iLIDS-VID [30]. Another category of datasets is 2
video-based RelD datasets dedicated to partial or occlusion scenes, where each video frame is
partially occluded, namely Partial-iLIDS [31], Partial-REID [32], Occluded-DukeMTMC [28].
The settings for the datasets used for our experiments are summarized in the Table. 3.

MARS [29] is a large-scale video pedestrian re-identification datase that derived from Mar-
ket1501. The images of this data set are automatically cut by the detector, including the
entire tracking sequence (Tracklet) of pedestrian images. MARS provides a total of 20,715
image sequences of 1,261 pedestrians, which come from 6 cameras on the Tsinghua University
campus, and at least 2 cameras capture each identity. In addition, the MARS dataset contains
3,248 distractors identities, providing good visual ambiguity and occlusion cases.

iLIDS-VID [30] is a video-based RelD benchmark, it includes 600 images of 300 unique
person identities that are recorded from 2 cameras, in the dataset each person has a pair of
sequence video frames from 2 cameras. The average length of each video sequence is 72. The
iLIDS-VID dataset is challenging because the data content contains similar clothing between
people, lighting viewpoint changes, background noise, and random occlusions.

Partial-iLIDS [31] is a video-based RelD dataset derived from iLIDS-VID, which collects
119 identities and 476 images, and the data is collected from 4 disjoint cameras. 119 of these
images are cropped from one camera view according to occlusions, the remaining 119 are
full-body images. In experiments of this paper, we use MARS and Partial-iLIDS as the training
and testing sets. For the testing set (i.e., Partial-iLIDS), the cropped images are regarded as
the Query set, and full-body images are regarded as the Gallery set, and each identity in Query
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can be found in the Gallery set.

Partial-REID [32] is a small-scale video-based RelD dataset that collects more than 600
video images of 60 identities using 6 synchronous cameras. Among them, each identity con-
tains five full-body images and five cropped images. Similar to the Partial-iLIDS dataset, the
partially cropped data is used as the Query Set, and the full-body image will be used as the
Gallery set. In our experiments, the Partial-REID dataset is only used for testing, and we apply
the model trained on MARS to this dataset for testing.

Occluded-DukeMTMC [28] is a video-based RelD dataset sampled from DukeMTMC-relD,
dedicated to the occlusion RelD task. Occluded-DukeMTMC collects data on 1,221 identities
from 8 disjoint cameras, among which, the training set contains 702 identities and 15,618
video images. The testing set contains the remaining 519 identities and 15,620 video images.
Every video frame for every identity contains occluded elements. In the experiments in this
paper, the occluded-DukeMTMC data is used for both training and testing on our method.

Training Query (Testing) Gallery (Testing)
Datasets Identity Cam.NO
IDs Img IDs Img IDs Img
MARS 1,261 625 10,357 636 1,296 736 9,062 6
iLIDS-VID 300 150 300 150 50 180 250 2
Partial-iLIDS 119 - - 119 119 119 119 2
Partial-REID 60 - - 60 300 60 300 4
Occluded-DukeMTMC 1,221 702 15,618 519 2,603 620 13,017 8

Table 3: The inspection of the RelD datasets in performance comparison. IDs: The number
of identities; Img: The number of video frames (images); Cam.No: the number of cameras
used to collect data.

4.3 Experiment Design

As mentioned in Chapter 3, the goal of our method is to extract a spatial-temporal feature
12t of different human body parts within or across video frames and use it as complementary
clues to alleviate collusion and visual ambiguity problems.

To validate the performance of our proposed method on RelD, we conducted three exper-
iments:

e Experiment 1: The goal of experiment 1 is to explore the feature map splitting stage
mentioned in Section 3.2, the impact of the number of local feature splits on the model
prediction performance. In detail, if the number of segmentations of video frames is
increased to capture more detailed local features, whether the model obtains more ac-
curate discriminative clues. On basis of the goal, we vary the number of splits of video
frames on the experimental datasets, ranging from 3 to 8, to find the best splits that
achieve the best performance of the model on different datasets.

e Experiment 2: Experiment 2 is to see if spatial information across frames can provide
stronger discriminative cues than only considering temporal information across frames.
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Based on the goal, we test our model and the other four baseline models on the MARS
and iLIDS-VID datasets with real distractors and use the same metrics to compare our
method to the baseline methods.

e Experiment 3: Experiment 3 aims to see whether our method can achieve better results
than other latest baseline methods in solving partial and occlusion problems. Specifically,
we test our model and the other four baseline models on the ILIDS, Partial-REID and
Occluded-DukeMTMC datasets which are designed for occlusion tasks, and use the same
metrics to compare our method to the baseline methods.

The detail of experimental data division is shown in Table 3. Specifically, according to the deep
learning data division method, the data set is divided into three parts: training set, verification
set, and testing set. In our experiments, we refer to the way of data division from baseline
work [23], using 50% of the data as the training set and 50% of the data as the testing set.
In addition, for the training set, we use 1/5 of the data in the training set as the validation
set to fine-tune the model. Then, similar to other baseline works [2, 3, 19, 20, 22, 28, 23], the
testing set is divided into Query and Gallery, where the query set is 1/5 of the testing set, and
the gallery set is the remaining 4/5.

The experimental design is shown in Figure 7. We use a set of video sequences from dif-
ferent identities as the training set, where each video sequence is from an identity. Besides, in
the training phase, we uniformly sample 1/5 of the data from each identity's video sequence
as a validation set for fine-tuning and parameter optimization of the model. After training,
we test the model on testing sets (i.e., Query and Gallery). The query set consists of video
sequences that we consider unknown identities, i.e., the objects we want to find. Moreover,
the gallery set consists of video sequences containing distractors of different identities, which
we regard as video sequences simulating natural scenes. In the testing phase, we provide a
video sequence of an unknown person from the query set. The training model needs to query
all possible candidate video sequences from the gallery set, which are identified as having the
same identity as the query person. In addition, the gallery set contains distractors (unknown
identities) that are not existing in the training and query sets.

According to the query, the model's output is a probability matrix shown in Figure. 8. This
matrix stores the probability distribution of predicted images (from the gallery set) matching
each query. Specifically, the trained model will calculate the similarity of each query from the
candidate sequences of the Gallery and return top-N similar members according to the degree
of similarity. So top-1 is the most similar person among all candidates in the Gallery, then top-2
comes next, and so on. Finally, based on the probability matrix, we use three commonly used
query metrics to evaluate the model's performance: Rank-N, Mean Average Precision, and
Cumulative Matching Characteristic (CMC) curve. The details of the metrics are explained in
Section. 4.4.

4.4 Evaluation protocols

In the experiments, we use three metrics commonly used in visual query tasks to evaluate
the model’s performance: Rank-N Accuracy, Mean Average Precision (MAP), and Cumulative
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Figure 7: The experiments design.

Match Characteristic curve(CMC) [2, 3, 19, 20, 22, 28, 23].

Rank-N Accuracy: Rank-n, or top-n, is the most used metric in computer vision tasks.
It represents the probability that, among the top n most likely answers of the model to the
query, at least an answer exists that matches the expected answer [33]. Figure. 8 shows an
example that when we query a video sequence of identities using the trained model, it returns
the top 10 most likely candidates of the Gallery in order of similarity. In the figure, the items
with the same color indicate that the predicted label matches the query label (i.e., the expected
answer). Taking the previous three queries as an example,

e The rank-1 accuracy is (1+0+40)/3=33.3% because only the first prediction of query 1
matches the ground truth label,

e The rank-3 accuracy is (1+0+1)/3=75.0% because among the top 3 predicted answers,
there are predicted correct answers in both query 1 and query 3;

e The rank-5 accuracy is (1+1+41)/3=100% because among the top 5 predicted answers,
all three queries have predicted correct answers;

In rank-n accuracy, rank-1 is the most convincing and strict metric because it penalizes all
strictly incorrect guesses, while a rank-n for n > 1 allows tolerance for some error.

Cumulative Match Characteristic curve(CMC): CMC curve [22, 28, 23], by drawing
the curve of Rank-n accuracy as the parameter n changes, it can intuitively show the change
of top-n hit probability, mainly used to evaluate the ranking results of the closed set correct
rate. The y-axis of the curve represents the recognition accuracy rate, and the x-axis represents
the top-n accuracy.

Mean Average Precision (MAP): Mean Average Precision(mAP) is a commonly used
metric for evaluating object detection models [2, 3, 19, 20], it is obtained by weighting the
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Figure 8: The returned results (probability array) of our model: for each query image it returned
top-10 most likely images from gallery (in this case) based on the probability from high to low.
The ground truth images are represented in colored block who has the same color with the
query image. The grey blocks (or red title) denote the results of those returned images whose
real identity is not same as the query image.

average accuracy (AP) of all class detection. Average Precision (AP) measures the quality of
the learned model in a single class, while mAP measures the quality of the learned model in
all classes. The calculation of mAP is to take the average of AP across all the classes, i.e.,

k
1
mAP = . > AP, (14)

i=1

In equation (14), k denotes the number of all classes, i represents a certain class. In a query
task, the meaning of average precision is where the predicted correct answer (ground truth)
should appear in the returned sequence. Taking the first three queries of Figure 8 as an
example,

e The average precision (AP) for query 1is (14+2/3+3/6+4/9+5/10)/5 = 0.62 because
the 5 correct answers predicted in the first query appear in the 1st, 3rd, 6th, 9th, and
10th positions of the returned sequence, respectively.

e The average precision (AP) for query 2 is (1/4 +2/5+ 3/7)/3 = 0.36 because the 3
correct answers predicted in the second query appear in the 4th, 5th, and 7th positions
of the returned sequence, respectively.

e The average precision (AP) for query 3is (1/2 4 2/5+ 3/8)/3 = 0.425 because the 3
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correct answers predicted in the third query appear in the 2nd, 5th, and 8th positions
of the returned sequence, respectively.

e Hence the mAP of first three queries is (AP1 + AP2 + AP3)/3 = (0.62 + 0.36 +
0.425)/3 = 46.8%.

4.5 Implementation Details

ResNet50 : We adopt ResNet-50 [34] model pre-trained on ImageNet for coarse extraction of
input videos. The ResNet50 has 50 layers and 3 bottlenecks. Each input video frame (image)
is resized to 3 x 256 x 128, representing the number of RGB channels (i.e., red, green, and
blue), the image's height and width. The channel's value ranges from 0 to 255. To enable the
size of the obtained feature map has the same size as the input frame, the stride of the last
down sample layer is set to 1 [27]. The detailed parameters’ setting for the ResNet50 shows
in Table. 4.

layer name output size ResNet-50 parameter setting

convl 64 x 256 x 128 | 77,64 kernel(k)=7, stride(s)=1, padding(p)=3

3 x 3 max pool k=3, s=1, p=1

1x1,64 k=3, s=1, p=0

conv2, 256 x 256 x 128 3 x 3,64 x 3 k=3, s=1, p=1

1x 1,256 k=3, s=1, p=0

1x1,128 k=3, s=1, p=0

conv3, 512 x 256 x 128 3x3,128 | x4 k=3, s=1, p=1

1x 1,512 k=3, s=1, p=0

1x 1,256 k=3, s=1, p=0

conv4, 1024 x 256 x 128 3 % 3,256 x 6 k=3, s=1, p=1

1x1,1024 ) k=3, s=1, p=0

1x1,512 k=3, s=1, p=0

convh, 2048 x 256 x 128 3 x 3,512 x 3 k=3, s=1, p=1

1 x1,2048 ) k=3, s=1, p=0

Table 4: ResNet-50 Parameters Setting.

GCN Setting: For the GCN modules shown in Figure. 9, we use the 3 layers graph convolution
network. In addition, we select the optimal number of feature map segments corresponding
to each dataset for experiments i.e., 5 segments splitting are used on experiments of MARS,
Partial-iLIDS, Occlude-relD datasets and 6 segments splitting is used on experiments of iLIDS-
VID dataset. Besides, we choose RelLu as the activation function of GCN.

Train/Test Setting: In the training phase, we set each mini-batch to contain 16 person
IDs, each ID contains 4 input video clips representing the 4 different tracklets, and each video
clip consists of 8 frames sampled by a restricted random sampling strategy [35]. Therefore
the size of a mini-batch is 16 x 4 x 8 = 512 images. Next, all the video images are resized
to 256 x 128, and we adopt a random flipping strategy [36] for data augmentation. Next,
the model is trained by 800 epochs with initial 3e~* as the learning rate, and for every 40
epochs, the learning rate decay by 0.1. Following [37], we leverage Adam as a network opti-
mizer. Finally, in the testing phase, for each identity, we select 4 queries from different tracklets,
find matching images from the gallery set and keep only the top-10 similar candidate identities.
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Figure 9: The GCN parameter Setting.

Experiments Environment: All the experiments are running under the following conditions:
we perform the experiments by google Colab with GPU acceleration. The programming lan-
guage is 'Python 3.8.14". The ResNet50 module® is refereed by Pytorch official library [38]
and the installed pytorch versions are 'pytorch==1.12.0", "torchvision==0.13.0" and "torchau-
dio==0.12.0". Besides, to accelerate the training process for video tasks, we enable the CUDA
toolkit for using GPU to accelerate the calculation process and the CUDA version is 'cuda-
toolkit=10.2", the GPU model used in Colab is 'Tesla K80" with 12GB of video memory. For
the GCN, we use the author's original implementation in PyTorch # and extend the network
from 2 to 3 layers.

5 Results and Analysis

5.1 Comparison with the State-of-the-art Methods

In this Chapter, we present the results of the three experiments mentioned in Section.4.3 and
analyze the potential causes of the results.

The result of Experiment 1: Experiment 1 aims to explore the effect of the number of
feature map splits (number of local features) on model performance. In our experiments, we
varied the number of splits of the feature map from 3 to 8, then recorded the Rank-1 accuracy
and mAP values for all datasets. For experiment 1, we provide two experimental results, one
is the effect of the number of feature map splits on rank-1 accuracy on all datasets (see Fig-
ure. 10), and the other is the effect of the number of feature map splits on the MARS dataset
on the rank-1 and mAP metrics (Figure. 11).

From Figure. 10, it can observe that for most datasets, the optimal feature map splits’ number
is between 5 and 6, except the P-DukeMTMC-relD, which is 7. Furthermore, it can be seen
from Figures. 10 and 11 that in all data sets, the impact of the splits' number on both metrics
(i.e., rank-1 accuracy and mAP) shows a trend of increasing first and then slightly decreasing,
which indicated that in our STG-GCN model, too many or too few feature map division would
cause the GCN underperformance. Because when the number of splits decreases, the local area

3ResNet in PyTorch:https://pytorch.org/hub/pytorchision,.esnet/
4Graph Convolutional Networks in PyTorch: https://github.com/tkipf/pygcn
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Figure 10: The effect of the number of feature map splits (3 to 8) on the Rank-1 accuracy in the
experiment.

of each segment becomes larger, causing the local features to ignore some subtle but valuable
discriminative clues, thus reducing the model's accuracy. On the contrary, continuously in-
creasing the number of splits does not continually improve the model recognition rate because
when segments increase, the area of each segment becomes smaller and continuously refined,
which will cause the segments over-focus on local details and lose the generation ability to
global representation.

© © o]
B (o)} [ee]
! ! !

mAP

Rank-1 Accuracy(%)

3 4 5 6 7 8
Number of feature map splitting for a video frame

Figure 11: The effect of the number of feature map splits (3 to 8) on Rank-1 and mAP on the
MARS dataset.

Therefore, in Experiments 2 and 3, we set the number of feature map splits of the trained
model to the optimal value corresponding to each dataset, that is, for MARS, Partial-iLIDS,
and Occluded-DukeMTMC, the number of feature map splits is set to 5, 6 for iLIDS-VID,
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Partial-REID dataset, and 7 for P-DukeMTMC-relD dataset.

The result of Experiments 2: In Experiments 2, we validate our method on two general
RelD datasets. i.e, MARS and iLIDS-VID, and comparing the result with four other state-of-art
baseline works, the result is shown in Table. 5, and the corresponding CMC curves chart can
be found in Figure. 12 and Figure. 13.

Method reference MARS iLIDS-VID
Rank-1 Rank-5 Rank-10 mAP | Rank-1 Rank-5 Rank-10 mAP
TKP ICCV’18
temp-RN AAAT 20
TCRL CVPR’22

TVCAN ICMR’22
STG-GCN(Ours) - 88.7 95.3 98.4 83.7 82.4 95.6 97.6 79.4

Table 5: Performance comparison of our STG-GCN model with 4 other baseline works on
MARS and iLIDS-VID data. The bolded data are the experimental results of our model,;
The data with a green background representing our metric results are superior to baseline
work results; The data with a red background indicates our metric results are inferior to
baseline work results.
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Figure 12: The baseline comparison’s cumulative match curve (CMC) on MARS. The X-axis
represents the variation of rank-n accuracy with parameter n, while the Y-axis represents accu-
racy; The area under the Cumulative Matching Characteristic (CMC) curve refers to the average

probability of correct matches from the top 1 to top-n ranked images, where n represents the
size of the image gallery.

In both the CMC curves and Table. 5 can be seen that on the general RelD datasets (i.e.,
MARS, iLIDS-VID), our model outperforms most baseline works considering only temporal
clues, However, some metrics underperform for the work TVCANZ [20]. Specifically, for the
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accuracy;

TKP approach [3], it adds a Non-local block to ResNet 50 to model temporal features, which
then be taken into account in the loss function. However, since TAP focuses on extracting the
average global information over each video frame, it may ignore the correlation of different
parts within a video frame and thus cannot be adapted to solve the occlusion scenario in the
video. Besides, for the temporal-relational network [2], it uses local segmentation within each
video frame to obtain spatial features between different parts of the human body, but this spa-
tial information is limited to a single video frame, ignoring the relation between local feature
segments of the entire video sequence. And for the TCRL method [19], it uses reinforcement
learning in which the Agent dynamically selects an appropriate number of frames from the
gallery video to accumulate temporal information when it encounters a query. However, in
TCRL, the Agent can only use the salient regions of the previous frame as supplementary
information to enhance the representation of the next frame, which leads to interdependence
of supplementary knowledge from adjacent frames. This may result in video frames being
occluded and the occluded region may be used as a salient region and considered as valid
supplementary information for the next frame, thus introducing interference in the model. In
contrast, the temporal information extracted by our model can be obtained from non-adjacent
but close frames, thus mitigating the noise caused by temporary obstacle occlusions, resulting
in an improvement of 2.7% for rank-1 and 3% for rank-5 in comparison. From Figure 14, it can
be observed that our model, which employs dual clues (i.e., temporal and spatial), is effective
in alleviating occlusion and visual blur when compared to the latest baseline work which only
considers a single clue.

However, when compared with the most recent work TVCAN [20], it can be seen that the

key metrics rank-1 to rank-5 are inferior on both the MARS and ILIDS/VID datasets, but the
rank-10 metric is superior to TVCAN. However, when compared to the latest work TVCAN, it
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Figure 14: (a) and (b) correspond to the top-5 retrieval results of the TCRL 22’ baseline model
and our proposed method on the MARS dataset, respectively.

can be found that on the MARS and ILIDS/VID datasets most of the main metrics are inferior,
with only rank-10 and mAP values on the MARS dataset our model performs well. This may
be because TVCAN's approach to solving the occlusion problem is divided into two steps.
First, it uses a series of detectors to extract consistent cues between frames. It then uses a
selection algorithm to pick out a few salient cues that are most consistent and applies a focus
mechanism to each frame feature to focus on these cues. In other words, the TVCAN method
does not directly extract association information on the video sequence. It first extracts the
original video sequence cues containing interference factors, then obtains consistent cues on
the original video cues, and then allows the model to focus only on these consistent cues to
achieve complete disregard for interference noise. However, since our method uses continuous
spatial-temporal information as supplementary information to mitigate the occlusion interfer-
ence, it still directly extracts the information from the video sequence and cannot eliminate the
interference factors. For example, in extracting feature maps by GCN, the occluded feature
segments are still considered in the GCN network for learning, which inevitably introduces
transient interference elements and the momentary interference elements, e.g., occlusion. In
contrast, TVCAN performs feature extraction on clues with consistent features, eliminating
transient interference factors.

The Results of Experiment 3:In Experiment 3, we validate our method on three datasets
that are specific for the occlusion scenario, i.e., Partial-ILID, Partial-REID, and Occluded-
DukeMTM, and compare metrics result with three other baseline works, the result is shown in
Table. 6, and the CMC curves chart can be found in Figure. 15 and Figure. 16

Overall, our model performs better on the Occluded dataset than on the Partial dataset. On
the Occluded-DukeMTM dataset, our model is 6% higher in rank-1 and 13% higher in mAP
than the cutting-edge method POS [23]. However, on the partial dataset, our method only
outperforms the PGFA [21] method across the board but still lags behind ADGC-CGEA [22]
and POS on the critical metric rank-1,rank-5 accuracy.

This result is probably because when the PGFA [21] method encounters occlusion, it directs
the attention map to focus only on non-occluded areas. However, most occlusions in images
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Method reference Partial-ILIDS Partial-REID Occluded-DukeMTMC
Rank-1 Rank-5 Rank-10 mAP | Rank-1 Rank-5 Rank-10 mAP | Rank-1 Rank-5 Rank-10 mAP
PGFA ICCV’19
ADGC-CGEA CVPR’ 20
POS ELSEVIER 22
STG-GCN(Ours) - 79.4 85.8 924 68.5 84.7 92.9 95.3 794 71.4 83.6 88.6 67.0

Table 6: The experiments result for our STG-GCN and other baseline methods on 3
Occluded-RelD dataset. The bolded data are the experimental results of our model; The
data with a green background representing our metric results are superior to baseline
work results; The data with a red background indicates our metric results are inferior to
baseline work results.
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Figure 15: The baseline comparison’s cumulative match curve (CMC) on Patrial ILIDS. The

X-axis represents the variation of rank-n accuracy with parameter n, while the Y-axis represents
accuracy.

are only partially occluded and not fully occluded. Nevertheless, once the method encounters
an occlusion, it treats it as a fully occluded situation and excludes it, thus ignoring the valid
information that many partially occluded parts of the image are also present.

Furthermore, the ADGC-CGEA [22]and POS [23] methods solve the occlusion problem by
predicting the key point map of the human body to recover the complete topology of the
body. However, these methods only operate on each video frame and they didn’t consider
passing the spatial topological structure information across frames, so the spatio-temporal re-
lationships of different parts of the human body across frames are not taken into account. Since
our model considers both the spatiotemporal information transfer of different video parts within

and across frames, our approach outperforms them in all respects on the occluded-dukeMTMC
dataset.

However, our model’s key metrics rank-1 and rank-5 accuracy on the two partial datasets are
inferior to the baseline work. The reason may be that, on the one hand, our model was trained
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Figure 16: The baseline comparison’s cumulative match curve (CMC) on Patrial ReID. The X-

axis represents the variation of rank-n accuracy with parameter n, while the Y-axis represents
accuracy.

and predicted on the Occluded-dukeMTMC dataset, but on Partial-iLIDS and Partial-REID we
only make predictions instead of training, so the performance of the model was degraded due
to the lack of knowledge of the dataset training. On the other hand, the content of the partial
datasets and the occluded datasets are different. Specifically, a Query of the partial dataset is
a partial human body part that manually cropped the occluded target person, and the gallery
set is the complete person image. But for Occluded Duke MTMC, both the Query and Gallery
are complete images. Therefore, to fit our model, we do not need to perform image padding on
the Occluded datasets, but we need to perform image padding on the partial dataset so that
the cropped images fit into the 256*128 size. However, since the image padding is performed
using the uniformed grayscale image, as shown in Figure, compared with the Occluded case,
the partial dataset image padding introduces great interference. For example, the occluded
body part will not be reappeared in subsequent frames, thus making our model unable to
utilize continuous temporal and spatial supplementary information, which is the main reason
for our model performance to degrade on partial datasets.

6 Conclusion

In this paper, we propose a video-based person re-identification method that uses a spatial-
temporal graph (STG) to represent a video sequence. It models the relationships between
different body parts and their interactions over time, which allows it to learn more discrimi-
native features for person RelD than existing methods. Furthermore, our model shows good
effectiveness in alleviating occlusion and visual ambiguity problems. Specifically, the Spatial-
Temporal Graph (STG) consists of two graph modules. i.e., temporal graph module and spatial
graph module. Both graph modules regard the segment features as nodes. Temporal graph is
built by connecting nodes of the same body part across frames, and it learns the temporal
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relation between consecutive frames for alleviating occlusion problem. Spatial graph is built
by connecting nodes of different body parts in each video frame in top-to-bottom order, and
it learns the structural information of human body for alleviating visual ambiguity problems.
Besides, we integrate temporal and spatial graphs in one spatial-temporal graph and apply
GCN to obtain a spatial-temporal feature to optimize the model jointly.

Our model has been validated on multiple datasets, demonstrating outstanding performance
on the regular RelD dataset and the Occluded RelD dataset. However, its performance de-
clines when faced with the partial RelD problem. On the one hand, due to the lack of temporal
continuity in the dataset, our model failed to obtain temporal clues. On the other hand, the
padding method used for partial images inevitably introduces interference, which results in a
reduction in the model's performance.

7 Limitation and future work

As the Chapter. 5, our STG-GCN model exhibits reduced performance when faced with the
partial RelD problem, with the main reasons for the performance degradation stemming from
two factors. Firstly, the partial RelD dataset itself is not a continuous video sequence, resulting
in a lack of temporal continuity and the failure of our model to obtain the necessary temporal
clues. This indicates that our method is limited to the use of data with temporal continuity.
Secondly, in order to train our model using inputs of a uniform size, we used grayscale images
to fill the missing parts of partial images. This introduced significant interference, leading to a
reduction in model performance. With respect to the second factor, we can make two improve-
ments in the future. Firstly, for cropped partial image pictures, we can use pixel interpolation
methods (such as mosaic) instead of cropping the image. The advantage of using mosaic to
mask the partial image is that it preserves the color or brightness values that are the same
or similar to the existing pixels, which can reduce the interference caused by filling in the
missing parts of the image for machine learning models. Secondly, inspired by the approach
taken by TVCAN, we can use a video detector to extract consistent clues between frames, and
then apply our STG-GCN method on the consistent clue features. This will enable our model
to obtain an attention clue before extracting spatial-temporal clues, thereby minimizing the
interference factors and achieving the desired performance.
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