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Foreword  

This thesis has been created for the masters of ICT in Business and the Public Sector and Computer 

Science: Data science, with Sections 5 and 6 corresponding to the first masters and Sections 7 and 8 

corresponding to the second masters. These masters, in addition to my bachelor's in Computer 

Science and Economics and my third master's in Crisis and Security Management: Cybersecurity 

Governance offer me an extensive background in applying ICT in organizations and addressing 

security threats through technical and organizational measures, but do not offer a legal background. 

The legal aspect of this thesis has been created based on interviews with a Data Protection Officer 

employed at one of the Dutch ministries, a legal advisor with an extensive background in the GDPR, 

other governmental officials, and an investigation into the GDPR and the surrounding laws related to 

processing medical information. This thesis clearly discusses the findings from my investigation and 

its probable violations of the GDPR based on this, but only the Autoriteit Persoonsgegevens or a 

judge can determine this conclusively. Although the Autoriteit Persoonsgegevens and the currently 

ongoing mass claim from Stichting ICAM offer strong evidence of the GDPR being violated.  

This thesis offers a very comprehensive investigation into the problems occurring at the GGD during 

the covid-19 pandemic, with information being presented as it has been presented to me from 

governmental reports, various interviews I have conducted, and any other information I was able to 

gather. While some of the information in this thesis has come from internal interviews with 

governmental personnel involved at the GGD and beyond, the majority of the information has come 

from publicly available sources. Additionally, at no point during the creation of this thesis was I 

influenced by any such organizations in any way. Neither is it the intention of this thesis to appear as 

some kind of political reckoning, with any negative claims being supported by evidence and only 

functioning to identify and investigate problems that led to a possible lack of GDPR compliance.  

Given the fact that GGD GHOR does not fall under the WOO, although each individual GGD does, the 

WOO was only of limited use in gathering additional information. Therefore, while this has been a 

very comprehensive investigation, only the Dutch governmental can fully and completely investigate 

the findings from this report and any additional problems that were inaccessible for this thesis.  

Which would most likely be done through a future parliamentary inquiry.  

In the creation of this FAIR-based framework, I have focused on increasing the level of transparency 

at every stage of project development, as I believe this to be critical to the success of any project. 

Previous governmental initiatives such as the ‘beleidslijn ‘open, tenzij’’ and the algorithm register 

follow this same line of thinking although this framework takes these a step further. This increase in 

transparency has three main goals, being to allow the detection and use of patterns, to allow 

individuals to contribute and address the lack of expertise among IT employees, and the final one 

being to (partly) reverse the effect of political influence. Transparency makes it unwise to make any 

decision that would be viewed negatively or ignore any recommendation or standards. 

For the proposed FAIR-based framework, it is important to consider that the safety, security, and 

success of any project is not reliant on its use of technology alone. Current technology can construct 

systems that are safe and secure, yet if organizations are either unwilling or unable to monitor their 

development or make incorrect decisions at any point, it is unlikely to result in anything but an 

insecure system. The proposed FAIR-based framework, as presented in this thesis, should be able to 

result in GDPR-compliant projects, but only when correct organizational decisions are made to 

remain in compliance. If this concept is not followed, any approach that intends to fulfill any of the 

government’s initiatives, including the proposed FAIR-based Framework, will not be successful.  
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Abstract  

This study investigates the problems of compliance with the General Data Protection Regulation in 

health data systems run in the Netherlands since the GDPR went into effect on the 25th of May 2018. 

The focus of this investigation will be on three systems, (HPZone, HPZone Lite, and CoronIT) used by 

the Dutch municipal health services (GGD) during the Covid-19 Pandemic (January 2020-2023). It is 

probable that these systems violated numerous articles of the GDPR as well as the basic principles of 

‘data minimalization’ and ‘privacy and security by design and by default’. The design of these 

systems was unsafe, with significant numbers of untrained and unmonitored employees being given 

broad access without appropriate limitations and safeguards. Procedures through which these 

problems could have been identified were also not carried out properly. The main contributors to 

these problems are the application of previous knowledge in an inappropriate context, an 

unmanageable growth rate, the presence of external organizations combined with a lack of control, 

and a high level of political involvement in what should have been solely a healthcare crisis. The 

federated structure of the GGD as well as its unique position in the Dutch government also 

complicated matters. 

Based on this investigation into the GGD, relevant background information relating to his project and 

the wider state of governmental ICT, conferences with attending high-level governmental 

employees, and additional interviews with a project manager and the Deputy General of 

Digitalization, the specifications and requirements of a GDPR compliant healthcare ICT support 

system were determined. With a focus on systems used by a larger number of employees with a 

lower level of expertise, as this situation is the most comparable with the GGD case study and poses 

the most significant risk to the privacy and security of the data subject. These requirements and 

specifications were then compared with the FAIR guiding principles and relevant approaches to data 

management to determine which of these aspects could be addressed.  

Based on this information, a proposed FAIR-based framework was created based primarily on the 

FAIR guiding principles, data federation, and data visitation. The framework itself can be divided into 

three main areas of improvement. The first area consists of the content and design of a Dutch 

governmental ontology spanning from the organizational layer down to the variables used in various 

projects and systems. The second area consists of limiting the amount of information being exposed 

to employees based on what’s required for their role, adhering to the previously mentioned GDPR 

principles. This information is included at the project/system variable level, either as requirements 

or recommendations, to shape system design. The third consists of a common base through which 

projects can be developed and deployed, which is critical given the lack of experience with FAIR in 

organizations. Based on this approach, there is always a deployable and working base, which can 

then be adjusted with project-specific implementations. Continuing with this approach, every 

project built based on the FAIR framework could be used as an alternative starting point instead of 

the default base, allowing for either near-immediate deployment of federated systems or reducing 

the amount of development required to create different but comparable systems.  

To answer the Research question ‘To what extent could FAIR guidelines improve governmental 

healthcare systems’ compliance with the GDPR in a crisis situation?’, each of the main areas of 

improvement can aid in improving GDPR compliance. However, it is impossible to guarantee that all 

systems using this approach will fully adhere to the GDPR, given that this is dependent on project-

specific technical and organizational measures. Additionally, to be fully effective in a crisis situation, 

this approach must be widely used. Only through constant use can the government gain the required 

level of expertise and information, and alternative projects and starting points.   
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1. Introduction 

1.1 Literature Review 
It is becoming increasingly important that health and social care services work as a single unit, 

compared to each organization having different priorities and standards. This aids in giving patients 

a seamless care experience, reduces costs as system development is shared instead of parallelized, 

and ensures that medical professionals have access to all information [1, p. 31]. However, as the 

amount of information that is accessible, via a single system, increases, the potential for abuse also 

increases [2]. A single personal data breach may now compromise the entire repository of personal 

data, instead of a limited portion of siloed information. 

The security and privacy of personal data play a vital role when healthcare is supported by ICT, based 

on the findings of a study by Wiktora and Martina about the perceived importance of various user 

requirements [3]. Security refers to securely storing and transferring data, to guarantee its integrity, 

validity, and authenticity. Privacy refers to the fact that data may only be accessed by people who 

have the authorization and need to view and use it [4, p. 1]. As people require and insist on the 

highest security and privacy standards, any healthcare system needs to take these aspects into 

account. While this would suggest that users are able to make informed decisions about sharing 

their personal data, the privacy paradox suggests that this does not happen. Based on this paradox, 

while people highly value their fundamental right to privacy, they do not act accordingly, especially 

when it concerns new technologies [5]. With the vast majority of people never reading privacy 

policies at all [5]. 

While the findings from a study by Wiktora and Martina measure perceived importance instead of 

actual importance, this perception can lead to individuals and patients avoiding doctors and the rest 

of the healthcare system because they are afraid of their data not being secure [1, p. 33]. As data 

breaches occur relatively often (statistics of personal data breaches are discussed in Section 4.3.2), 

this fear is not entirely unjustified. Importantly, an individual’s worries about security issues could 

lead to public health as a whole being compromised, for example during a pandemic. In such 

situations, people must get tested and/or vaccinated, which requires offering up their data. 

Data protection in the European Union (hence ‘EU’), has initially been primarily up to the member 

states in question, although based on a common framework. This data protection can be divided 

into three main phases, starting in the 1980s with national personal data protection laws being 

adopted based on the Organization for Economic Co-operation and Development (OECD) guidelines 

[6] of 1980 and a Council of Europe convention [7] in 1981 [8, p. 3]. For example, in the UK this 

resulted in the Data Protection Act of 1984. This act gave new legal rights to individuals whose 

personal information was stored on a computer, aiming to regulate the use of automatically 

processed information relating to individuals and the provision of services in respect of such 

information [9]. Although other countries differ in the exact implementation, the general principle 

remains. 

The second phase was based on the European Data Protection Directive of 1995 [10]. Given that it 

was a directive, it only specified the results that must be achieved instead of dictating the exact 

manner in which the regulation would have to be achieved. Based on the Data Protection Act (hence 

‘DPA’) of 1998 in the UK, this act introduced new provisions for the regulation of the processing of 

information relating to individuals, including the obtaining, holding, use, or disclosure of such 

information [11]. The act also expanded on the concepts of digital media and computers as their use 

had significantly increased since the creation of the previous legislation. 
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The third phase is based on the General Data Protection Regulation [5] (hence ‘GDRP’), which aims 

to give people more control over their private information and to mitigate abuse of personal data in 

the medical sector or any other sector from happening. It applies to any interaction with EU citizens, 

even if the organization in question operates outside of the EU (Article 3 of the GDPR). Due to the 

difficulty of separating parties, it’s often standardized so that organizations work in compliance with 

the GDPR for all parties. The GDPR and its implications will be discussed in more detail in Section 2.1. 

Given that the GDPR went into effect on the 25th of May 2018, this is a relatively recent topic and 

would limit the amount of material that could be used for this thesis. However, as the GDPR builds 

upon the previous two stages, the security and privacy protection measures from an earlier date are 

still valuable for this thesis, as long as the GDPR takes precedence.  

Some studies have been done on the safety of systems, in the context of the GDPR, such as an 

evaluation of GDPR compliance in Mobile Health applications [11]. A study by Brodin identifies 

problem areas with the GDPR and incorporates this into a framework [12] based on his earlier work 

from 2015 [13]. However, this framework is limited in scope. It offers only a global view of the 

analysis and design phase and lacks to mention nor focus on healthcare and/or governmental 

organizations. Therefore, there seems to be no framework for implementing GDPR compliance in 

any governmental healthcare system to use right now. To fully comply with the GDPR, such 

mechanisms, certifications, and frameworks must be created.  

A study by Shu and Jahankhani evaluated the impact and implications of the GDPR for a 

governmental healthcare system [14]. In this study, they contrast the previously acting DPA from 

1998 with the new GDPR act of 2018, in the context of the English National Health Service. Major 

differences between the 1998 DPA and the GDPR are that “data protection must not only be by 

default but must be by design (Privacy by design)” (GDPR Article 25), the need for every organization 

to respond to requests by the data subject within 1 month at the risk of fines (GDPR Article 15) 

which comes at great organizational difficulty and cost and the fact that any breach of personal 

information now needs to be reported within three days to the supervisory authority that governs 

the GDPR in its respective Member State (GDPR Article 33). While Britain has since left the EU, this 

study and analysis of the implications of the GDPR were from before that, meaning that the changes 

described in this study should apply to any other governmental healthcare system under the GDPR.  

Furthermore, Shu and Jahankhani suggest that this data protection act is also an opportunity for 

different organizations to share information about potential risks regarding the processing of 

personal data, which could be incorporated into models to aid other organizations. It is also 

“unrealistic given the nature of some of the new requirements that the GDPR will bring about, that a 

lot of smaller scale healthcare providing organizations will be able to meet these requirements 

acting alone, or without significant advice, support and guidance” [14, p. 37], which will likely apply 

to any other country too. Further highlighting the need for practical implementations of GDPR-

compliant systems instead of lists of requirements. 

The current focus of academic research in improving the privacy and security of healthcare data 

seems to be related to the blockchain [15] [16]. Tapscott describes blockchain technology as 

“especially attractive to the healthcare industry due to the interoperability and security features that 

can create a mechanism by which personal data can be anonymized and transferred securely to 

different medical units and research centers, reducing time and cost” [17]. This suggests that this 

technology could be used to improve GDPR compliance. 
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However, a study by Manatunga, comparing the legal requirements of the GDPR with the 

blockchain, determined that the very principle of the blockchain is incompatible with the GDPR [18]. 

Following Article 17 of the GDPR, a data subject has the right to erasure, but given that the 

blockchain is immutable, it is not possible to erase anything [18, pp. 36-37]. Data is also distributed 

over the entire network, making it difficult to impossible to provide accountability and responsibility 

[18, pp. 39-40]. And as this is a key characteristic of blockchain technology, a newer version of the 

GDPR would have to be created to be able to comply. This is possible as the acting data protection 

act has been changed numerous times to incorporate new technology, but makes it impossible to 

use right now [18, p. 49]. 

1.2 Problem Statement 
For personal data, and especially for personal health-related data, it is of significant importance that 

this data remains both private and secure. As healthcare systems have become bigger in both the 

number of data subjects contained in these systems and in the amount of information about each 

data subject, it has become even more important to ensure that data remains well protected. In the 

healthcare sector, even the perception of privacy and security is important as any situation where 

individuals are unwilling to interact with the healthcare system can result in real damage to public 

health. 

The GDPR, the latest iteration of the European data protection laws, aims to achieve that data 

remains private and secure through its core tenets of “privacy by design and by default” and “data 

minimalization”, meaning that the least amount of data is being collected for a given purpose and 

that privacy and security are taken into consideration at every step in the process of system design 

and implementation. However, implementing the GDPR correctly remains an issue in many 

organizations and governmental ICT projects, and ICT projects in general, are often unsuccessful [19] 

[20]. Therefore, just the existence of the GDPR has failed to ensure that personal data remains 

private and secure, even with the threat of 9-figure fines for the worst offenders [21]. 

This thesis looks at a more specific and more difficult scenario, concerning GDPR compliance in the 

use of governmental healthcare systems during a crisis situation. While no crisis is alike, common 

characteristics are a significant amount of time pressure, a large need for resources, and a lack of 

preparedness for the situation. Developing and implementing projects in such a scenario is difficult, 

and adhering to the GDPR to ensure that personal data remains both secure and private is even 

more difficult. Therefore, a project in this scenario can only succeed when working with a clear and 

implementable framework, to ensure that GDPR compliance is maintained.  

1.3 Research Gap   
Current research indicates that it remains difficult for many organizations to ensure GDPR 

compliance in a normal situation, let alone a crisis situation where there is a lack of time and 

experience to develop projects. Yet it is in these crisis situations that it is critical that projects are 

developed correctly and ensure that data remains private and secure. Given that the GDPR act went 

into effect as recently as the 25th of May 2018, a limited amount of academic research has been 

done on GDPR compliance in governmental healthcare systems in general. Research identifies areas 

that need more attention with the GDPR than with the previous DPA act, but does not offer any 

solution on how to be compliant. 

This thesis will fill in this research gap by aiming to be this solution, through developing an 

architectural framework that can be used in a crisis situation in the healthcare sector, and by 

extension in a non-crisis situation too. Currently proposed solutions like the blockchain are both too 
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abstract to serve as a framework and not suitable for implementation until some point in the future. 

Instead, this architecture will apply the FAIR guiding principles, an already existing scientific standard 

towards data management, to areas lacking GDPR compliance as identified in this investigation. 

1.4 Research Objectives   
This thesis has four objectives, which will be researched sequentially.  

• The first objective is to investigate what problems can occur in governmental healthcare 

systems that impede GDPR compliance in a crisis situation. 

• The second objective is to determine the reasons problems in governmental healthcare 

systems occur according to the governmental personnel involved with these systems 

• The third objective is to determine the specifications and requirements of an architecture 

that can be used in governmental healthcare in a future crisis situation, in relation to the 

GDPR 

• The fourth objective is to develop a FAIR-based architecture that can be used to develop 

governmental healthcare systems in a crisis situation 

1.5 Research Questions 
Based on these objectives, the main research question for this thesis is: ‘To what extent could FAIR 

guidelines improve governmental healthcare systems’ compliance with the GDPR in a crisis 

situation?’. Which will be answered through the following sub-questions: 

1. Which problems can occur that impede GDPR compliance in governmental healthcare 

systems in a crisis situation?  

2. What are the reasons problems in governmental healthcare systems occur according to 

governmental personnel involved with these systems? 

3. What are the specifications and requirements of an architecture that can be used in 

governmental healthcare in a future crisis situation, in relation to the GDPR? 

4. How can a FAIR-based architecture for IT development of governmental healthcare systems 

in a crisis situation be developed?  

1.6 Location 
This thesis is a combined document for the Master of Science program ‘ICT in Business and the 

Public Sector’, and the Master of Science program ‘Computer Science: Data Science’, both given at 

Leiden University, in the Netherlands. The case study in this thesis and the produced framework are 

focused on the Dutch Healthcare sector, specifically the handling of the Covid-19 pandemic in the 

Netherlands. Sections 5 & 6 primarily cover the requirements for the first master, while Sections 7 & 

8 cover the requirements for the second master. 

1.7 Societal Relevance 
The core of the social relevance of this thesis is that personal data, but especially healthcare-related 

data should remain both private and secure. During the Covid-19 pandemic, the GGD utilized 

systems that contain data about more than 10 million individuals, with tens of thousands of people 

processing information from this system. Given the scale of these systems, it is critical that actions 

are taken to ensure that the data contained in these systems remains private and secure as any 

breach could result in a negative impact on a very large group of people.  
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The systems used in the Covid-19 pandemic were already determined to not meet these standards, 

violating the GDPR. Data leaks have caused a lack of trust in the government’s security practices. 

Consequently, fewer people are willing to interact with any such governmental system, which results 

in harm to public health. There is also a significant monetary impact, with the organizations 

managing these systems being at risk of significant fines from the data protection authorities [20] 

and a large class-action lawsuit against them [21]. 

This thesis aims to developed a FAIR-based framework to better comply with the GDPR, which would 

increase the probability that these standards are met. The other results of this thesis, especially the 

analysis of what went wrong with these ICT systems in Section 5, can also be used to prevent these 

same mistakes from occurring in the future. This can be applied to the corona systems that remain in 

use until the Covid-19 pandemic fully ends, as well as in any other future crisis situation. While this 

framework is designed to operate in a crisis situation, it could also be applied to non-crisis situations 

or other sectors, with the important consideration that the healthcare sector processes more 

sensitive information, which requires a level of security that may not be required elsewhere.  

1.8 Academic Relevance 
On an academic level, this thesis will be one of the first pieces of literature written about practically 

applying the GDPR to governmental healthcare systems. While some literature exists, there does not 

appear to be a practical implementation or framework to ensure compliance. The creation of a FAIR-

based architectural framework to achieve GDPR compliance is also a topic little has been written 

about. Given that every system processing the data of EU citizens needs to be GDPR compliant, a 

scientific standard such as FAIR needs to operate in a GDPR-compliant way, which this framework 

could aid with. The created framework could also be used as a starting point for others to expand 

on. With future legal requirements being able to be incorporated into this same framework. 

1.9 Ethical Considerations 
This thesis will make extensive use of interviews to gather information that cannot be found in 

governmental documentation. For each interview, the interviewee will be notified of the conditions 

of the interview. The interviewee can stop the interview at any moment and for any reason and data 

will be processed anonymously and will not be able to be traced back to a specific individual, unless 

consent has been specifically provided. However, even if anonymized it’s important to discuss how 

the interviewee will be cited as their area of expertise can be an identifier if the area is small. 

As this case study involves a recent and major failing of the Dutch government, a certain level of 

anonymity must be ensured, so that individuals will not be afraid to share any information and that 

any statement made will not reflect on their career. After an interview has been processed, the 

interviewee will be contacted to make sure they are satisfied with the way they are referred to and 

how their words have been represented. And after this thesis is finished, each interviewee will be 

sent a copy when requested. 

It is important to note that while individuals involved with the Dutch government were interviewed, 

at no point during the writing of this thesis was there any kind of governmental involvement. Nor 

was anyone paid for their participation in the interviews. The information stated in this report comes 

directly from official documents and the words stated by interviewees. It is however possible that 

the information from these official documents or interviews does not fully accurately reflect the 

truth of the situation. Given the amount of information gathered during this thesis, including the 

number of different sources, this effect will most likely be minor, if it is even present at all. Although 

it also cannot be excluded, without a governmental investigation with a higher level of access. 



19 
 

1.10 Research Design 
This thesis will be in the form of a case study. The case study I have chosen is related to the GGD’s 

handling of the Covid-19 pandemic in the Netherlands, through three different ICT systems (HPZone, 

HPZone Lite, and CoronIT) used to support the processes surrounding the Covid-19 virus. With 

HPZone Lite being a derivative of HPZone, sharing the same technical base. The case itself will be 

introduced in the next subsection. The GGD organization itself will be introduced in Section 4.4. 

This case was chosen because this is the largest example of a governmental healthcare system in the 

location of this thesis, the Netherlands, which also has significant indications that the GPDR has been 

violated in numerous ways. As indicated by smaller-in-scope investigations by the Dutch government 

[22] [23], the supervisory GDPR organization ‘Autoriteit Persoonsgegevens’ in the Netherlands [24], 

a class action lawsuit against the organization that uses the system [25] and a previous investigation 

by me [26]. The Covid-19 pandemic is also the biggest and most recent example of the Dutch 

healthcare system facing a crisis situation, with these systems being used as ICT support systems.  

The result of this thesis, while being about the GDPR, will focus on the Netherlands instead of the 

broader EU. The FAIR-based architectural framework will be based on the experience of Dutch 

governmental personnel. To make a usable architecture for use by the government in a crisis 

situation, it is important to take into account other regulations that also have to be met. As the 

GDPR is only a minimal requirement, with member states being free to create additional laws in this 

area, it is infeasible or even impossible to create an architecture that can be used EU-wide as-is, 

which means the focus will be on the additional Dutch regulations. Although other countries could 

likely benefit from at least part of the findings from this investigation. 

1.10.1 Case introduction 
In 2020, the Netherlands was confronted with a public health crisis. Covid-19, a highly infectious 

virus, spread through the Netherlands at a very rapid rate. The situation deteriorated significantly in 

the span of a few months - from worrying signals in January, to the first verified case in the 

Netherlands in February, to an ‘intelligent lockdown’ from March to April. The Dutch government 

was not prepared for such a situation, especially given the speed at which the Covid-19 virus spread 

and the severity of the disease itself, and responded by expanding the testing policy to national scale 

testing, in combination with source and contact tracing investigations. 

This was supported through the use of three ICT systems maintained by the GGD. The first system, 

CoronIT, was acquired at the start of the pandemic to schedule appointments, register test results, 

and at a later stage of the pandemic register the vaccination status of the individual. The second 

system, HPZone, was already in use by the GGDs and it was used to conduct source and contact 

tracing investigations. The third system, HPZone Lite is a derivative of the previous system, limited to 

entries about Covid-19. These last two systems were only heavily used in the initial stage of the 

pandemic. A more detailed description of these systems can be found in Section 5.1. 

Setting up and using these systems became a priority as the pandemic was continuing to get worse, 

with these systems giving the government a better chance to limit the spread. As the Netherlands 

had no experience with pandemics on this scale – the last global pandemic at this scale being the 

Spanish flue in 1918 and the last pandemic being the Mexican flue in 2009 which was limited in scale 

– there was no knowledge about how to best set up these systems. While source and contact tracing 

investigations were an already existing task, supported by an already existing ICT support system, 

the Covid-19 pandemic required this to be done on a significantly larger scale. Additionally, there 
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was significant political pressure to develop and expand these systems as quickly as possible. 

Leading to many interruptions of service, crashes, and personal data breaches. 

A significant data leak was reported in January 2021 by ‘RTL Nieuws’. After months of internal 

warnings about the risks in the system had been ignored, it was proven that data from every single 

person in the system was at risk of being leaked. As well as that this had been happening on a large 

scale. Leading to the data potentially millions of people getting into the hands of criminals. 

1.10.2 Proposed deliverables 
Each of the four areas or research objectives has a distinct research deliverable, resulting in the 

following four deliverables: 

• The first deliverable describes problems in areas of the GGD corona system that impede 

compliance with the GDPR. Based on the information gathered from investigating what 

exactly went wrong with these two Corona systems, including data access protocols, 

workflows, design choices, and information gathered from an internal interview. 

• The second deliverable describes reasons why GDPR compliance is lacking and which areas 

need improvement. Based on the information gathered from two separate governmental 

conventions. 

• The third deliverable is a set of specifications and requirements, based on what a healthcare 

system needs to contain to address the problems identified in the previous two research 

questions and two interviews with governmental officials involved in the healthcare sector 

• The fourth deliverable is a FAIR-based architecture developed based on the previously 

identified specifications and requirements in addition to core FAIR concepts. 

1.11 How can the generated knowledge be used?  
This thesis presents a case study on the compliance of GGD corona systems with the General Data 

Protection Regulation. The findings of this study will be directly beneficial for the ongoing 

implementation of these systems, as they have been deemed unsafe by the Dutch Data Protection 

Authority and are still in use by the government. Although HPZone (Lite) is being replaced by GGD 

Contact in many locations and has been fully replaced in others already by GGD Contact, the 

improvements suggested in this study could potentially be applied to the successor system. 

Improvements could also be applied to CoronIT, which remains in active use. Furthermore, the FAIR-

based architecture proposed in this study is highly customizable and can be applied to various crisis 

situations, making it relevant for future use as well. 

The literature review has shown that smaller-scale healthcare organizations face significant 

challenges in fully complying with GDPR requirements. The FAIR-based architecture proposed in this 

study aligns with the principles of data minimization and privacy by design and by default, and can 

therefore help improve compliance with GDPR. There are few to no existing frameworks that can be 

used to improve GDPR compliance in healthcare systems right now.  

The significance of this study is highlighted by the recent lawsuit filed against GGD by Stichting ICAM, 

which represents individuals who have interacted with the GGD system and whose data has been 

leaked [25]. The damages demanded amount to 3 billion euros, which far exceeds the budget for the 

system or any system that could have met GDPR requirements. In addition to this, the occurrence of 

personal data breaches has made a group of people distrustful of the government, preventing this 

group from participating in the testing and vaccination program. Implementing improvements 

suggested in this study could potentially mitigate this situation in the future.  
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2. Conceptual Framework  
The conceptual framework for this thesis consists of the GDPR and the FAIR guiding principles for 

scientific data management and stewardship. The GDPR is the currently acting Data Protection Act in 

the EU and the evaluation criteria against which the GGD case will be evaluated. The FAIR guiding 

principles are principles designed to enhance the reusability of data holdings by making it easier for 

individuals and machines to find and use data and to support data reuse. However, as the use of 

these principles do not necessarily require an academic environment, this thesis aims to apply them 

in a broader context, resulting in the creation of a FAIR-based architectural framework that aims to 

address issues identified in the GGD case study. 

2.1 GDPR 
Before the introduction of the GDPR, data protection legislation in the European Union varied widely 

between member states. Data protection was specified in the 1995 Data Protection Directive, which 

specified the desired outcome without dictating the means and steps needed to achieve it. This 

variance led to "organizations doing business across the region [facing] a legal minefield of differing 

interpretations of data protection" [27, p. 5]. Technology has also changed significantly since 1995 

when only 1% of the population of the European Union used the Internet [28].  

The GDPR, which came into effect in 2018, aimed to standardize data protection legislation across all 

member states and expand the definition of personal data to include information such as IP 

addresses and internet cookies that did not exist or were not considered in 1995. Citizens also 

gained additional rights relating to their data, such as the right to request all information an 

organization has on them in an easily readable format, the right to request the transfer of this data 

to another company, and the right to request the deletion of their data, which will be expanded on 

in Section 2.1.1. Breach notification has become mandatory and standardized across all member 

states, with breaches needing to be reported within 72 hours or face fines of up to 2% of worldwide 

revenue or 10 million euros for minor breaches and 4% of worldwide revenue or 20 million euros for 

major violations. 

In addition, the processing of data must now be closely monitored in each organization, supervised 

by the supervisory organization in each member state. Organizations with substantial data 

processing activities or those handling sensitive data must appoint an independent data protection 

officer who operates outside the company and ensures that all processing is directly necessary for 

company activities and that this information is communicated to the data subject. When processing 

sensitive personal data with a high risk of processing, a Data Protection Impact Assessment (hence 

‘DPIA’) must be created before processing begins. This assessment describes the safeguards and 

security measures taken when processing data, the reason for processing, why there are no 

alternatives, and what additional measures are taken to address the risk and ensure compliance with 

the GDPR. If the independent data protection officer deems there to be a high risk that cannot be 

mitigated, the DPIA must be submitted to the supervisory organization for advice and/or judgment. 

The supervisory organization can also require the organization to make changes to its processing 

before they are allowed to start. 

At the core of the GDPR are the principles of "privacy by default and by design" and "data 

minimization". Throughout the design, development, and processing of systems, as well as the 

composition of organizations, privacy must be considered and respected, and data processing must 

be limited to what is directly relevant and necessary for the system. It must be determined if the 

processing of personal information is even necessary, or if it can be processed using completely 
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anonymized personal information. When personal data is required to be processed, it must be 

considered if some form of pseudonymization can be applied, in combination with strict access 

control and security measures. The development of systems must follow these principles and focus 

on security, and the processing of information must be organized safely and securely, including 

measures to identify aberrant behavior and detect data breaches. 

The GDPR applies to any company or entity that processes personal data as part of their activities 

located in the EU, as well as any organization outside the EU that processes the personal data of EU 

data subjects. In practice, it can be difficult for organizations to separate EU citizens from other 

individuals, leading them to either block EU citizens from their services entirely or treat all 

individuals to the standards of the GDPR, the latter of which increases personal data protection for 

everyone. The adoption of the GDPR in the EU has also encouraged other countries and regions 

around the world to introduce their own data protection laws. The EU has been at the forefront of 

technological innovation and regulation in this area [29], with some major companies even 

attempting to make data protection a competitive advantage by changing their strategies to become 

leaders in data security products and services [30]. 

2.1.1 Data Ownership 
Another important aspect of the GDPR is that it gives data subjects certain rights in the context of 

their data. While data may be processed at a location the data subject has no access to, the personal 

data that is being processed remains in their ownership. The data subject will always be informed 

about which personal data is being collected and processed, and for what purpose. In most 

instances, the processing of personal data may only occur when the data subject gives explicit 

permission. When processing personal data, the data subject has additional rights related to this 

data, the most important ones for this thesis being the right of access by the data subject (GDPR 

Article 15), the right to rectification (GDPR Article 16), the right to erasure (GDPR Article 17), the 

right to restrict processing (GDPR Article 18) and the right to data portability (GDPR Article 20).  

While some exemptions exist, and they are clearly defined, organizations are required to defend 

their reasoning and should still strive to comply with these rights, wherever possible. In the context 

of this thesis, the following three exceptions are the most important, although even these 

exceptions follow rules, such as recital 156 [31, p. 29], that require appropriate safeguards for the 

rights and freedoms of the data subject: These exemptions are compliance with a legal obligation, 

the performance of a task carried out in the public interest or the exercise of official authority, 

reasons of public interest in the area of public health and archiving purposes in the public interest, 

scientific or historical research purposes or statistical purposes [31, p. 44].  

Based on the right of access, at any point in time, the data subject can request any organization that 

processes their personal information what the purpose of the processing is, what the categories of 

personal data concerned are, to which entities personal data has been disclosed, the duration for 

which the data needs to be stored and the source of the information [31, p. 43]. The organization is 

also required to provide all personal data that has been collected and processed to the data subject. 

Based on the right to rectification, at any point in time, the data subject can request any 

organization that processes their personal information to rectify inaccurate personal data 

concerning this individual. Including the ability to add missing information, through a supplementary 

statement [31, p. 43]. This right relies on the previous right as without this right it would not be 

possible to determine if any information is either incorrect or missing. 
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Based on the right to erasure, at any point in time, the data subject can request any organization 

that processes their personal information to erase personal data concerning this individual [31, pp. 

43-44]. Unless any of the three previous exemptions would apply, with the appropriate safeguards 

for the rights and freedoms of the data subject being in place. 

Based on the right to restriction of processing, at any point in time, the data subject can request any 

organization that processes their personal information to restrict the processing of personal data 

concerning this individual. This right applies when either the accuracy of the data is in question, the 

processing is unlawful and the data subject does not want to make use of the previous right to 

erasure, the controller no longer needs the data for processing but the data subject requires it for 

legal claims or the data subject has objected to the processing of their information, upon which it 

needs to be determined if this is a legitimate complaint.  

Based on the right to data portability, at any point in time, the data subject can request any 

organization that processes their personal information to provide all personal data related to the 

data subject in a structured, commonly used, and machine-readable format. In addition to the right 

to transmit this data to any other controller. Although this right can only be utilized if the right to 

erasure could be used, as it requires the erasure of personal data related to the data subject at the 

controller. 

2.1.2 Evaluation and Limitations 
The European Commission published its first evaluation and review of the GDPR in June 2020, two 

years after its implementation [32]. Per Article 97 of the GDPR, such evaluations are required to be 

published every four years. However, given that the approval date of the GDPR is the 14th of April 

2016, it appears that the EU chose this date as the start of this process. 

The evaluation found that the GDPR has effectively strengthened individuals' right to personal data 

protection and ensured the free flow of personal data within the European Union [32, p. 4]. 

However, the Commission also identified areas for improvement, particularly concerning 

international transfers and cooperation between member states. It is currently too early to 

determine the overall effectiveness of the GDPR, and future evaluations will benefit from a longer 

period of application and experience. 

The evaluation also specifically analyzed the effects of the COVID-19 pandemic on the GDPR. The 

GDPR permits certain limitations on personal data for public health purposes, but these measures 

must always be proportionate and uphold the fundamental rights and freedoms of individuals. The 

European Commission's conclusion regarding the GDPR concerning the COVID-19 pandemic is that, 

in the EU, the GDPR, in combination with the ePrivacy Directive [33], has been effective in providing 

practical solutions while maintaining a high level of protection for personal data. 

The GDPR generally promotes competition and innovation by establishing a fair playing field for 

companies outside the EU. However, the implementation remains challenging, particularly for small 

and medium-sized enterprises. The proposal to create a compliance toolbox to help demonstrate 

compliance aligns with the aim of this thesis to develop an architecture that can assist with this 

issue. According to EU definitions [34], GGD GHOR Nederland, the executing party in this case, would 

be classified as a medium-sized enterprise, as it had 125 employees and an annual budget of 30 

million euros at the start of the year when the project was signed in 2020, which is below the 

threshold of 250 employees and an annual budget of 50 million euros for a medium-sized enterprise 

[35]. However, during the COVID-19 pandemic, their budget increased significantly to 296 million 
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euros per year and their headcount increased to 375 employees, which would classify them as a 

large enterprise. A change of this magnitude could lead to organizational difficulties. 

The European Commission consistently emphasizes the need for Member States of the European 

Union to provide their national data protection authorities with adequate human, financial, and 

technical resources. Data protection authorities play a critical role in ensuring GDPR enforcement in 

each Member State, including cooperation between states in cross-border cases. 

Although it has been reported that the Netherlands is one of the countries whose data protection 

authority, the AP, has seen the greatest relative increase in staff, this amount is still insufficient 

based on the organization's findings. In 2019, the AP was the third-largest data protection authority, 

with an annual budget of 18.6 million euros [36, p. 13]. A study commissioned by the Dutch Ministry 

of Justice and Security concluded that the AP has far too few resources to fulfill its duties, suggesting 

a budget increase to 66 million euros per year. As the Dutch data protection authority is already one 

of the largest in the European Union, a lack of funding here may indicate that this problem is also 

present in most, if not all, member states [37]. 

2.1.3 Scientific Research 
Article 89 of the GDPR states that, provided appropriate safeguards are in place, data may be used 

and shared for archiving purposes in the public interest, scientific or historical research purposes, or 

statistical purposes. This allows for the use of personal data beyond the specific scope for which it 

was collected in the context of scientific research. However, organizations are still generally hesitant 

to share their data, and do not make use of this exception. 

A recent example of this in the medical field is an investigation into excess mortality due to the 

COVID-19 pandemic. Based on a motion from Omtzigt on December 1, 2021, passed with unanimous 

support, this was to be investigated through an academic inquiry [38]. 

The RIVM and the CBS released a report on excess mortality during the COVID-19 pandemic in the 

summer of 2022. However, independent academic parties were unable to conduct their own 

investigation because they were denied access to government data, making it impossible to verify 

the results of the government organizations, discover new insights, and learn from the experience 

gained during the first two years of the pandemic. 

This investigation is further complicated by the need to combine data from various sources, such as 

vaccination data from the RIVM and GGD test results from the GGD [39, p. 4]. Organizations often 

work independently, operating in silos that legally only allow for the sharing of data in a limited form 

unless permission is granted. According to a data scientist from the Ministry of Justice, data sharing 

can be done through a trusted third party (TTP), although not all organizations use one. In some 

instances, such as this investigation, the CBS fulfills that role. However, the CBS is not permitted to 

share this data for other purposes, such as investigations by academic parties [40].  

The hesitation to share data for academic research is due to the RIVM's claim that, per the GDPR, 

data subjects have only permitted to share their data with the organization that collects it. GGD 

GHOR Nederland argues that their data can only be used by GGDs and GGD GHOR Nederland and 

that GGD GHOR Nederland does not have the authority to share data from individual GGDs [39, p. 

6]. The GGDs themselves also considered the privacy risks of sharing to be too high [40]. While this is 

in line with the GDPR principle that data can only be used for the purpose for which it was collected, 

with the permission of the data subject, the exact enforcement of this varies between Member 

States [41]. It also fails to make use of the exceptions specified in Article 89. 
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In the Netherlands, the UAVG and the WGBO allow the use of data for research without explicit and 

specific permission from the data subject. However, it is unclear which data can be shared under 

which circumstances, for what purposes, by whom, and which technical and organizational 

measures must be taken [39, p. 7]. What is clear is that there is a need for better data access [42] 

and that not utilizing data can come at a significant cost. For example, the lack of data sharing in the 

UK is estimated to contribute to the deaths of thousands of people and billions of pounds in financial 

burdens to society [43]. With the Netherlands likely exhibiting similar, although smaller, effects. 

While access to data is a major problem for the reuse of data in academic research, other challenges 

must be addressed as well. Even with the exceptions discussed earlier, explicit and specific 

permission from the data subject remains a significant obstacle. Other issues include the quality and 

completeness of the data, the lack of interoperability of data, and the resulting costs of resolving 

these issues, all of which make it difficult to reuse healthcare data for academic research [39, p. 7].  

2.2 FAIR 
The FAIR Guiding Principles for scientific data management and stewardship provide a 

comprehensive, high-level framework for organizing, managing, and sharing data. Outlining the 

fundamental principles that should be followed to ensure responsible, consistent, and effective use 

of data resources. The principles emphasize the need for data to be Findable, Accessible, 

Interoperable, and Reusable (FAIR), and they provide a basis for organizations and individuals to 

build sustainable, effective data management practices [44]. 

The FAIR guiding principles are a relatively new standard, as they were created in 2016. However, 

FAIR has already resulted in numerous collaborations as well as extensions of the original 

framework. One of them is FAIRDOM, which is a platform that is built on the FAIR principles and 

provides a suite of tools to help researchers share, manage, and analyze their data [45]. Based on 

the FAIRDOM-SEEK platform, there are various platforms such as FAIRDOMHub [45], DataHub [46], 

and others [47] [48] [49] [50] that operate as a repository for FAIR-based datasets used in 

publications. 

The FAIR guiding principles are also applied in a less academic environment. One such example is the 

Virus Outbreak Data Network (hence ‘VODAN’) project that addresses various issues that are 

common to health data management across the African continent. By adopting the FAIR principles 

“clinical and research data that has been locally generated, curated and held on-site at health 

facilities, partners or respective ministries can be made available to the rest of the world” [51]. As 

this project was developed to aid in fighting the Covid-19 pandemic and improves data access, in 

addition to being used for medical decision-making, the application of the FAIR principles may also 

be able to improve the handling of medical data in the Netherlands. 

Based on the success of this project and others, the Dutch government is already investigating if the 

application of FAIR principles can improve data handling in the government in general. For example, 

ZonMW, the Dutch organization for health research and healthcare innovation, is studying FAIR as a 

possible improvement to the data access problem explained in the previous section [39, p. 2]. Forum 

Standaardisatie, which is a Dutch governmental organization that researches and establishes 

security standards, has also investigated the use of FAIR in the government as a whole and 

concluded that “It is not a question of if organizations have to work with the principles, it is a 

question of when and in what way?”, adding that a concrete elaboration of the principles is now 

required [52, p. 28]. 



26 
 

This thesis intends to apply these guidelines, including the additional concepts such as “federated 

data”, “data visiting” and “machine accountability, to not just the academic aspect of data 

management, but to apply them in an architectural framework that can be used by organizations.  

The FAIR guiding principles, as proven by these examples, don’t necessarily require their use in just 

an academic setting. Therefore, a more concrete architectural framework might have significant 

importance and value in areas processing sensitive data such as the healthcare sector. 

2.2.1 Principles 
The principle of Findability is focused on ensuring that digital resources can be found and identified 

quickly and easily. Which applies to both humans and machines. The various sub-principles that 

make up this principle have been listed below. 

• Principle F1. (meta)data are assigned a globally unique and persistent identifier 

• Principle F2. data are described with rich metadata (defined by R1 below) 

• Principle F3. metadata clearly and explicitly include the identifier of the data it describes 

• Principle F4. (meta)data are registered or indexed in a searchable resource 

Based on these four sub-principles, digital resources need to be indexed by search engines and other 

discovery tools using a unique identifier, they need to be described with detailed metadata and they 

need to be properly linked and labeled. Which must be done in a manner that respects the principle 

of Reusability. 

This principle can also be extended to the design of the application or website itself. A powerful 

search engine, that is complicated for its users, will not be able to find and identify digital resources 

quickly and easily and as a result, would not fully adhere to the principle of Findability. Therefore, to 

ensure this principle, users of these systems need to be provided with clear and easy-to-understand 

navigation methods and menus, as well as use descriptive and meaningful tiles, labels, and 

keywords. 

The principle of accessibility is focused on making sure that digital resources are accessible to users, 

either human or machine. The various sub-principles that make up this principle have been listed 

below. 

• Principle A1.  (meta)data are retrievable by their identifier using a standardized communications 

protocol 

o Principle A1.1 the protocol is open, free, and universally implementable 

o Principle A1.2 the protocol allows for an authentication and authorization procedure, where 

necessary 

• Principle A2. metadata are accessible, even when the data are no longer available 

Based on these sub-principles, the digital resources that were identified based on the previous 

principle need to be made accessible to the user. While these digital resources must be easy to 

access, it does not mean that everyone should have access. Due to the highly valuable nature of 

healthcare data and the danger to data subjects, if this data were to be openly shared, the storage 

and access of this data must be done with privacy and security in mind, limiting access to users that 

are both authorized AND need the data in the context of their job. 

This must be achieved through a properly designed security system, using authentication and 

authorization procedures. At a minimum, these authentication measures must include both a 

password and a two-factor authentication method. The data itself must be encrypted to ensure that 
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data is only accessible via this security system. On top of this, data access and functionality must be 

designed with the role of the user in mind. This is achieved through a role-based access scheme that 

can give different levels of access to different users.  

To verify all this and ensure the integrity of the data, user activity must be logged and analyzed. By 

following these principles, automated systems can both detect suspicious activity and act upon it, 

with the resulting audit trails making it possible to investigate activity/users when required.  

Based on the final sub-principle, systems should include measures to ensure the availability of data, 

which can be achieved through redundant storage and extensive backup systems. While ensuring 

that the backup system complies with the GDPR. Through these methods, the chance of data 

becoming inaccessible due to systems becoming unavailable is significantly reduced. Data should 

also be processed in a way to benefit from the data while the raw data is not accessible anymore, as 

keeping healthcare data for a longer time increases the risk to privacy 

The principle of Interoperability is focused on ensuring that digital resources can be exchanged and 

used across different systems and applications. Allowing two or more systems, applications, or 

services to communicate, exchange data and use the data that has been exchanged. A common 

standard relating to how data is stored and defined allows for data sharing between different 

organizations and stakeholders. 

• Principle I1. (meta)data use a formal, accessible, shared, and broadly applicable language for 

knowledge representation. 

• Principle I2. (meta)data use vocabularies that follow FAIR principles 

• Principle I3. (meta)data include qualified references to other (meta)data 

Based on these sub-principles, systems should ensure that they are using a shared vocabulary so 

that the information within systems can be shared without the need for data transformation and 

other methods to convert the data into the required format. Which needs to be an established 

standard that all organizations are or will start using in the future.  

In the context of Dutch healthcare data, interoperability is essential for ensuring that the data is 

secure and confidential. To ensure that the data is secure and confidential, the standards for 

interoperability must comply with Dutch data protection laws. The standards for interoperability 

must also take into account the responsible use and sharing of data. Full interoperability is difficult 

to achieve as it requires not just the current system to adhere to the FAIR principles, but all others as 

well. Otherwise, data is still not interoperable. 

The principle of Reusability is focused on enabling organizations to reuse digital resources, 

processes, services, and components to generate new knowledge or apply this data in service of 

creating new applications and services. Improving the ease or reusing of data, encourages 

collaboration and reduces duplication of efforts. The various sub-principles that make up this 

principle have been listed below. 

• Principle R1. meta(data) are richly described with a plurality of accurate and relevant attributes 

o Principle R1.1. (meta)data are released with a clear and accessible data usage license 

o Principle R1.2. (meta)data are associated with detailed provenance 

o Principle R1.3. (meta)data meet domain-relevant community standards 

For the reuse of data, anyone interested in using this data must have a clear description of the data 

to ensure that the data is relevant to their task, that the data is allowed to be reused, and under 

what conditions the data is allowed to be reused as well as who to credit is data is ultimately used to 
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support any process or investigation [53, p. 14]. From the example of the unwillingness to share data 

with the academic world, the reusability aspect should focus on the specification of the conditions 

under which reuse is acceptable and the form in which data can be shared without endangering the 

rights of the data subject. This can be supported through the use of techniques such as ‘Data visiting’ 

and ‘Federated Data’, which will be introduced later in this Section. 

2.2.2 Data Federation 
Using FAIR, organizations can benefit from data from across their entire organization, while not 

having to transfer their data to central locations. This is achieved through a federated approach to 

data management, called data federation, that combines autonomous data stores to form one large 

data store. Based on the concepts of ‘data virtualization’, ‘Heterogeneous set of data stores’, 

‘Autonomous data stores’, ‘One integrated data store’, and ‘On-demand data integration’ [54]. 

The concept of data virtualization refers to a data management approach where data can be 

retrieved and manipulated without requiring information about the data, specific formatting, or the 

location where it is physically stored. Data is accessed in real-time but is not moved or changed in 

any way.  This is in contrast to a traditional Extraction, transformation, and Load approach, where 

data needs to be extracted from their database, transformed, and cleaned into a common format 

that removes irrelevant entries, and then loaded into a database. As no data is moved or duplicated, 

this significantly reduces the potential for data duplication errors. And as not all data needs to be 

stored at a singular location, this reduces the impact of a personal data breach if it were to occur. 

The concept of a Heterogeneous set of data stores refers to the concept that this approach should 

make it possible to combine data from various data stores using different storage structures, 

different access languages, and different APIs. Users should be able to access different types of 

database servers and various file formats.  

The concept of Autonomous data stores refers to the fact that while different data stores need to be 

able to form one large data store, it remains important that they can operate independently. If data 

stores can’t operate independently anymore, while data may not be physically located in the same 

location, a centralized database has been constructed instead of a federated one. This is important 

in the healthcare sector as clinics, hospitals, and other healthcare locations need to remain 

independent entities. Only when data needs to be accessed by a different entity should the data 

federation system approach be (required to be) used. 

The concept of one integrated data store refers to the concept that no matter where or in what 

format data is stored, it should be returned to the user as a single integrated data set. As data could 

have been stored in various formats and methods, data federation requires data to be transformed 

into a common format, so that this data can be used. And as long as this step is taken at the end, the 

actual storage of data does not have to align with this common format. However, to ensure the FAIR 

principle of interoperability, the focus should be on creating and applying common standards 

between all data stores. 

The concept of on-demand data integration refers to the fact that when a user requests data, this 

data is not combined beforehand in any kind of system, but is instead retrieved and combined at 

that moment. And when this data is requested, it does not modify the original data in any way, 

which remains at its original location, in its original format. 

This data management approach can also be extended to not just giving access to the data itself, but 

to limit access to only the results of each data query and combine this in a single result. For instance, 
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when information about the number of items matching a query is required, or when a distribution of 

data needs to be created, it isn’t necessarily required to see or have access to this data. With data 

federation, the results from each data repository could be shared and then combined into a single 

source. Which achieves the same result as having access to all data, while maximizing the privacy 

and security aspect. 

In the context of this case study and the healthcare sector in general, this data approach is 

particularly interesting. The GGD already consists of many individual organizations, each doing a 

similar job with results that need to be combined between all of them. As this structure matches the 

separation of health facilities in different countries in the VODAN AFRICA project, where data 

federation is already being applied [55], data federation might be able to be directly applied to the 

GGD too. 

2.2.3 Data Visiting – Personal Health Train 
In traditional healthcare-related scientific research, when data from different sources and/or from 

multiple countries is required, individual registries would be asked to share their data which would 

then be brought together in a central repository. However, this method results in “a lot of double 

work in maintaining the various resources”, “synchronization issues with resources that were 

already there” and “legal constraints” that inhibit the sharing of data across national borders. 

The FAIR guidelines, in combination with the previous aspect, address this problem using a data-

visiting approach. In a data-visiting approach, applications containing questions and algorithms are 

sent to the data source, instead of data being sent to the user [56]. A currently used data visiting 

approach in the GO FAIR organization is the Personal Health Train (hence ‘PHT’) [57], designed to 

improve the use and reuse of health data by enabling healthcare professionals and scientific 

researchers to be able to work with health data from various data sets. Which can also “give 

controlled access to data, while ensuring privacy protection and optimal engagement of individual 

patients and citizens” [58].  In addition to this, the VODAN Project also makes use of this approach 

for medical decision-making as a non-scientific activity. 

The rest of this section will discuss numerous benefits related to the data visiting approach, 

especially regarding controlling access to data and the ability to display data in a more secure form 

compared to the data being processed. These are in addition to the benefits stated by the creators 

of this approach, such as avoiding double data entries and ambiguity, and through the principle of 

interoperability, standardization of the dataset already stated in its design [58].  

In contrast to an approach where data files are being shared, which would lead to the organization 

losing control over their data, an organization that uses the data visiting approach will always have 

full control over how much of their data is being made accessible to other entities. It also gives the 

possibility to revoke this access in the future, something which can be negotiated by contract with 

traditional data sharing but leaves the organization with no guarantee that this data will never be 

accessed again. With the combination of a logging system, a Dutch requirement under the NEN 7513 

when processing medical files, this approach ensures that it is possible to keep a log of every single 

interaction with the data, which would have been impossible when individual files would be shared.  

Another advantage of this approach is that while data files that are being shared can be outdated, a 

real-time data connection with the actual data source cannot. Using the data visiting approach it can 

always be assured that all information is the most up-to-date, which ensures that errors are 

corrected when they are detected and that the latest entries are included. It can even allow for most 
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GDPR data ownership rights to be followed as instead of needing to change already shared data files, 

changes can now easily be made in real-time. 

Another advantage of this approach is the fact that it allows for data shown to the user, and data 

used in the calculations to be different from each other. This can be used when there is an additional 

need for privacy and/or security, where it would not be allowed to share certain data, but it would 

be allowed to share a transformed version of the data. Following this process allows for academic 

research on data that would normally never be accessible to researchers due to various reasons. And 

all of this without compromising the privacy or security of the data subject. 

2.2.4 Machine Accountability and Metadata 
The previous elements, and FAIR in general, rely on well-structured metadata that covers not only 

what type of data is stored but also describes when and for what purpose data may be accessed, and 

most importantly it connects to, ideally, an already existing vocabulary that can be used to combine 

data from various sources, even if the exact format varies among these sources. Without this 

metadata structure, a FAIR architecture would not function. 

Based on the first principle of Interoperability, all digital resources need to be accessible using a 

common language. The exact language is not important, as long as it is a common one shared 

between all organizations. However, benefiting from an existing standard may be easier than 

creating a new one and convincing others to use one. The VODAN-Africa Project uses a mature 

standard called Simple Knowledge Organization System (hence ‘SKOM’), to produce the vocabulary 

that references these digital resources, which is then connected to a CEDAR template that connects 

these digital resources to a formal definition for each entry [59, p. 4]. This metadata is represented 

in JSON-LD, as well as Resource Description Framework (hence ‘RDF’) triples [60].  

An example of this can be seen in Figure 1 [61]. The identifier column contains the formalized 

definition that is shared between all organizations giving access to their data. The skos:prefLabel 

contains the internal label as it is mapped to the identifier. The rdf:type column contains the type of 

data the digital resource is. The rdf:label contains the label that will be displayed in the internal 

system. The skos:definion@en column provides an English definition of the digital resource. Using 

this structure, it becomes possible to ensure that organizations are talking about the same concept, 

independent of the structure that is stored in, the location, and the language that is used. 

 

2.3 Overlap and Distinction between FAIR and the GDPR 
As the GDPR is a legal requirement, the FAIR standard by definition needs to be GDPR compliant if 

European personal data is being processed. If this is not the case, then the FAIR standard may not be 

used at all, at the threat of significant fines. By comparing the concepts of both FAIR and the GDPR, 

this section will explain why FAIR has the potential of improving GDPR compliance, while it should 

Figure 1 - Example of a Machine accountable Metadata structure 
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still be noted that FAIR is not GDPR compliant by default. It relies on organizations applying FAIR in a 

GDPR-compliant way. 

The principle of data minimalization can be achieved with FAIR, however, this is not by default nor is 

FAIR able to cover the entirety of the data processing processes to be able to ensure data 

minimalization. With FAIR, organizations can adhere to data minimalization by carefully selecting 

which data will be made accessible to other entities, or even to themselves, which complies with the 

principle of data minimalization. However, this relies on the organization following this process in a 

GDPR-compliant way, the technique itself doesn’t ensure compliance, but a correct implementation 

of the technique does. As FAIR does not cover the way information is collected, only the way that 

data is stored and made accessible, it also can’t ensure that only information that is required for a 

specific purpose will be collected.   

In addition to only providing access to specific data, data minimalization is also achieved using the 

federated data concept. As data can be accessed in real-time, over multiple sources, it is no longer 

required to store duplicates of information in a centralized location. There is also no need to store 

the information in a different, more common form, in addition to the original data. This reduces the 

amount of data that is stored about a data subject, without impacting the use of the data. However, 

queries likely need to be stored to record what was done with the data, which would increase the 

amount of data stored about the data subject. Although to a much lesser extent than any kind of 

data sharing approach, where actual databases are sent to different locations.  

The various data ownership-related rights that data subjects have under the GDPR can also be 

achieved with FAIR, serving as an improvement over the current situation. With a data visiting 

approach instead of a data sharing approach, organizations always remain in full control over their 

data. As a result, it becomes significantly easier to share all related data to the data subject, 

including who accessed the data and for which purpose, as they aren’t required to consult other 

organizations anymore. It also becomes far easier to adjust an entry or delete it in its entirety or 

restrict forms of access as it does not require making changes to data files that were already shared. 

Changes are easily made at their organization, which then apply to anyone given access to their 

data. The interoperable structure of data would also make it easy to follow the right to data 

portability. The only possible problem with this approach is that it does not address the fact that 

organizations are unwilling to give access to their data for fear of liability or violating the GDPR, it 

only makes it safer to do so. 

The principle of “privacy by design and by default” can also be achieved with FAIR, however, it 

depends on its implementation. The federated data approach reduces the number of locations 

where data is stored and would prevent the need for a centralized data store with a large amount of 

information, but it still requires each data store connected to the federated data network to take 

appropriate security measures. The data visiting approach eliminates the need to share data files to 

give access to data, but it does not prevent malicious actors from accessing information if the 

organization that received access to data is compromised themselves. And if more access to data is 

given then would be warranted, the system would still be regarded as incompatible with the 

principle of “privacy by design and by default”, even though the design of the system can limit access 

to data.  
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3. Methodology 
The methodology for this thesis has been separated based on the four sub-questions of the main 

research question. Sections 3.1 to 3.4 describe in detail how each of these sub-questions was 

answered, including how each data source was used to gather a certain type of information. 

An overview of these sections has been included at the end of this Section, depicted in Table 1 to 

Table 4. Each table corresponds to a research objective, matched with the corresponding research 

question. Including the data type of the sources used for information. The final column evaluates 

each source on its reliability, representativity, and validity. 

3.1 Problems that inhibit GDPR compliance in a crisis situation 
To investigate the various problems that inhibit GDPR compliance in this case study into the corona 

systems of the GGD, the most valuable source would normally be the various DPIAs created for the 

various systems. However, these sources were not able to be properly used. The DPIA for CoronIT 

was not continuously updated throughout the development process, with the latest version being 

updated last somewhere between the start of 2020 and November 2020. While risks and mitigation 

methods were stated, including the estimated risk level for the data subject, these methods were 

not implemented yet at the time of the creation of this report. Which makes it difficult to evaluate 

the system as it was actually implemented. HPZone and HPZone Lite, the other two systems 

evaluated as part of this case study, have not had a DPIA created as part of their development 

process. There is a DPIA that was created at one GGD sub-organization after the data leak had 

occurred, however, this document already took into account certain improvements that were made 

and does not represent the state of the system as it was before the data leak. Therefore, other 

sources of information were required to be used. 

For this research objective, it is more important to determine which problems have occurred in 

which areas instead of determining the exact number of violations. The data required to determine 

how many times an article has been violated will likely either not exist or will not be accessible, even 

to the government itself 

This investigation consists of information gathered from a comprehensive media investigation 

covering reporting about the GGD and the various systems used during the Covid-19 pandemic, as 

well as governmental documentation about and governmental investigations into this matter, as 

well as correspondence with governmental personnel and originations and an in-depth interview 

with two individuals closely involved in this case when they were active on the management level of 

one of the GGDs during the early stages of the pandemic.  

Multiple different sources of information were used to apply data triangulation, with each source 

having some kind of drawback. The media investigation is unlikely to cover all information, as media 

items have to be newsworthy and generally do not go into detail. Governmental documentation 

meanwhile is comprehensive but depends on the areas that have been investigated and is limited to 

what has been made accessible to the public or requested by WOO requests. The WOO requests I 

submitted are based on a lack of information in areas I am aware of, however, other useful 

information may exist in areas I wasn’t aware of. Governmental correspondence has been used to 

find information that was not directly publicly available but depends on what other information has 

been gathered to be able to ask detailed questions and it depends on the organization's willingness 

to answer. The in-depth interview offered valuable insight into the inner workings of the GGD, but 

this view in one of the GGDs may not apply to the other GGDs in other regions. However, all sources 
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combined should give as clear a view of the systems used by the GGD as possible for any 

independent governmental investigation. 

To aid this investigation, a timeline of events related to this case has been established. Which is 

listed in Section A4 of the appendix. The timelines consist of events related to the Covid-19 

pandemic in general, as well as information related to the GGD, data breaches, the development of 

systems, and the governmental response to the various issues. 

3.2 Governmental personnel response to the lack of GDPR compliance 
To investigate this research question, I attended two governmental conferences related to ICT 

projects and Data management. Where I participated in various presentations and panels as well as 

conducted informal interviews of various lengths. These conferences offered the opportunity to 

approach many individuals involved in a high level of government in an informal setting, from a 

variety of different ministries and departments. Individuals in general were very approachable, only 

limited by the amount of time.  

However, most interviewees have been cited anonymously. This allows all interviewees to speak out 

without fear of repercussions, as all interviewees are individuals currently active in various 

governmental organizations. An open interview could influence their willingness to answer questions 

truthfully and/or in full. Every interviewee was made aware of these conditions and based on this, 

some of them were willing to be cited by name. However, it cannot be determined if some 

individuals would still be inclined to not speak out for fear of repercussions.  

The first governmental conference was iBestuur 2022, the largest convention of top-level 

governmental employees and organizations involved in the digitalization of the Dutch government. 

Topics discussed during this conference were among others, the digital transformation and the 

relationship between the government and society, and societal challenges related to IT and 

cybersecurity. Including talks from Hennie Brands, CIO of the Ministry of Justice and Security, Paul 

van Kruistem, CIO of the National Coordinator for Security and Counterterrorism, Alexandra van 

Huffelen, Secretary of State of Kingdom Relations and Digitalization, and Ron Roozendaal, the 2022 

Deputy Director General on Digitalisation and former CIO of the Ministry of VWS. At this conference, 

I was also able to speak with the highest-ranking governmental individual in this area, the Secretary 

of State of digitalization, Alexandra van Huffelen. 

The second conference was a conference organized by the Ministry of Justice and Security and 

primarily focused on the various organizations that fall under the umbrella of this same ministry. 

Informal interviews with the various organizations in attendance gave an overview of data security 

standards throughout this ministry. Of special note is the informal interview with the Chief Data 

Officer of the Ministry of Justice and Security, Ronald Damhof, which offered specific security 

measures related to information access by employees. I also participated in a panel led by Ronald 

Damhof, which connected a dozen professors, legal experts and leading governmental employees on 

the matter of data standards and academic research.  

3.3 Specification and Requirements of the architecture 
To determine the specification and requirements of what is required to successfully manage 

projects, the findings from the previous two research questions have been combined with two 

interviews. The first research question indicated various points of failure in the GGD case, which was 

taken into account for the new architecture model. The second research question indicated some 
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more general issues in governmental project management and various methods that were already in 

use. This information was then used as a basis for the questions for the following interviews.  

The first interview was an interview with Mustafa Kedilioglu who is a program manager in the 

Ministry of the Interior and Kingdom Relations. Of particular interest was his role as project manager 

for the Corona Melder App, discussed in Section 4.6, which was an investigation by the government 

to draw lessons from to be applied to governmental IT development in other projects. The goal of 

these interviews was to gain practical knowledge related to ICT development. Which includes 

determining the existing architecture that is already used by the government in a crisis. As well as to 

gain knowledge about project management in governmental projects and identify where 

improvements can be made. As the result of this thesis would be implemented by project managers, 

this information is of significant importance. 

The second interview was part of an interactive day where I joined Ron Roozendaal during his 

activities as the 2022 Deputy Director General on Digitalisation. Both his current function and former 

function as CIO of the Ministry of VWS were very valuable for this thesis. In his position, as Deputy 

Director General on Digitalisation, he was involved with improving the digital aspects of the Dutch 

government, which is closely related to my thesis topic. In his former position as CIO of the Ministry 

of VWS, he was closely involved with the various systems developed and used at the GGD, including 

CoronIT, HPZone, HPZone Lite, GGD Connect, the Corona Check app, and the Corona Melder app. 

However, the development of at least CoronIT and HPZone (Lite) was led by GGD GHOR. Due to his 

high position in the Dutch government and close relation to the case, this interview had significant 

value. And it was also relevant for establishing the difference between the management of projects 

at a project manager level and the top level of an organization. 

3.4 FAIR-based architecture  
This architecture aims to create a solution based on the FAIR guiding principles that address the 

challenges faced by the Dutch government in managing healthcare data, in a crisis situation. 

Elements from the previous research question have been examined to determine if they could be 

improved by introducing concepts from the FAIR guiding principles. These principles have also been 

extended with concepts closely related to FAIR, as discussed in Section 2.2. The VODAN-AFRICA 

project has been used as an inspiration for this architecture, particularly in terms of data visitation 

and federated data management, as well as their accessibility scheme. This project is of particular 

interest to this architecture as it is a mature FAIR-based project, working with Covid-19 healthcare 

data. 

To ensure that the architecture is usable for the Dutch government, it is important to consider the 

existing governmental architecture and initiatives related to this area. Additionally, the final solution 

should be highly customizable and not reliant on advanced technology, as it will need to be applied 

in crisis situations. A participatory approach has also been taken in the development of this 

architecture, involving the discussion of elements of FAIR and the FAIR-based architecture with 

various governmental employees, such as project managers, a data protection officer, and high-level 

government officials in the area of data management and FAIR experts. The most notable FAIR 

experts I have spoken to are my first supervisor Prof. Dr. Mirjam van Reisen based on her experience 

with FAIR Data Science and her involvement with the VODAN-Africa project and my second 

supervisor Dr. Katy Wolstencroft based on her experience with semantic data and knowledge 

integration for biomedical data science, with a particular focus on FAIR.
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Table 1 - Data Collection and Data Analysis Overview – Research Question 1 

Research Objective Research Question Data Type Data Sources Data Reliability, Representativity, and Validity 

Investigate what problems can 
occur in governmental 
healthcare systems that impede 
GDPR compliance in a crisis 
situation  

Which problems can 
occur that impede 
GDPR compliance in 
governmental 
healthcare systems in 
a crisis situation?   

Secondary – 
Public Records 

Data Protection Impact 
Assessment (WOO) 

• Reliability:  Expected to be moderate-high 
o While the information from secondary sources should give an accurate view of the 

situation, it is important to note that these are only public records. It is possible, likely 
even, that information listed here is incomplete.  

o ‘WOO’ requests were used to request information to be made part of the public record, 
but for these requests, you need to know what to ask for. Which makes it possible that 
some additional information remains inaccessible. 

o As this is a situation that is currently still ongoing, it is possible that new articles will be 
released, resulting in slight differences depending on when an investigation was started. 
Articles might also be missed. However, this should not result in a significantly different 
outcome. 

 

• Representativity: Expected to be low-moderate. 
o There is a major problem in ICT in government in general, leading to widespread project 

failure, which will likely be present here. 
o While the results are specific to this single case, it may be possible to identify issues that 

other health data handling organizations may also have 
o As the pandemic is an unprecedented situation where the government had to act quickly, 

its possible mistakes were made due to the speed instead of a systemic issue 
o Even in the context of this case, the information gathered might only reflect the results of 

that specific region instead of the overall project. 
 

• Validity: Expected to be high. 
o As any violation of the GDPR is a result of an area that is not in compliance, validity in 

determining areas that aren’t compliant is high 
o The combination of public information, media articles, and correspondence should be 

enough to get an accurate view of the situation.   
o The difficulty is in determining if areas are fully compliant with the GDPR. As it might only 

be a result of the information being incomplete or region-specific 
 

Project Tender 

Documentation by 
parliament 

Documentation by the 
data protection 
authority, the AP 
 

Secondary – 
Other 
Material 

Newspapers 

Correspondence with 
supervisory 
organizations 

  Interviews – 
Semi-
structured 
 

Management-level 
personnel from the 
GGD  
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Research Objective Research Question Data Type Data Sources Data Reliability, Representativity, and Validity 

Determine the reasons 
problems in governmental 
healthcare systems occur 
according to the governmental 
personnel involved with these 
systems 

What are the reasons 
problems in 
governmental 
healthcare systems 
occur according to 
governmental 
personnel involved 
with these systems? 

Interviews - 
Informal 

iBestuur 
conference 
attendees 
 

• Reliability:  Expected to be High 
o Due to the number of people being interviewed, findings should be reliable and cover a 

significant extent of the problems in governmental systems 

• Representativity:  Expected to be High 

o As these questions are related to the general problem, instead of being related to the 

case, answers should be representative of the general problem 

o The problems in the case may occur due to different reasons than the reasons for the 

general problem. 

• Validity: Expected to be moderate-high 

o While the interviews will be anonymous, it’s still unlikely that all individuals will be 
entirely honest in interviews due to fear of repercussions 

o Interviewing a variety of individuals should indicate the dominant view 

   Ministry of Justice 
and Security Data 
conference 
attendees 

 

Table 2 - Data Collection and Data Analysis Overview – Research Question 2 

Research Objective Research Question Data Type Data Sources Data Reliability, Representativity, and Validity 

Determine the specifications 
and requirements of an 
architecture that can be used in 
governmental healthcare in a 
future crisis situation, in 
relation to the GDPR 

What are the 
specifications and 
requirements of an 
architecture that can 
be used in 
governmental 
healthcare in a 
future crisis 
situation, in relation 
to the GDPR? 

Secondary– 
Public Records 

Published Literature • Reliability: Expected to be high 

o As interviewees are currently active in the field of project management, I expect that 

findings should accurately reflect what’s needed to successfully develop projects  

• Representativity:  Expected to be High 

o As the specifications and requirements are related not only to the case study but to the 
general situation as well, answers should be representative of the general situation 

• Validity:  Expected to be Moderate-High 
o As this objective is not related to any project failing, it is unlikely that people will not be 

truthful with their answers. 
o However, there may be contrasting views on exactly which changes need to be made to 

successfully manage projects 
o Therefore, the specifications and requirements may vary from person to person, which 

should be mitigated by doing several interviews 
 

Interviews – 
Semi-
structured 

Governmental 
personnel experienced 
in Project 
management 

 

Table 3 - Data Collection and Data Analysis Overview – Research Question 3 
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Research Objective Research Question Data Type Data Sources Data Reliability, Representativity, and Validity 
 
Develop a FAIR-based 
architecture that can be used to 
develop governmental 
healthcare systems in a crisis 
situation 

 
How can a FAIR-
based architecture 
for IT development of 
governmental 
healthcare systems in 
a crisis situation be 
developed? 

 
Secondary– 
Public Records 

 
Published Literature 

• Reliability: Expected to be Medium 

o There is a lot of potential for different designs, although they might be equally valid 

o The interview(s) for this research question doesn’t have to be anonymized. The same 

questions could be asked to the same people generating the same answers. However, 

differences will still occur due to information generated from where the discussion leads 

based on those questions 

 

• Representativity: Expected to be High 

o For both the creation of the architecture and to see if it complies with the GDPR, it’s 

necessary to do a careful review of the literature. These are both limited by their 

respective age, resulting in less academic information published in these areas. However, 

general conclusions should be able to be made. 

o The architecture will relate to governmental healthcare systems in a crisis situation as a 

whole, instead of only the case study 

 

• Validity: Expected to be Moderate 

o There is currently no real usable framework with compliance with GDPR with current 

technology so there isn’t much to compare to. 

o FAIR has only existed since 2016 

o Given that the architectural framework based on FAIR is more generalized than the GGD 
case, interviews with experts should result in a model that satisfies the research objective 

Interviews – 
Participatory 
Design 

Governmental 
personnel experienced 
in Project management 

FAIR experts 

Table 4 - Data Collection and Data Analysis Overview – Research Question 4 
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4. Context 
Governmental IT in the Netherlands has been a concern for the past decade and the implementation 

of the GDPR has added further complications, as highlighted by the Autoriteit Persoonsgegevens 

(hence ‘AP’) and the Bureau ICT Toetsing (hence ‘BIT’) / Adviescollege ICT (hence ‘AcICT’).  The GGD, 

a unique federated semi-governmental organization that combines regional organizations, with 

complete autonomy in their region, to operate on a national level, serves as an interesting example 

for the case study. The GDPR's requirements and regulations, including the Data Protection Impact 

Assessment, will be taken into account in the analysis of the GGD's IT systems. 

Additionally, the corona systems utilized by the GGD are not one-of-a-kind. In a typical scenario, 

vaccination programs would be supported by Praeventis. Therefore, it is relevant to have an 

understanding of this system and why it was not selected for use in the Covid-19 pandemic. In 

response to the pandemic, another system called the Corona Melder App was developed, which did 

not exhibit flaws that will be discussed in this thesis. Rather, it was stated to serve as an example of 

how government IT projects should be developed. Although it should be noted that this system was 

primarily automated, with little to no human involvement in processing personal data. 

4.1 State of governmental IT in the Netherlands 
The Dutch government has faced major problems for the past decade due to a shortage of internal 

IT personnel and the resulting lack of in-house ICT knowledge. In the future, this issue is expected to 

become even more pronounced due to both the need to expand the government's IT workforce and 

the need to replace staff members who are retiring [62]. To further investigate this, the Dutch 

government conducted a parliamentary inquiry in 2014 to investigate the failures in governmental 

ICT-project development, led by the commission Ton Elias [63]. This inquiry aimed to identify 

common threads and patterns of errors to provide solutions and prevent such mistakes from 

occurring in the future. As the most recent in-depth investigation on this subject, it is regarded as an 

important benchmark by and for the Dutch government. 

The overall ICT organization in the central government was found to be chaotic and opaque, with 

fragmented and unclear tasks and responsibilities. The interests of key players in ICT projects often 

diverged, and the national government lacked control over the cost, time, and outcome of these 

projects. The current culture surrounding ICT projects in the national government is also 

unsustainable. On the one hand, there is an over-enthusiasm for ICT, in which it is seen as a solution 

to all issues. On the other hand, the House of Representatives often calls for policies without 

considering the technical feasibility of their implementation. As a result, ministers often commit to 

implementing these policies without considering whether they are technically feasible. 

This situation is made worse by the fact that the national government often ignored the expertise of 

ICT suppliers, even though the government's ICT knowledge is insufficient. When suppliers do warn 

the government about potential problems, their warnings were often not taken seriously. 

Parliament, meanwhile, fails to fulfill its oversight role due to a lack of interest and expertise in ICT. 

This lack of effective oversight leads to a significant waste of taxpayer funds. While it is not possible 

to determine the exact amount that has been wasted on ICT projects since 1995 (the last time a 

financial overview of ICT costs was conducted), experts estimate that the waste could be as much as 

1 to 5 billion euros per year. 

To address these problems, the committee recommended the creation of a temporary ICT 

supervising agency. This agency should be small and decisive, and its employees should be 

independent experts who can evaluate the chances of a project's success based on their knowledge, 
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experience, and expertise. They should be able to provide advice on changes that could increase the 

success and effectiveness of a project, and they should have the authority to decline a project if it is 

deemed unnecessary or unlikely to succeed. 

According to this committee, it would not be possible to completely solve all of the problems with 

the current system. Although a few well-designed and consistently implemented organizational 

measures could address a significant portion of the identified issues. However, if only some of the 

recommendations are implemented, the committee expected that the government will continue to 

struggle with ICT and waste taxpayer funds. 

In the context of a different project, Ton Elias commented on this subject again in 2022 [50]. 

According to Elias, the ICT authority established to ensure that ICT projects met basic requirements 

was often bypassed and not independent enough to “effectively monitor and block misguided plans 

from the House of Representatives” [50]. Furthermore, Elias reported that the House of 

Representatives did not act upon the reports issued by this authority. As an example of this lack of 

progress, Elias cited the development of software for online video conferencing, which was given to 

a foundation created by a public official involved in the project without a public tender, at a cost of 

nearly 900,000 euros. 

4.2 Bureau ICT-Toetsing / Adviescollege ICT 
In response to recommendations from the parliamentary inquiry stated in Section 4.1, a temporary 

ICT supervising agency called the BIT was established. Based on the specifications stated in this 

inquiry, the organization was designed to be completely independent, operating as an extension of 

the Ministry of Internal Affairs. The organization itself consisted of a "Bureamanager" who approved 

reports, and a small team of permanently employed experts and temporary experts from the 

government and public sector as needed [64].  

The agency's primary function was to analyze the probability of success for ICT projects and provide 

recommendations for changes. Importantly, all reports produced by the BIT were made public, 

providing transparency in government projects. An ICT project was defined as any project with an 

ICT component valued at 5 million euros or more and must be for a Ministry, an independent 

administrative body [65], the Council for the Judiciary, or the national police. The increased 

transparency provided by the BIT's public reports led to improved decision-making, as members of 

parliament used the information in the reports to inform their decisions. The reports also provided a 

third level of oversight for issues that were not identified during the initial and second checks. 

A major challenge in evaluating projects is the requirement that the BIT can only examine a project if 

the minister in charge reports the project to the organization, or if it is requested by parliament. 

Legally, ministers are obligated to do so, but there is no penalty for failing to report a project. In 

practice, this means that not all projects that meet the requirements are reported. The advice given 

by the BIT is non-binding but is nearly always followed in practice, as the failure of a project after 

ignoring advice that could have prevented it is a politically sensitive situation. According to an 

evaluation of the organization, 65% of the bureau's advice is followed to the letter, while 35% of the 

advice is partially followed [66]. 

4.2.1 Political involvement 
The effectiveness and power of the BIT are a major concern for high-ranking government officials. 

[67]. The organization was initially established because civil servants and politicians are unable to 

critically evaluate their own projects, and the BIT has proven to be a highly critical organization, 
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sometimes recommending the complete shutdown of major projects. A former high-ranking 

government official stated that "every project that has been stopped results in a high-ranking official 

with a blemish on their career, and the more projects that have been stopped, the greater the 

administrative opposition." [68]. 

At first, this opposition was limited to delayed payment of bills and minor disruptions to work, but in 

late 2018, Secretary-General Maarten Schurink of the Ministry of Internal Affairs attempted to 

interfere with an independent report on the effectiveness of the BIT, which he deemed too positive. 

As the organization was only established for a temporary period of 5 years, this report would play a 

significant role in the decision to make it permanent. It is also not uncommon for ministries to try to 

influence independent reports, as seen in the political involvement at the "Wetenschappelijk 

Onderzoek- en Documentatiecentrum" (Scientific Research and Documentation Center), which is 

supposed to conduct independent scientific research. [69].  

Based on this conclusion and correspondence with other government officials, Secretary of State 

Raymond Knoops of the Ministry of Internal Affairs reported to parliament in March 2019 that he 

would not draw conclusions from the independent report, and instead conduct their own 

investigation [70]. As the initial term for the BIT was only 5 years, ending at the start of 2020, this 

investigation would likely not be completed before the organization would need to be disbanded, 

although the deadline was later extended to the end of 2020 [70]. 

Based on the significant political involvement and the continued need for the BIT, it was decided in 

2021 to make the organization permanent and rename it the "Adviescollege ICT Toetsing". However, 

there was no or no significant increase in either their budget or their number of staff. This shows the 

importance of the organization, while the lack of additional funding may indicate that not all issues 

have been resolved. 

4.2.2 Evaluation of the organization 
Since the AcICT has been made permanent, it has replaced a significant fraction of its board 

members in a short amount of time. Which could lead to a loss of organizational knowledge and 

negatively impact the effectiveness of the organization. At the beginning of 2022, the AcICT 

consisted of a chairman and two out of four positions being filled. In June 2022, these remaining two 

positions were filled [71]. On the 1st of January 2023, the chairman and one of the previous board 

members were replaced by two new individuals [72]. As a result, none of the original members of 

the BIT will remain.  

As of January 2023, these board members are supported by a total of 20 employees, divided over a 

secretary-director, a secretary, various ICT experts, and other support staff. The task of the board 

members is to validate the accuracy and completeness of any report that the AcICT publishes, as 

well as to give structure to investigations and point it in directions that have not been covered yet 

[73]. Given that all board members currently hold numerous additional positions, this might impact 

the number of projects that can be evaluated [74]. 

In 2022, out of the 138 projects that meet the requirement of having an ICT component valued at 5 

million euros or more, the organization has been able to finish evaluating 11 of them, with 6 under 

investigation. Previous years' output can be seen in Table 5 [75], which suggests a significant lack of 

capacity in the organization. With most requests unable to be reviewed. The Ministry of VWS in 

general has a very low number of projects being evaluated by the AcICT, with an overview of all of 

the ministries being depicted in Table 6. Notably missing any projects in 2021, during the pandemic. 
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Given that the projected cost of the 138 qualifying and currently active projects is 6.203.340.000 

euros [76], and that many projects are unable to be evaluated, it may be necessary to significantly 

increase the size of the organization. While an interview with an employee of the AcICT [73] and the 

Secretary of state of Digitalization, Alexandra van Huffelen [77], both stated that a sample-based 

approach would allow all projects to benefit from the results of published reports, this only covers 

one of the two primary aims of the organization. The first aim is to improve the management of 

governmental projects with a large ICT component in general, but the second aim is focused on each 

specific project. As their task is to provide advice on changes that could increase the success and 

effectiveness of a project and have the authority to decline a project if it is deemed unnecessary or 

unlikely to succeed. 

Given the fact that the AcICT is named as a highly effective organization and the fact that it is 

significantly cheaper to either change or stop projects at an early stage, it is likely that increasing the 

size of the organization to at least the point where they can evaluate all projects, they are legally 

mandated to, would result in a net saving instead of an increased cost. As many projects are either 

Requests 2015 2016 2017 2018 2019 2020 2021 Total 

Advice Requests 8 17 19 49 26 39 43 201 

Published advice 3 12 13 15 15 10 14 82 

Withdrawn 
 

2 1 
  

1 
 

4 

Denied 
   

6 5 33 27 71 

Table 5 - Overview of the Status of Requests at the AcICT 

Ministry of … 2015 2016 2017 2018 2019 2020 2021 Total  
2015- 2021 

General Affairs 0 0 0 0 0 1 0 1 

Interior and Kingdom 
Relations 

1 2 2 0 4 2 3 14 

Foreign Affairs 0 0 0 0 1 0 0 1 

Defence 0 1 1 2 1 1 1 7 

Economic Affairs and 
Climate Policy 

1 1 1 1 1 1 0 6 

Finance 0 1 1 1 2 1 3 9 

Infrastructure and Water 
Management 

1 0 3 4 2 1 3 14 

Justice and Security 0 2 0 2 1 1 1 7 

Agriculture, Nature, and 
Food Quality 

0 0 1 0 2 0 0 3 

Education, Culture, and 
Science 

0 1 1 1 0 0 1 4 

Social Affairs and 
Employment 

0 4 2 3 0 2 2 13 

Health, Welfare, and 
Sport (VWS) 

0 0 1 1 1 0 0 3 

Total 3 12 13 15 15 10 14 82 

Table 6 – Overview of the Number of Requests per Ministry 
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completely changed [78] [79] or stopped [80] [81] by the AcICT this effect already appears to be 

present. The latest budget published for the AcICT is the budget for 2021, which was 5.4 million 

euros [59, p. 16], which is just 0.1% of the annual cost of the projects they are mandated to 

evaluate. And significantly less than the value of a single canceled project. Although it should be 

noted that due to the Covid-19 pandemic, the AcICT was unable to spend its full budget due to 

understaffing and Covid-19 reducing the amount of budget that would have been spent on 

employee training and education [75, p. 16]. 

This case study is another example of a project the AcICT was not involved in. This is even though the 

value of the tender for the project, as well as the later significantly increased budget, would likely 

qualify for the 5 million in ICT costs requirement, the nature of the data being processed, and the 

fact that a previous attempt to create such a system, the replacement for Praeventis discussed in 

Section 4.5, was heavily criticized.  A possible reason for this is that not consulting the AcICT would 

also prevent public scrutiny of the development process and security standards of the project. Or 

the fact that the Ministry of VWS tends to not report projects as they have among the lowest 

number of submissions in general. Or the fact that in other events related to corona, there is also a 

refusal to open themselves up to public scrutiny, even when ordered to by the court [82]. 

4.3 Autoriteit Persoonsgegevens 
The Autoriteit Persoonsgegevens is the Dutch Data Protection Authority and is responsible for 

ensuring that personal data is handled securely and responsibly in accordance with the General Data 

Protection Regulation. As an independent administrative body, the AP enforces the GDPR in the 

Netherlands and provides guidance and advice to organizations on how to comply with these 

regulations. However, the AP does not have the mandate to independently investigate matters. 

Instead, their investigations are initiated through reports from organizations, employees, or if a Data 

Protection Impact Assessment report containing high risks is issued by an organization and this 

organization chooses to involve the AP. The AP can also act in the event of becoming aware of a 

personal data breach that has not been reported, as this is a violation of GDPR. The nature of data 

breaches and the use of DPIA reports will be discussed in more detail in subsequent sections. 

While the AP has the responsibility for ensuring compliance with GDPR and is responsible for 

delivering sanctions, its power in ensuring compliance is limited. Taking action relies on the reports 

they receive and improvements rely on the degree to which their advice is followed. Even with close 

involvement, the AP has limited capacity and cannot constantly monitor all data controllers. The AP 

believes that companies and organizations are primarily responsible for complying with the rules for 

protecting personal data but acknowledges that high-risk processes may still occur [83]. In these 

cases, the AP may take enforcement action at its discretion. 

The effectiveness of the AP is further limited by a lack of manpower and other resources, which is a 

problem that may also be present within the AcICT. Research by KPMG on behalf of the Dutch 

government indicates that in order to fulfill its mandate, the number of AP employees needs to be 

increased from 182 in 2021 to 470 full-time equivalents (FTE) by 2025 [37]. However, it is important 

to note that due to the European Union's digital decade initiative [84], the AP's duties will expand to 

include several new data protection laws, such as the Digital Services Act, the Digital Markets Act, 

the AI Act, the Data Act, the Data Governance Act, and the Interoperability Act. This would suggest 

that an even further increase may be required in addition to the currently suggested increase. 
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While two separate motions to increase the AP's budget following KPMG's recommendations were 

approved by a wide majority in the parliament in February [85] and April [86] of 2021, the national 

government's budget for 2022-2023 [52] only provides a slight increase from the previous year's 

budget [87]. These figures for the period of 2021-2025 can be seen in Table 7.  

4.3.1 Data Protection Impact Assessment 
A DPIA is an instrument used to describe the data processing, assess the lawfulness of the data 

processing, determine the risks involved, and then take measures to prevent or reduce the possible 

negative consequences to an acceptable level. It is legally required to create a DPIA report and 

submit it to the AP if there is a probable high risk when processing the personal data for a given 

project.  However, this is not limited to “risks to the rights and freedoms of natural persons” [88, p. 

5]. In practice, the emphasis is often more on the risks for the organization instead. Examples of 

these are reputation damage, loss of customer confidence, loss of turnover, loss of market value, 

fines, and compensation/litigation costs [88, p. 5]. This thesis applies to public organizations; 

therefore, a loss of turnover or loss of market value does not apply. The term customer also does 

not apply in the traditional sense, while a service is still being received from the organization, an 

individual does not generally pay directly for the goods or service received. 

I interviewed a data protection officer (hence ‘DPO’) at one of the ministries to determine the 

effectiveness of this process and to determine the exact method by which the government creates 

DPIAs [89]. A DPO does not create the DPIA but is instead tasked with evaluating them. In his 

organization, DPIAs are created based on the NOREA DPIA framework, which describes exactly which 

steps need to be undertaken [90]. While the DPIAs that have been published about this case do not 

use this exact framework [91] [92], the content, as far as it was not blacked out, matches the 

content of this framework.  

A DPIA, based on the NOREA DPIA framework, consists of four sections. The first part is a systematic 

description of the (intended) data processing and the processing purposes. Which is a high-level 

overview of what the system's intended purpose is, as well as the scope and if new technologies 

need to be used. It also includes an overview of all data flows as well as which systems are involved 

in these data flows. It also needs to be stated which data is used and for which purpose. This data is 

divided into various categories, with some categories such as special personal data as specified in 

article 9 indicating a high risk [90, pp. 4-9]. The process owner is responsible for this section. 

The second section consists of an evaluation by the DPO. Which evaluates the stated reason for the 

processing of data from the previous part. A DPO also needs to determine, based on the principle of 

proportionality, whether the purposes of the processing are proportionate to the infringement of 

privacy of the person concerned. As well as if the rights of the data subjects are protected, which 

includes informing individuals about the data processing method, the right to give or deny approval 

for processing, the right to request information from the organization and the right to have this 

information deleted [90, pp. 10-12]. The DPO is responsible for this section. 

 2021 2022 2023 2024 2025 

Initial budget (2021) 26.274 25.075 25.076 25.077 24.946 

Renewed budget (2022) 26.257 29.020 34.478 37.829 40.694 

KPMG plan - 44.000 53.000 57.000 66.000 

Table 7 - Annual budget of the Autoriteit Persoonsgegevens (measured in thousands of euros) 
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The third section consists of an evaluation of the risks that the system introduces.  However, there is 

no specific technique that must be used to do this. Although such an evaluation generally consists of 

three parts which are risk identification, risk analysis, and risk evaluation. Throughout this process, 

risk treatment is applied to plan and implement risk treatment methods to minimize the risk where 

possible. If after this process there remains a ‘high risk’ and the organization either does not or 

cannot take additional measures, the AP must be consulted before processing starts [90, pp. 12-19]. 

It is not stated who is responsible for this process.  

The fourth section is a legal document involving the various signatures of the actors involved in this 

process and the project in general. These are the previously mentioned process owner and the DPO, 

as well as a Chief Information Security Officer and the General Director/Board of Directors. The 

process owner signs that the information as described in the first part is correct and complete and 

that “organizational causes have been identified and the described organizational measures 

sufficiently mitigate the risks”. The DPO sings that the reasoning from part two has been found 

acceptable and that the most important risks have been identified. As well as that the DPO has been 

consulted and that his recommendations have been included in the DPIA. The CISO signs that “the 

described information security measures sufficiently mitigate the risks”, that he was consulted for 

his advice, and that his recommendations have been included in the DPIA. The director or board of 

directors signs that they are aware of the described remaining risks, that they have been accepted 

and that budget will be freed to implement the specified measures. [90, p. 20]. 

The DPO I interviewed however contrasts with this information. According to him, while a data 

protection officer is responsible for overseeing an organization's data protection strategy and 

implementation, he does not have the power to stop projects. While advice may be given, there is 

no requirement that this advice will be applied to the project. Neither is the DPO able to report 

projects to the AP. These decisions fall to the director or board of directors. Therefore, this DPO 

believes that DPOs and DPIA should not be expected to ensure that personal data is protected.  

However, as the DPO that was interviewed is employed at a different ministry than the Ministry of 

VWS, this is not a confirmation that the Ministry of VWS neglected the advice of their DPO. 

In the context of the Covid pandemic, the DPO repeatedly emphasized the fact that the decision to 

create a DPIA may not rely on its legal requirement alone. Based on the fact that no DPIA has been 

made for both HPZone and HPZone lite, he stated that this could be a political consideration in the 

name of public health. As such a document is a paper trail of an evaluation into the security of a 

system and if it were ever to become public that a system is not secure, this could have a significant 

effect on the willingness of individuals to interact with this system. Therefore, just because it is 

legally required to create a DPIA, does not necessarily result in the creation of one. However, as the 

DPO that was interviewed is employed at a different ministry than the Ministry of VWS, this is not a 

confirmation that this is the reason that no DPIA(s) was made. 

4.3.2 Personal Data Breaches 
The purpose of this thesis is to investigate the potential non-adherence of the corona systems used 

by the GGD to the General Data Protection Regulation and use this information to evaluate if a FAIR-

based architecture could be applied to improve compliance. In order to properly understand the 

implications of this research question, it is necessary to first define what constitutes a data breach. 

According to the European Commission, a data breach is defined as "a breach of security leading to 

the accidental or unlawful destruction, loss, alteration, unauthorized disclosure of, or access to, 

personal data transmitted, stored or otherwise processed” [31, p. 34].  The nature and severity of a 

data breach may vary, depending on the type and value of the personal data involved.  
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The number of reported breaches has remained relatively stable since 2018, after a major increase 

in this same year. These numbers have been visualized in Figure 2 [93]. There is however a 

significant change in the cause of these breaches. In particular, the number of breaches attributed to 

hacking, malware, or phishing has increased by 25% in 2019, 30% in 2020, and 88% in 2021, 

accounting for 9% of all reported breaches. Additionally, there has been an increase in the targeting 

of organizations that process large amounts of personal data, such as the GGD [94]. This trend 

highlights the need for organizations to prioritize the security of personal data to protect against 

potential breaches. However, the focus of this thesis is not on improving external security. 

The Netherlands consistently ranks among the top three European countries in terms of the number 

of data breaches reported. This is evident both in terms of the number of data breaches per 100,000 

people and in absolute numbers. In 2020, the AP received more data breach reports per 100.000 

people than the bottom 20 countries combined. And the AP received more complaints per 100.000 

people than the bottom 10 countries combined, with only the Irish supervisory organization 

receiving more complaints [95, p. 4]. However, according to the data protection officer, this does not 

reflect poorly on the country's security standards. Instead, it is a result of the fact that the 

Netherlands properly reports most data breaches, regardless of their severity. For example, the 

majority of data breaches reported in the Netherlands are related to personal data being sent to the 

wrong recipient, either via mail or email. In 2020, this accounted for 66% of all reported data 

breaches [96, p. 3], while in 2019 and 2018, this figure was 67% [97, p. 5] and 63% [98, p. 4], 

respectively.  

 

It should be noted that the reporting method used by the AP, the only source of information on this 

topic, varies from year to year. Therefore, it is impossible to obtain comparable data for each year in 

each category. Of particular interest is reporting about the number of individuals affected by each 

data breach, which was only done in 2018. The majority of breaches affected only one individual 

(58%), or a small number of individuals (2-10, 21%). The data breaches that this thesis focuses on are 

significantly larger, affecting between 501-5000 individuals (4%), 5,001-100,000 individuals (2%), and 

more than 100,000 individuals (<1%) in 2018 [98, p. 6]. 

Figure 2 - Number of Reported Data Leaks to the Autoriteit Persoonsgegevens 
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Two sectors are generally responsible for most personal data breaches: the healthcare sector and 

the financial sector [93]. The proportion of data breaches in each sector is shown in Table 8. While 

the number of personal data breaches in these sectors remained relatively constant, they 

significantly increased in 2021, which may be related to the Covid-19 pandemic. This could be due to 

an increase in the number of letters sent to individuals, which are responsible for the majority of 

breaches. It is also possible that some of the increase is due to the systems used by the GGD, but the 

available reporting does not provide sufficient detail to confirm this. The financial sector, on the 

other hand, has experienced significant changes, with the Public Administration sector overtaking it 

in terms of the number of data breaches reported in 2021 [99, p. 9]. The Public Administration 

sector is typically the third largest contributor to the number of reported data breaches. 

Year Healthcare Sector Financial Sector 

2017 30% 19% 

2018 29% 26% 

2019 28% 30% 

2020 30% 22% 

2021 37% 11% 

 This thesis will not focus on addressing all data breaches, as most of them are not caused by data 

processing errors. A large proportion of data breaches are due to incorrect delivery information or a 

recipient moving to a different location. Additionally, the impact of most personal data breaches is 

relatively minor. Instead, this thesis will focus on addressing the larger data breaches, which can 

either affect a significant number of individuals or, depending on the measurement method, data 

breaches that affect only one individual but were caused multiple times by the same employee. For 

example, an employee may maliciously record a patient's medical records and repeat this process 

for numerous different patients. 

Based on my interview with a DPO, data breaches are reported to the AP by the organization itself, 

instead of by DPOs, in the vast majority of cases. Due to the previously stated fact that most data 

breaches are relatively minor. These data breaches are not reported to the DPO, as they happen 

daily. Only in the event of significant data breaches will the DPO of the organization be notified.  

  

Table 8 - Number of Personal Data Breaches in the two most common occurring sectors 
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4.4 GGD organization 
The Gemeentelijke Gezondheidsdienst (hence ‘GGD’) is the 

public health care organization responsible for protecting, 

monitoring, and promoting the health of the inhabitants of 

the Netherlands. Under the “Wet publieke gezondheid”, 

their tasks include environmental medical science, health 

education, health monitoring, infectious disease control, 

and youth health care [100]. This case study will focus on 

the health monitoring and infectious disease control tasks 

of the organization. 

The GGD is a federated organization that does not fall 

under any ministry or national-level organization, 

consisting of 25 GGD organizations, each belonging to one 

of the 25 “security regions” depicted in Figure 2. Each 

security region consists of a GGD organization, various 

municipal fire departments, the emergency services of that 

region, and the organization responsible for disaster relief. 

These security regions are controlled by a board consisting 

of the mayor of every municipality in the region, with the 

mayor of one municipality, typically the largest, serving as 

the chairman. The 25 chairmen together make up the 

Veiligheidsberaad, which discusses national-level affairs [85]. One of these chairmen is responsible 

for communicating with the national-level government. 

The various GGD organizations communicate and coordinate with each other through GGD GHOR 

Nederland, which is the umbrella organization for the entire GGD. This umbrella organization has no 

authority over the various regions, instead, its responsibilities are limited to facilitating 

communication between the regions and executing projects developed for use in multiple GGD 

regions. Each GGD is managed by a ‘Directeur Publieke Gezondheid’, which together make up the 

“Raad van Directeuren Publieke Gezondheid”, with the director of GGD GHOR Nederland being the 

chairman of this council [101, pp. 6-7]. However, once again this is not a form of executive authority, 

but instead, a central point of contact for the national government and the Ministry of VWS to 

discuss matters. Actions themselves are taken by the GGDs, independently, in each security region. 

Based on an interview with GGD personnel [102], which will be discussed in more detail in Section 

5.4.5, the autonomy of the GGD proved to be a major problem for the national government. The 

Minister of VWS at that time wanted to take full control in combating covid-19 but did not have the 

authority to do so. As a result, different regions competed for funding from the state, for staff, and 

in the earliest stages of the pandemic even used many different COVID-19 registration systems. The 

interviewees even stated that the handling of this crisis threatened to be the end of the GGD. 

The unique structure of the GGD and its place in the Dutch government make it more difficult to 

investigate this case as the “Wet openbaarheid van bestuur”, an instrument that can be used to 

request information from the government about their actions, only applies to the 25 GGD 

organizations in each region, and not to the umbrella organization of GGD GHOR Nederland [103]. 

However, In the context of the currently active ICAM lawsuit, GGD GHOR Nederland would 

coordinate the processing of WOO requests in each of the GGD organizations [86]. Even though 

releasing documents would be beyond the scope of this legislation.   

Figure 3 - Security regions in the Netherlands 
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4.5 Praeventis 
As the COVID-19 pandemic is not the first instance of a disease requiring widespread vaccination, it 

is important to investigate the systems previously used to combat other diseases. Specifically, the 

systems used to support either the vaccination process or the testing and screening process to 

monitor the prevalence of a disease. 

In the Netherlands, the most widely used ICT system to support testing and screening, and 

vaccination programs is called Praeventis, which was built in 2003 to support the Nationale 

Hielprikscreening, the Dutch National Immunization Program and the “Prenatale Screening 

Infectieziekten en Erytrocytenimmunisatie”, and is maintained by the Rijksinstituut voor 

Volksgezondheid en Milieu (RIVM) on behalf of the Ministry of VWS [104]. The scope of this system 

is significant, as the immunization program alone is used to inoculate against 12 infectious diseases 

over 8 different appointments, for millions of people [105]. 

In 2014, Programma Vernieuwd Praeventis (hence ‘PVP’) was started to develop the replacement for 

Praeventis. Based on several external system investigations by different organizations and 

correspondence between VWS and the RIVM, it was determined that a new ICT system was 

necessary as the existing system was deemed to be not future-proof and too complex, consisting of 

10,000 or more function points [106, p. 1]. Function points are a unit of measurement used to 

express the size of a system in software development. Subsequently, VWS (client) and the RIVM 

(contractor), in cooperation with the CIO offices of both organizations, began making initial 

preparations for a new system, including internal and external quality evaluations. 

In 2018, this project was evaluated by the then-named Bureau ICT-Toetsing [106]. The BIT, based on 

its investigation, determined that there was no need for a new system as the existing system was 

stable and functioning well. Technological adaptations were possible, and there were no 

developments in the prevention programs that necessitated innovation. Adjustments that the RIVM 

deemed difficult to implement, such as ensuring GDPR compliance, had already been implemented 

[106, p. 3].  The BIT also determined that there was little chance of success for PVP. The program 

had not been able to clearly define the requirements for a new system, and employees only had an 

abstract image of the differences between the two systems. While flexibility and adjustability were 

named as requirements, there were no concrete plans to achieve these aspects, and legal 

requirements such as GDPR compliance and the “Wet zeggenschap lichaamsmateriaal” were not 

met. There was also no proper plan for the tender of this project, nor had any realistic scenarios 

been created.  

The RIVM also lacked knowledge of software development and the required tooling, making it 

unable to properly evaluate tenders from companies offering their services in the creation of this 

system. This lack of ICT knowledge likely contributed to the decision to create a new system instead 

of improving the existing one. Instead, the RIVM should gain a deeper knowledge of the design and 

operation of the current software for prevention programs, allowing it to assess future 

improvements that can and should be made, properly review IT suppliers on a financial and technical 

level, and suggest alternatives. At the time, the RIVM had 1,660 FTE and an annual budget of 332.9 

million euros [107]. 

The RIVM agreed with this assessment. Guaranteeing continuity of the systems supported by 

Praeventis was deemed the number one priority. Instead of a new system, improvements would be 

made to the current one [104].   
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4.6 Corona Melder App 
While the focus of my case study is on CoronIT and HPZone (Lite), these projects were not the only 

projects that were developed by or for the Ministry of VWS during the Covid-19 pandemic. This 

section will discuss the Corona Melder app, an app designed to detect if a person has come into 

contact with an infected individual.  

While these systems were developed in a similar amount of time, the development method that was 

used as well as the level of success were completely different. The development of CoronIT and 

HPZone (Lite) was conducted in a typical government project manner, where the project was 

acquired from a third-party vendor and then further developed to meet the requirements, following 

a tender in the case of CoronIT. The development of the Corona Melder app was done differently, 

being characterized by its complete openness regarding, among other things, design choices, source 

code [108], audits, and penetration tests of the software [109, p. 1]. Everyone was able to watch the 

development process and communicate with developers and stakeholders [110]. 

The project development of the Corona Melder App started using a hackathon structure where 

various entities would compete against each other in the creation of the best application [111]. On 

April 11, 2020, a tender was created on TenderNed for the development of smart digital applications 

to assist with source and contact tracing [112], with the Corona Melder app being related to 176 out 

of 756 applications for this tender. Of those 176 applications, 63 were selected for further review, 

and 8 of those were invited to participate in the public trial of the hackathon, with one withdrawing 

prematurely, resulting in 7 potential apps [109, pp. 7-8]. 

The hackathon itself was held on April 18-19, 2020, meaning that the entire process took less than 

10 days. Based on the results of the hackathon, it was decided to create an internal app based on 

the hackathon results and further improvements. The entire development process was completed in 

a few months, and by August 2020, the app had been downloaded 500,000 times. An overview of 

this development can be seen in Figure 4 [109, p. 9]. 

Following questions raised in the first and second chambers of the Dutch parliament, the Secretary 

of State for the Ministry of Internal Affairs and Kingdom Relations requested that the AcICT evaluate 

the process of developing the Corona Melder app to identify lessons that could be learned for future 

projects. The aim was to also answer the question "What are the factors that have positively and 

negatively influenced the technical realization?" [109]. 

Figure 4 - Overview of the development of the Corona Melder App (numbers refer to versions of the apps) 
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5. Problems that inhibited GDPR compliance at the GGD 
The findings related to this research question have been organized into various subsections, with 

Section 5.1 providing an overview and more detailed description of the GGD's corona systems 

(CoronIT, HPZone, and HPZone Lite) and their use in the response to the Covid-19 pandemic.  

The evaluation of these systems has been divided into three distinct periods, the initial design 

period, the actual development period, and the processing period. The first period, discussed in 

Section 5.2, focuses on the way the projects were set up and started, the actors involved in the 

development such as supervisory agencies and other governmental organizations, and alternative 

options to the systems that were considered but ultimately not used. The second period, discussed 

in Section 5.2, focuses on the technical aspects of development, such as system design and 

architecture. The third period, discussed in Section 5.4, focuses on the actual processing of data and 

the actors involved in this process, including internal information about the GGD during this period. 

Section 5.5 assesses the response of both the GGD and the government to the problems 

encountered and described in the previous evaluation, with a particular focus on the personal data 

breach reported in January 2021. Which prompted the government to immediately take action after 

a period of more minor personal data breaches. 

An overview of the potential GDPR violations arising from the issues identified in this chapter can be 

found in Section 5.6. Ultimately, only the enforcer of the GDPR in the Netherlands, the AP can 

confirm if the GDPR has been violated, in any of these areas. This thesis can also provide evidence 

for a probable breach. 

5.1 Introduction 
This thesis examines three systems used by the GGD during the Covid-19 pandemic, CoronIT, 

HPZone, and HPZone Lite. Although HPZone and HPZone Lite will be analyzed together for this thesis 

given that the differences between these two systems are minor. CoronIT was initially purchased 

and then further developed to manage appointments, register test results, and record individuals' 

vaccination status. This system was used throughout the pandemic, and remains in use as of January 

2023, with the functionality to schedule vaccination appointments and register vaccinations added 

at the end of December 2020. 

HPZone on the other hand was already in use by the GGDs for other diseases as their primary system 

for conducting source and contact tracing investigations. Initially, the full HPZone system, which 

included information from all infectious diseases, was used. Later on, HPZone Lite was developed 

from HPZone to limit access to only Covid-19 data and enable communication between different 

GGD organizations. This system was only used on a large scale in the early stages of the pandemic. 

An overview of the testing and contact tracing process is depicted in Figure 5, with green blocks 

representing ICT systems maintained by the GGD, and the blue block representing systems 

maintained by the Rijksinstituut voor Volksgezondheid en Milieu (RIVM). Citizens can make 

appointments by contacting one of the GGDs, which are then recorded in CoronIT. The citizen then 

attends their appointment at a testing location, although as capacity increased, it became possible 

to go to a testing location without an appointment. The sample collected at the testing location is 

sent to a laboratory, which then sends the results back to the GGD. The results are stored in CoronIT 

and communicated to the citizen in question. If the result is positive, this information is passed on to 

HPZone Lite, which will contact the citizen to determine when they became infected and potentially 

identify the source of the infection. This step was only performed when it was still useful for tracing 
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the source of infection, at the early stages of the Covid-19 pandemic. The aggregated data on 

positive test results and/or hotspots are then provided to the RIVM, which uses it to generate 

reports for the national government and GGDs.  

 

  

Fig
u

re 5
 - Flo

w
ch

a
rt o

f th
e system

s u
sed

 fo
r testin

g
 a

n
d

 co
n

ta
ct tra

cin
g

 



52 
 

In a later stage of the Covid-19 pandemic, it spread widely and contact tracing was no longer 

effective compared to vaccination efforts. This stage is depicted in Figure 6. In this process, citizens 

are invited to receive a vaccine dose based on their age and risk group, as determined by CoronIT. 

Once invited, they can schedule an appointment at a vaccination location. Later on, as capacity 

increased, it also became possible to go to a vaccination facility without an appointment. After 

receiving their vaccine doses, citizens receive proof of inoculation, which can be used in the Dutch 

corona app and the European Digital COVID Certificate. Information on the progress of the 

vaccination program is then shared with the RIVM and Dutch national government ministries. 

  

Figure 6 - Flowchart of the systems used for vaccinating citizens 
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5.2 Initial Stage 
This section contains an analysis of the initial stage of CoronIT and HPZone and HPZone Lite. CoronIT 

may have been negatively impacted by the decision to have the project developed by GGD GHOR 

Nederland, an organization that may have lacked both the knowledge and capabilities to develop a 

national-scale system. HPZone and HPZone Lite were systems either already in use or based on a 

system already in use and were unlikely to meet modern security standards from the very start, 

which the GGD was aware of.  

Both these systems had possible alternatives that were not selected in favor of developing CoronIT 

over making Praeventis useable in the Covid-19 pandemic and continuing to use HPZone and its 

derivative HPZone Lite over Go.Data, which was developed by the World Health Organization to use 

during a pandemic. Although the inherent insecurities of HPZone and HPZone Lite led to it being 

replaced by GGD Contact. 

The role of the supervisory organization was non-existent, with the AcICT not being consulted as the 

projects were never reported to the organization and the AP not getting involved until reports of the 

major data breach in January 2021. The process around DPIAs had been carried out incorrectly, 

which resulted in no report being made to the AP. With no DPIAs having been made for both HPZone 

and HPZone Lite and the DPIA not being updated in the case of CoronIT. Although in CoronIT, the 

identified risk mitigation methods were either inadequate compared to the risk or carried out 

incorrectly. 

5.2.1 CoronIT 
In June 2020, GGD-GHOR Nederland was contracted to develop and implement CoronIT, at a cost of 

€15,814,700 excluding VAT and €19,135,787 including VAT [113]. The tender document for this 

project offers relatively little information, consisting of only four pages. It includes some functional 

requirements but does not address qualitative requirements such as data handling and storage, 

uptime, and so on. There is also no mention of vaccinations, as vaccines were still in development 

and it was unknown when they would be available for use on the general public. 

The Ministry of VWS commissioned this project and no public tender was issued due to the urgent 

need for the system, which had to be ready for use within a very short period of time (eight weeks). 

Normally, the government would be legally required to offer national and European projects 

through the TenderNed announcement platform, but under article 2.32 paragraph 1 subsection 1 of 

the "aanbestedingswet 2012" [114], an exception can be made in a crisis. 

GGD-GHOR Nederland was given the task of developing and implementing CoronIT due to the GGD's 

legal responsibility for maintaining public health and security, with GGD GHOR usually serving as the 

project developer for GGD projects. CoronIT was not developed from scratch as it was acquired from 

a commercial organization [115], although this thesis was not able to find the exact program or the 

vendor that sold it.  

While this makes GGD GHOR Nederland a logical choice, several factors complicate this decision. As 

their role within the GGD is to facilitate communication between GGDs, they do not have a security 

region to manage and therefore have little experience with the practical requirements of such a 

system. Neither would they have experience with the technical requirements of such a large-scale 

system as developing and implementing an ICT platform on a national scale is a very different skill 

set compared to communication. This is worsened by the fact that the experience they have may 
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prove to be detrimental as the projects used by the GGD before the pandemic would be designed for 

a limited number of specialized employees with full access to medical data. 

In addition to a possible lack of experience to develop this system, a BIT assessment of the PVP 

(discussed in Section 4.5) determined that the RIVM, an organization significantly larger than GGD 

GHOR with experience in developing and maintaining national ICT systems in the healthcare sector, 

would not be able to successfully develop a new system. Therefore, even if GGD GHOR Nederland 

would have had the experience, the scope of this project would likely be beyond their organizational 

capabilities. The initial tender represented more than half of their annual budget of €30 million at 

the start of 2020, which increased to €296 million annually by the end of the year. This period of 

growth also saw the organization's workforce more than triple, from around 100 employees in 

March 2020 to 375 in December 2020 [35].  

This level of growth may even damage an organization's capabilities more than it improves them as 

employees need training before they contribute to an organization. While there does not seem to be 

any Dutch-based data, US-based data suggest that an employee only becomes fully productive after 

6 months, with 27% of employees taking more than 1 year to become fully productive [116]. 

Meanwhile, existing personnel needs to be used to train these employees, which reduces 

organizational capabilities. It should be noted however that this normally applies to adding a single 

or a small number of employees to a team, in the case of the GGD this would add almost 3 

employees for every single employee. Making it likely that even more time is needed, and that 

reduction in capabilities is larger. 

Furthermore, the unique structure of the GGD discussed in Section 4.4, introduces additional 

potential problems. In the context of this project, the status of the GGD as a semi-governmental 

organization rather than belonging to one of the ministries does not require them to make use of 

national government initiatives such as the four/five “overheidsdatacenters” [117]. Given that these 

data centers are set up to support large ministries with a significantly larger budget and storage 

needs, they are specialized in handling large amounts of highly sensitive data. It’s possible that 

through the use of these data centers, some of the issues with crashes, data loss, and general 

instability could have been avoided. 

Finally, it is unclear why Praeventis would not have been further developed to support the processes 

that CoronIT was used for. The functionality related to testing in CoronIT is not unique, it’s a process 

used in many diseases and it matches the use of Praeventis as outlined in Section 4.5 where the 

main use of the system is to support national screening programs. According to the evaluation by 

the BIT, it already met all requirements of the GDPR and could be developed further. The only 

explanation this thesis could find is that this system would have been designed for use by 

professional healthcare workers, which would require a redesign for combating the Covid-19 

pandemic. An explanation that in hindsight would not have made any difference as CoronIT faced 

the same issues that any such system would have. It could also have been easier to create a 

derivative of this system comparable to what was done for HPZone Lite, although that cannot be 

determined. 

It was later decided to add functionality for vaccination planning and monitoring, after not being 

part of the initial system design. This is another potential flaw as including this in the initial system 

design would have given significantly more development time compared to the less than two 

months it got during the Covid-19 pandemic, where the planning of development started on the first 

of December 2020 [118, p. 15], with the first vaccinations on the 8th of January 2021 [119]. In the 

context of vaccinations, Praeventis was considered, however, the minister of VWS determined that 
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would be easier and faster to modify the existing CoronIT system to support the vaccination 

program rather than relying on Praeventis. The minister further emphasized the risks of making such 

changes to a system that is in active use, as any interruption of service could disrupt the entire 

testing program, which potentially indicates a lack of ICT knowledge as any system should never be 

developed this way. Instead, it should be developed completely separate from the system that’s in 

active use [118, p. 16]. The stated reason why Praeventis was not suitable is that it is not the system 

used by the GGD to schedule appointments, while CoronIT is based on the previous decision to not 

use Praeventis to schedule testing appointments.  

This same document offers reasons why the choice to not investigate Praeventis may have been an 

incorrect one as based on the minister’s statements that the government should not “try things 

we've never done with the vaccine for COVID-19, because it's more complicated than you think” and 

to stay with “executors with whom we also had experience and who also have experience 

themselves” [118, p. 16]. The only system used to support any vaccination program, certainly at this 

scale, would have been Praeventis, which has been used for every vaccination program since its 

creation. Given the BIT's assessment that the RIVM, a significantly larger organization with 

experience in managing such a system, would not be able to develop a new system to support 

vaccination programs in an unlimited timeframe, it is a significant assumption that the GGD would 

be able to do so in less than six weeks.  

5.2.2 HPZone and HPZone Lite 
HPZone was already in use by various security regions to conduct contact tracing investigations and 

was also used during the Covid-19 pandemic to conduct contact tracing investigations into the 

Covid-19 virus. However, this system was designed to operate at a regional level rather than a 

national level, and for a small group of medical professionals. The creator of the system even stated 

that it offers no support during a nationwide public health crisis, defined as an infectious disease 

that exceeds the capacity of a single health organization [120]. This is precisely what occurred during 

the Covid-19 pandemic, as all 25 GGD health organizations were needed. Arnold Bosman, an 

epidemiologist who worked as an advisor for the GGD, describes the use of HPZone in this situation 

as "like using the Word writing program as a calculator and adding a chat function to it" [121]. 

Figures 6 and 7 show how the UI of HPZone looked as recently as 2015 [122].  

 

 

Figure 8 - HPZone Dashboard Cases Overview Figure 7 - HPZone Dashboard Geographical Overview 
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Given that HPZone contains information about all infectious diseases that require notification to the 

GGD according to Article 26 of the “Wet publieke gezondheid”  [123], and that the user interface and 

user experience were difficult for inexperienced users, it was decided to create a version of HPZone, 

HPZone Lite, that limited data access to only Covid-19 data and improved the user interface and user 

experience to facilitate training. However, there is no difference on a system level and both systems 

can be seen as a single system using the same techniques, database, and source code [124, p. 26]. 

This new version was completed in August 2020. With this new system, large numbers of employees 

were able to more easily process and conduct source and contact tracing research. It also became 

possible for GGD regions to cooperate in cases of increased demand, which was not possible with 

HPZone [125].  

A possible alternative to the use of HPZone was Go.Data, a free application developed by the World 

Health Organization. This application was specifically designed for use in source and contact tracing 

investigations during pandemics and was already in use in many countries for this purpose. 

However, the various GGDs decided to continue using HPZone because they were already familiar 

with it. Margreet de Graaf, the Director of GGD Frysland, stated that "You can only have a limited 

number of priorities. That is why using Go.Data was never seriously considered. The first wave was 

not the time to look around quietly and ask ourselves: maybe there is a better software package" 

[121]. The problem with this reasoning is that the people working with HPZone would not have been 

familiar with it, due to the significantly increased number of employees, most of which not medical 

professionals. Which eliminates the advantage of familiarity with existing systems. 

In November 2020, a new system called GGD Contact was introduced to reduce the workload on 

GGD employees working in HPZone (Lite). The app allows individuals who have tested positive for 

Covid-19 to provide contact tracing information to the GGD by sharing lists of names and phone 

numbers of individuals they have interacted with [126]. This information is then entered into 

HPZone (Lite) by GGD employees. While the app aims to save time, the process of calling each 

individual on the list is still time-consuming. The app was initially planned for release at the end of 

December 2020 but was delayed due to practical testing at the end of January 2021 [127]. 

In February 2021, it was decided to replace the HPZone system entirely due to significant data 

breaches and problems with system performance. In part based on an investigation conducted from 

the 13th of January 2021 to the 4th of February 2021 called “Axis into ICT” [124, pp. 26-31]. This 

investigation concluded that HPZone (Lite) does not meet the legal requirements related to many 

standards and suggests that further use of these systems would not be allowed. If these systems 

continue to remain in use, there is a significant risk to their continued operation as a result of an 

increase in data with a negative effect on the image of all GGDs, GGD GHOR Nederland, and the 

public health service [124, p. 31]. At the time, two alternatives were identified: Go.Data, which had 

been considered as a possible alternative during the initial phase of the pandemic, and the creation 

of a new system called GGD Contact (system), which is distinct from the GGD Contact app [128, p. 2]. 

Prof. Dr. Jaap (J.T.) van Dissel, director of the Centre for Infectious Disease Control at the RIVM, 

expressed concerns about the decision to replace HPZone Lite on such short notice. He warned 

about the potential impact on the government's ability to "keep track of and understand the spread 

of the virus." Any new system will require extensive testing and development time, and should not 

only ensure security and privacy standards but also guarantee the same output. In the event of a 

hastily developed and insufficiently tested system with a completely new data flow, the RIVM would 

be unable to provide the necessary reporting and data to support the national Covid-19 strategy 

[129]. As the RIVM is dependent on data from HPZone Lite, the replacement process has significant 

implications for the data and advice the RIVM can offer in response to the Covid-19 pandemic [129, 
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p. 1]. The timing of replacing the registration system was highly unfortunate, as advice must be 

based on recent and complete data, and switching to a new system would require GGD employees 

to learn a new system. 

For the transition to a new system to be successful, van Dissel stated that several requirements 

would have to be met [129, p. 4]. These include determining the release date of the new system in 

collaboration with the RIVM, ensuring that all data flows currently sent to the RIVM are functioning 

properly and that new data streams deliver the same variables and characteristics, providing the 

RIVM with at least two weeks to run both old and new systems concurrently, maintaining feature 

parity with the current system, and ensuring that data from the previous system is preserved. 

While the decision has been made to choose the internal development of GGD Contact over 

Go.Data, this thesis has not been able to find the exact reasoning. Although GGD GHOR may have 

been able to gain enough knowledge during this process to successfully develop and implement such 

a system.  

5.2.3 Role of the Supervisory Organizations 
The role of the supervisory organizations, the AcICT (Section 4.2) and the AP (Section 4.3), has been 

limited in the context of the corona system used by the GGD. Neither organization was consulted 

during the design or development, nor were any external evaluation bureaus consulted to evaluate 

these systems. The AP only intervened when the various problems had been widely reported in the 

media in January 2021. After this breach, multiple other organizations were hired to investigate the 

failures of these systems, although this thesis will only be able to cover some of these, including the 

investigation discussed in the previous section. 

Based on an interview with management-level GGD employees at one of the GGDs [102], problems 

were already known but it is unlikely that supervisory organizations, through “setting up a system of 

checks and balances”, would have been able to address them. This was simply not possible given the 

speed that was required to develop and scale up the systems and the lack of preparedness of the 

Dutch government for such a crisis situation. However, this also does not imply that no 

improvements could have been made. For such an improvement, they offered the example of 

notifying the central government themselves, that the regular process as present in the GGD would 

not be able to handle this crisis. Referring to “scaling up the number of GGD employees a bit”, which 

they believe is not a real solution. 

They further stated that improvements are most urgent at the earlier stages of project management, 

which could be performed by the AcICT given that they had been consulted. Or it could have been 

identified if the process around DPIAs had been followed correctly. In their view, the government 

should realize that more “knowledge, budget and resources are needed to develop and maintain 

systems”. Which was lacking, but changed during the Covid-19 pandemic, where funding was 

significantly increased. 

5.2.3.1 Adviescollege ICT Toetsing 
While the AcICT is not responsible for ensuring the GDPR is enforced, GDPR compliance is an 

evaluation criterion that’s assessed before and during projects. In other governmental projects of 

this scale, the AcICT would typically be consulted to give their evaluation of the project itself and the 

process of its development. While this thesis is unable to determine the exact financial expenditure 

of the project, a significant portion of the total costs can likely be classified as ICT costs, given the 

nature of the project and the fact that at least an initial version of CoronIT was purchased from a 
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vendor. The further development of CoronIT would only increase the ICT cost component. If the ICT 

component of the project exceeds 5 million euros, it would require the organization to report its 

project to the AcICT. However, no such report has been received by the AcICT. 

According to correspondence with the AcICT, this is likely because GGD GHOR Nederland and the 

GGD are not national-level organizations nor any type of other organization which falls under the 

mandate of the AcICT [130]. However, the Ministry VWS, which is a national-level organization, falls 

under the mandate of the AcICT. And as this requirement applies to the client of any project as well, 

with the client of CoronIT being the ministry VWS, CoronIT falls under the mandate of the AcICT. As 

HPZone is a system that falls completely under the GGD and no tender for HPZone Lite could be 

found on TenderNed, these systems do not fall under the mandate of the AcICT. The fact that 

CoronIT has not been submitted could be due to the requirement that the minister of the ministry in 

question must report their project to the AcICT before it can take action, a requirement that is not 

always followed. 

The AcICT did play a role in the Corona Melder App (Section 4.6), which was another project of the 

ministry VWS during the Covid-19 pandemic. Although in this case, the request to the AcICT was 

made by the secretary of state of the Ministry of Internal Affairs and Kingdom Relations and not the 

Ministry of VWS. After questions in the first and second chambers of parliament, the secretary of 

state of a different ministry, the Ministry of Internal Affairs and Kingdom Relations requested the 

AcICT to evaluate the process of developing the CoronaMelder app to be able to draw lessons from 

it for future projects. In addition to this process, the aim was to answer the question “What are the 

factors that influence positive and have had a negative influence on the technical realization?” [109]. 

It is unclear whether GGD Contact has been reported to the AcICT, however in a governmental 

document specifying its use at the GGD, there is no reference to such an examination [131]. It only 

refers to the examination performed in the context of the CoronaMelder App. As a tender for this 

system does not appear to exist, nor is any financial information related to the development of this 

system accessible to the public, this thesis can't determine if this would be required. It is also 

impossible to determine if the Ministry of VWS is named as the client. The DPIA from this system 

does list the Ministry of VWS as one of the definitions, but too much of the document has been 

blacked out to be able to determine this. 

5.2.3.2 Autoriteit Persoonsgegevens 
The AP is a reactive organization that would only become involved at this stage following an 

evaluation of a Data Protection Impact Assessment submitted by the GGD. However, there is no 

evidence that this has occurred with any of the systems discussed in this thesis. As noted in section 

4.3.1, there is no legal requirement for the GGD to submit a DPIA unless the assessment indicates a 

high risk to data subjects. 

According to statements made by the GGD GHOR and/or the ministry VWS in the DPIA for the GGD 

Contact system, a DPIA is required for nearly any system used by the GGD to combat the Covid-19 

pandemic. While they initially state that any source and contact tracing portal is legally required to 

create a DPIA [112, p. 7], based on a list created by the AP [132], the reasoning they provide can be 

applied to a more general system as well. A system that processes medical and special personal 

data, and whose target and necessity imply "large-scale data processing," meets the requirement for 

a DPIA, especially in the case of an infectious disease such as Covid-19 where “large-scale processing 

of data (large amounts of data subjects (index and contacts) and their (contact) details) is a given” 

[112, p. 7]. 
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A DPIA was created for CoronIT, however, there are various problems related to this document. 

While a DPIA is created at a certain point in time, it must be continuously updated to accurately 

reflect the current state of the system. If different personal data is processed or the extent of the 

collection and processing of data changes, either a new DPIA or an updated version of the existing 

one must be made. The latest DPIA to be released about CoronIT was published in June 2022 based 

on a WOO request from Stichting ICAM [91]. However, this DPIA makes no mention of vaccinations 

or the system’s use in supporting the vaccination process. Indicating that this document was made 

somewhere between the start of development in early 2020, to November 2020 at the latest. Given 

the fact that the purpose or nature of data collection and processing has changed, as the process of 

vaccinating individuals is different from the process of testing individuals, a new or updated version 

of the DPIA should have been made. To confirm if this is the latest DPIA that was made and not an 

earlier version that would have been specified in their WOO request, I submitted my own WOO 

request, included in Section A1. This confirmed that this is indeed the latest version and no later 

version or different DPIA has been created. 

A DPIA was not created at all for the legacy system HPZone, which was created before the 

implementation of the GDPR. While a DPIA would not be required for a legacy system, this only 

applies if there has not been any change to either the personal data that is being processed or to the 

extent of the collection and processing of data. However, such a change did occur during the Covid-

19 pandemic, which applied source and contact tracing on a previously unprecedented scale, with 

employees that were not medical experts, targeting a significant extent of the Dutch population. A 

legal advisor, specialized in the GDPR, also agreed that this change would necessitate the creation of 

a DPIA [133]. To confirm if a DPIA has been made at some point in time, I submitted a WOO request, 

included in Section A2. Which confirmed that no DPIA has been created for this system during the 

Covid-19 pandemic. 

A DPIA was created for HPZone Lite, however, there are some peculiarities. Based on the same WOO 

request as the previous paragraph, no such document has been made. Yet GGD Hart voor Brabant 

did publish a DPIA for HPZone Lite as part of the WOO request from Stichting ICAM [124, pp. 249-

275], while this document is missing from the Woo request from Stichting ICAM published by GGD 

Zeeland. While all GGDs received this request, only these two have published anything on their 

website. The DPIA that has been published lacks the watermark that all other DPIAs created for GGD 

systems have, refers to it as an investigation done by GGD Hart voor Brabant [124, p. 250], includes a 

reference from February 2021 [124, p. 253], and refers to measures that the GGD took after the 

personal data breach in January 2021 [124, p. 272].  

Based on correspondence with GGD Hart voor Brabant, this DPIA was indeed not made by GGD 

GHOR as part of the development stage of the system. Instead, this DPIA was part of an independent 

investigation started by GGD Hart voor Brabant and conducted by an external DPO after the 

personal data breach in January 2021. This is the first and only version of a concept product, dated 

the 30th of June 2021. However, given that GGD Connect would replace this system, it has not been 

discussed internally, nor was it shared with any of the other GGDs [134]. 

Given that HPZone Lite is a newly developed system, although derived from HPZone, it would not fall 

under the legacy system exception. As such, it requires the creation of a DPIA, even if HPZone would 

not. This is supported further by the previously stated fact that the replacement system for HPZone 

(Lite), GGD Contact both made one and specifically stated that source and contact tracing portal is 

legally required to create a DPIA and the fact that GGD Hart voor Brabant decided to make a DPIA 

for this system after the fact. 
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A DPIA has also been created for the Corona Melder App, which has also been continuously updated 

until the final version of the system [135]. The DPIA itself is publicly accessible in full, unlike the DPIA 

of CoronIT and the DPIA of GGD Contact. This possibly indicates that there is no requirement to hide 

information from created DPIAs. However, it should be noted that this is a different kind of system 

compared to the other two. In CoronIT and HPZone (Lite), intensive use is made of human resources 

while in the Corona Melder app, data is processed automatically. Eliminating many risks that apply 

to the processing of data with humans. The Corona Melder app also requires significantly less 

information, being designed to make user identification via the app virtually impossible. However, 

even in this instance, the DPO advises consulting the AP, “given the societal importance” [136, p. 2].  

In an internal interview with management-level GGD employees in one of the GGDs, the 

interviewees suggested that some amount of political involvement took place around the process of 

DPIAs and their DPO, which will be discussed in more detail in Section 5.4.5 [102]. The interviewees 

believed it to be strange that the DPO in their organization would approve of the way and speed that 

these systems were scaled up, given that would normally “not even allow them to send flowers to 

the house of a sick employee as sharing their address would be a violation of GDPR”. They further 

noted that the chairman of the data protection officers in their organization was a director in the 

department of the minister of VWS and suggested that the DPO was overruled in this instance. In 

addition to this, the DPO from a different ministry, discussed in Section 4.3.1, suggested that not 

making a DPIA could be a political decision, which would match what was discussed in the GGD 

interview. While this in no way confirms that political involvement played a part in this specific 

instance, this combined with the statement from the GGD that they were aware that HPZone would 

never meet modern security standards and the political involvement discussed later, also does not 

exclude it.  
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5.3 Development Stage 
As discussed in Section 2.1, two core aspects of the GDPR are data minimalization and privacy by 

design and by default. Systems should be created in such a manner as to ensure that the least 

amount of data is being used to achieve the objective of the processing of data. And technical and 

organizational measures should be taken to ensure the data is processed safely at the risk to the 

data subject is minimalized. In this section, the technical aspects of CoronIT and HPZone (Lite) will be 

evaluated. 

These aspects would normally be covered by a DPIA, however as discussed in Section 5.2.3.2, the 

DPIA for CoronIT was not updated and does not correctly reflect the state of the system at any stage 

beyond the summer of 2020 and the DPIA for HPZone Lite was created after the personal data 

breach in January 2021 had already occurred and included improvements that have been made 

based on that incident. Therefore, an evaluation of the technical aspects of the three systems is 

significantly more difficult. However, the lack of a DPIA for both HPZone and HPZone Lite and a lack 

of a current DPIA for CoronIT also already indicates a lack of awareness of both data security and 

risks. It’s also important to note that HPZone and HPZone Lite have been replaced by GGD Contact 

due to it being deemed impossible to improve these aspects. 

Combined with information from governmental investigations into this matter, various new reports, 

and an in-depth interview for a prolonged amount of time with two individuals who were actively 

involved at the management level of one of the GGDs in the Netherlands [102], this investigation 

was still able to get a clear picture of the technical aspect of these systems. This section will 

elaborate on what data was used in the corona systems and how data was processed, the security 

measures that have been taken, and the performance of the various systems as related to the 

availability and integrity of data. The level of detail depends on the availability of data, therefore 

while the information in this section is correct, it may not be complete. 

5.3.1 Data Architecture  
The three systems used by the GGD during the Covid-19 pandemic contain sensitive medical data on 

a large scale, containing highly detailed data over millions of different individuals. Given the nature 

and scope of this data, it is essential to ensure the security of this data, following the GDPR and 

various legal acts related to the protection of data, especially health data, in the Netherlands. Any 

violation of this may lead to significant fines from the AP  and claims by affected individuals.  

Citizens must be able to trust that their medical data is safely stored and only accessed, when 

necessary, given the privacy-sensitive nature of this information. Loss of trust in the security of 

medical data can not only impact the data subjects themselves but can also have broader public 

health implications. For example, if individuals do not trust the GGD to protect their data, they may 

be less likely to seek testing or vaccination, potentially endangering not just themselves but at-risk 

groups that rely on herd immunity as well.  

The data in these systems was collected and used for a variety of purposes, including scheduling 

appointments, answering questions, providing test results, tracing infections, and recording 

vaccination status. All of these activities are crucial for maintaining public health. Based on the 

GDPR, it isn’t necessarily a violation to gather such information as long as it is both required and the 

potential risks to a data subject weigh up against the benefits. However, this thesis will not attempt 

to determine if certain data should have been collected or not, the focus is on the way organizations 

manage this data. 
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An overview of the data collected and processed for use in CoronIT, for the testing process, is 

depicted in Table 9, based on its DPIA [91]. However, given that this DPIA has been made early in the 

development process and has not been updated, information from news articles and governmental 

documentation has been added. This included the date of birth. The “checklist of symptoms”, 

“Number of appointments at GGD locations”, and “Test result” fall under Article 9 of the GDPR, 

which specifies the conditions under which special categories of personal data may be processed. 

These data columns carry additional risks, which makes it even more important to take the 

appropriate technical and organizational safeguards. The BSN, as legally identifying personal data 

also creates a higher risk to the data subject. 

The vaccination process was supported by CoronIT as well but as part of a separate database. This 

information has not been included in Table 9, but would likely include the number of vaccinations, 

the type of vaccination, the date of vaccinations, and information from the form that states if there 

are any expected medical implications such as passing out or an allergic reaction. These columns are 

also likely to fall under the special categories of personal data. 

  

An overview of the data collected and processed for use in HPZone (Lite) is depicted in Table 10, 

based on the DPIA that was published as part of an investigation into the personal data breach from 

January 2021 [124, pp. 249-275]. Unless ‘Infection Disease’ is a submenu that covers information 

such as which strain it is, the likely point of contact, and information about where the individual has 

Personal data Ordinary 
personal data 

Special personal 
data 

Legally identifying 
personal data 

First name and surname Yes 
  

Birth name partner (optional) Yes 
  

Initials/nickname (optional) Yes 
  

Date of birth (not included in the 
DPIA) 

Yes   

Zip code Yes 
  

House number Yes 
  

Street name Yes 
  

Place of residence Yes 
  

Municipality Yes 
  

Country Yes 
  

Linked GGD Yes 
  

Phone number (optional) Yes 
  

E-mail Yes 
  

Sex Yes 
  

BSN 
  

Yes 

Barcode of sample Yes 
  

Patient number Yes 
  

Whether the person has worked in the 
last 2 weeks and if so, where 

Yes 
  

Checklist of symptoms 
 

Yes 
 

Number of appointments at GGD 
locations 

 
Yes 

 

Test result  Yes  
Table 9 - Data used in the initial version of CoronIT based on the DPIA of CoronIT 
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been, it is unlikely that this table contains all information that was processed as part of the source 

and contact tracing investigations. There are at least four columns with special categories of 

personal data in this database, the “UZOVI – Number”, “Infection Disease”, “Ethnicity”, and “Country 

of birth”, although it is likely that the information missing from this table would also be classified 

under this same category. 

This thesis has not been able to find any information about how this data was stored, in which 

format it was stored, how it was encrypted, or in what format it was anonymized when transferring 

data. However, while these aspects are important, the exact format is significantly less relevant than 

if these aspects have been carried out correctly.  

For HPZone and HPZone Lite, these aspects were not carried out correctly, based on the previously 

mentioned “Axis into ICT” investigation [124, pp. 26-31]. There are no differences between HPZone 

and HPZone Lite on a system level, as they use the same techniques, the same database, and the 

same source code. The only changes are limiting access to just Covid-19 data and some kind of UI/UX 

improvement. The structure of the system was never designed for large-scale use, with no 

improvements being made to improve this aspect.  

Due to this design and a lack of maintenance due to it being unclear who is even responsible for 

improving qualitative aspects of the system, many problems became apparent. There is a lack of 

validation and/or control functions for the database, which results in invalid data being accepted, 

resulting in inconsistent data. This has not been addressed except for periodically running scripts 

that correct certain software errors, which only address the symptoms. This has also resulted in the 

database approaching the limits of its storage, with the report not stating if something is being 

planned to address this. 

Personal data Ordinary 
personal data 

Special personal 
data 

Legally identifying 
personal data 

BSN Yes  Yes 

BSN Validated Yes  Yes 

First name and surname Yes   

Sex Yes   

Date of birth Yes   

UZOVI - Number  Yes  

Polis Number Yes   

Address, place of residence and 
Municipality 

Yes   

Infection Disease  Yes  

Occupation Yes   

Ethnicity  Yes  

Country of birth  Yes  

Phone number Should be here 
but left blank in 

the source 

  

Mobile Phone number Yes   

E-mail Yes   
Table 10 - Data used in HPZone (Lite), based on the later published DPIA of HPZone (Lite) (after January 2021) 
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To address this would require technical documentation, which does not exist. While features have 

been added throughout the years, at no point was this written down to make maintenance easier. 

Even worse, the system made extensive use of manual tests instead of automatic ones, which makes 

it more difficult to verify if feature parity has been achieved with the previous version and is likely to 

result in even more errors being generated when behavior has unexpectedly changed.  

Such an investigation has not been done on CoronIT, although given that the system has not been 

replaced and HPZone has, it implies that no investigation concluded that CoronIT suffered from 

these same problems. While personal data breaches occurred, none of them were reported to 

involve anything related to encryption or data storage being compromised. Instead, actors that were 

authorized to access data in general, were accessing data beyond the scope of their task. 

The flow of data in these systems is depicted in Figure 5 and Figure 6 of Section 5.1, with data being 

shared between CoronIT and HPZone (Lite) and shared with organizations beyond the GGD, such as 

the RIVM and the Ministry of VWS. From the example of the investigation discussed in Section 2.1.3, 

it can be concluded that data was also shared with the CBS. This thesis has not been able to 

determine in which form data was transmitted between the GGD systems and the GGD and other 

organizations, which could be either in the form of sending data files that are anonymized or by 

sending relevant results, such as the number of vaccinations, to an organization like the RIVM or the 

Ministry of VWS.  

5.3.2 Data Access 
This section will discuss both the way data access was given internally in the GGD and any 

organization allowed to process information for the GGD and the likely reason this was done based 

on internal information from one of the GGDs.   

CoronIT and HPZone (Lite) made use of a different data approach at the start of their design, with 

HPZone (Lite) being designed to operate in a federated structure, with each GGD in each region 

being responsible for its own data. CoronIT was designed from the very start to operate as a single 

system, used by all GGDs and external organizations. However, it was later decided that HPZone 

(Lite) should be connected between regions, with each GGD being able to give access to employees 

employed at other GGD organizations, or external organizations. 

Employees working in HPZone (Lite) had full access to all data at their GGD and any of the GGDs they 

received access to. This also included full access to all functionalities, Including, but not limited to, 

exporting all data from the database into an excel or pdf file, which was a holdover from HPZone 

[136]. Employees working in CoronIT also had full access, however, this access applied to data from 

the entire country. While employees can use CoronIT in different capacities, and for different roles, 

it was decided that full access should be given so that employees would be able to quickly handle 

additional demand in any region, for any role. 

The GGD was internally notified of the security risks that this introduces and it even made the news 

in November 2020, but the GGD did not find it desirable to limit access to data: "GGD employees 

need to be able to view all files to be able to perform their work properly for all 25 GGD regions. 

Although we pay a lot of attention to this, it comes with a risk." [137]. Although they were aware of 

the risks, there is no indication that control measures were adequate to reduce these risks to an 

acceptable level. 

For HPZone, this approach to data access can potentially be explained by the experience the GGD 

had with healthcare systems before the pandemic, which they then applied to a crisis situation 
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where system requirements are completely different. The key differences of which are the 

significantly increased number of people that would now be working in these healthcare systems, as 

well as the fact that these people would most likely not be medical professionals. This problem is 

discussed in more detail in section 5.4.2. 

5.3.3 Data Monitoring 
The DPIA of CoronIT identifies two major risks related to the logging of user activity. The logging of 

user activity to access an overview of appointments has not been turned on and recommended 

that this is turned on, identifying this is a high level of risk that would be required to be submitted 

to the AP [91, p. 20]. Although given that this is the latest version of the DPIA, there is no 

information to confirm if this has been implemented. The second issue is that while information is 

logged, information is not actively periodically and automatically monitored, nor is there any policy 

determining how and by who such controls are carried out [91, pp. 20-21]. There is a high level of 

risk that information in CoronIT would be misused, but not detected [91, p. 21]. As none of the 

data breaches have been detected by the GGD, this problem had not been addressed in any later 

version of the system before the major personal data breach in January 2021. 

The DPIA of HPZone Lite [124, pp. 249-275], although made after the personal data breach in 

January 2021, makes no mention of measures that have been implemented either to the logging of 

user activity or any kind of method in which this is reviewed. Instead, it stresses the importance of 

monitoring user activity so that unlawful processing is detected and handled. The monitoring 

situation is more unique with HPZone compared to CoronIT however, as each GGD manages its 

instance of HPZone in a federated approach instead of the combined system approach used by 

CoronIT. Ensuring that user activity is being monitored requires implementing measures in all of 

the GGDs, including any employees doing source and contact investigations as part of an external 

organization. However, no such agreements had been made and no uniform protocols had been 

created to ensure this, even after the previously mentioned data breach. 

News articles provide various examples related to logging, however, they do not match the 

requirements set out in these DPIAs. The GGD stated that they were doing random and risk-based 

controls, although they would not “explain how we do this in the interest of the effectiveness of 

these checks” [137]. This in itself is already a dangerous statement as security by obscurity has 

been discouraged for some time now as “System security should not depend on the secrecy of the 

implementation or its components” [110, p. 15]. An example of one of their control measures was 

provided to the NOS by an employee, who stated that “Once every few months they have to share 

their screen through Microsoft Teams and then open the digital waste bin. The manager then 

checks to see if stolen data from the corona systems was in there." [138].  

At the scale these systems were operating, with the nature of the data they processed, automated 

security checks are a critical requirement. However, this would not be possible to implement until 

March 2021 at the earliest. However, according to a report from the AP from November 2021, 

these automated control measures were still not implemented, with a daily manual check being 

used instead. Logging was done on a system-level basis, based on interactions with the system. 

However, in CoronIT, this data was only looked at in the event of a complaint or incident, and in 

HPZone and HPZone Lite, it is unclear if this was ever done at all [139, p. 6]. The limited time that 

these log records were kept was also a major problem, which will be discussed in the context of the 

most major data breach, in section 5.5.3. 
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This lack of supervision is not unique to the GGD however, as it is also present in other 

governmental organizations. One example of which is the Dutch Tax and Customs Administration, a 

major governmental organization under the Ministry of Finance with nearly 30.000 employees. This 

organization has been unable to determine which information has been leaked out of the system 

and by which employees. There are technical limitations, in part due to the organization consisting 

of 900 different, sometimes unconnected, systems that make it impossible to determine which 

address details, license plates, or financial information have ended up in the hands of criminals 

[140]. While the GGD only utilizes a limited number of systems, this example shares the same large 

number of employees that have access to valuable data, combined with a lack of monitoring 

systems to ensure that employees do not misuse their position. 

5.3.4 Data Access Environment 
To ensure that access to sensitive information remains private and secure, access must be limited to 

individuals that have the right to access that data. This section will discuss the measures the GGD 

took to ensure that outside actors would not have access to data from CoronIT and HPZone Lite. 

While there has been no report that a personal data breach occurred due to this aspect, it is possible 

that such an incident was either not detected or that such an attack was not attempted as it was 

already easy to access personal data in another way. 

The GGD did not require company-issued devices to connect to the various corona systems, either 

internally or for outside organizations, although some GGD organizations would hand out laptops 

to some of their employees. However, the majority of employees, especially at external parties, 

were not using company-issued devices. There were also no stated requirements for devices that 

employees would use. Given that hardware is not standardized and managed by the GGD, various 

security vulnerabilities are introduced. Without organization-managed devices, it is unknown if the 

devices used meet all security requirements, nor would it be possible to force security updates. 

Software installed on the device may also impact the security of personal data as it could be 

infected by malware. Or the device could be more vulnerable to outside attacks [139, p. 4]. 

Connecting to the GGD corona systems was done using an URL instead of via a program that would 

create a secure working environment. This can introduce security vulnerabilities as measures taken 

in that secure environment could be bypassed in this manner. In combination with the lack of 

company-issued devices and clear requirements for any devices used to connect to the platform, 

this further increases the level of risk. The process of logging in, at least as recently as November 

2021, does require 2FA, making it more secure [139, p. 4].  

5.4 Processing Stage 
In this section, the processing of personal data will be evaluated. The first subsection provides an 

overview of technical issues related to the systems. The other subsections elaborate on the main 

causes of problems that were identified in this investigation, which are the previous experience of 

the GGD, the level of growth during the Covid-19 pandemic, the agreements and cooperations with 

outside organizations, and the level of political involvement in this process. Together with the 

previously stated design of the system, this lead to numerous personal data breaches and other 

problems, until a significant personal data breach in January 2021. 
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5.4.1 Technical issues 
Numerous technical issues occurred in the systems used by the GGD during the Covid-19 pandemic, 

as HPZone was never designed to be used in this capacity. CoronIT also suffered technical issues 

during the pandemic, although this was a newly acquired system specifically for this pandemic. 

One month after CoronIT went live, in August 2020, CoronIT suffered a major system crash [141]. 

This occurred after 73,000 people had been tested and registered in this system in a week and 

resulted in the entire system becoming inaccessible for an entire day. As HPZone relies on data from 

CoronIT, this made it impossible to perform contact tracing in occupational groups as there was no 

information about test results, the number of tests done, or which percentage of people have been 

infected.  

The cause of the crash was stated by Susan van den Hof, head of the Department of Infectious 

Diseases Epidemiology, as being related to the size of the database as it consisted of 370.000 data 

subjects. However, this explanation is problematic as while HPZone was not designed to handle this 

amount of individuals, CoronIT should have been designed with this in mind. As it was meant to be 

able to contain data about potentially every citizen in the Netherlands, which would be 18 million 

people, and numerous tests for each. In addition to this, a database with 370,000 rows of people, 

divided into various data columns should not be able to make any system crash as the total size 

would still be very small compared to databases in the business world. In those organizations, one 

would often work with millions to billions of data entries.  

Crashes and interruptions remained a common occurrence after this incident, which is problematic 

as this data is used by the RIVM to create advice and policy for our corona strategy. For example, in 

October 2020, the number of corona infections according to the system had dropped below 9.000 a 

day twice in two days. However, this was entirely due to an ICT problem with the GGD, which meant 

that an incorrect count of the number of positive tests was sent to the RIVM. This number of positive 

results was then added to a later day, which meant that 4 out of 7 data in a single week had 

inaccurate counts [142]. This could potentially result in different actions being recommended. 

In addition to crashes and interruptions, the level of activity on these systems would also cause them 

to slow down. Due to this, people would have to wait longer to make an appointment, which carries 

the risk of people giving up on calling and not getting tested anymore. In some situations, such as in 

June 2020, due to a massive influx of more than 323.000 callers, calls weren’t even sent to a queue 

but would instead be disconnected to protect the phone line from not entirely collapsing [143]. The 

resulting number of untested positive individuals going out results in another danger to public 

health. Making it very important that even these technical issues are addressed.  

5.4.2 Problems related to previous experience 
Before the Covid-19 pandemic, the various GGD organizations were relatively small organizations 

with only a few hundred employees at most. These employees were divided into numerous 

departments of which infectious disease control, which CoronIT and HPZone would belong to, is just 

one. In the GGD of the interviewees, their department for infectious disease control consisted of 5 

to 10 employees at the start of the pandemic. Systems in use by the GGD were designed with this in 

mind, as it could be expected that these systems would be used by small teams of medical 

professionals with a significant amount of expertise in this field. However, even this version of 

HPZone (Lite) did not meet many legal requirements, such as the NEN7510, NEN7512, ISO27001, 

and the GDPR ICAM [124, p. 29]. 
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The extent of the pandemic required these systems to be deployed on a much bigger scale, with 

additional personnel that lacked the knowledge and skills of these specialists. These new employees 

found it difficult to work with these systems, not just because they were unfamiliar with them but 

also because these were complex systems with a difficult UI/UX. Which was further complicated due 

to significant time pressure. An example of this UI/UX, from 2015, can be seen in Section 5.2.2. 

While this example may be older, any improvement since then has not been enough as a 2022 

investigation determined the UI/UX to not only be complicated in interaction but also did not meet 

the legal requirements for Web Content Accessibility Guidelines [124, p. 29]. 

In expanding and scaling up these systems, there was a general competence problem. The medical 

professionals, doctors, and nurses that used to be the only ones working in these systems wanted to 

keep control over them. They believed that other people were “interfering in their field” and that by 

working harder, they would be able to remain in control. However, medical professionals generally 

do not have software knowledge, so their knowledge did not translate to the ability to develop 

systems. The interviewees stated that this need to remain in control lasted for some time as it “took 

more than half a year before they really started to feel, yes, this is so big, we can't do that anymore”. 

They also provided a possible explanation for this, as in the medical world, there is a great urge to 

keep things in their own hands, and not doing so would be a violation of medical confidentiality. A 

differently designed system does not necessarily violate medical confidentiality, but it would 

increase the level of risk.  

The fact that systems were designed with small teams of medical professionals in mind and the fact 

that these same individuals wanted to remain in control of these systems can explain the design 

choices made in the Corona systems in use by the GGD. This applies especially to HPZone, as this 

system was already in use by the GGD and continues to be used. Medical professionals working in 

limited teams, with an NDA and a VOG, would not require systems to be designed with different 

levels of authorization in mind. Each user would require the highest level of authorization for 

his/her work and even the inclusion of an export function would be a required functionality. 

However, in a proper system for the specific, and limited, duties of non-medical employees, access 

can and should be drastically reduced. The interviewees believe that there was no need for such 

detailed information in the context of what employees require to be able to do source and contact 

tracing investigations or to schedule appointments. The current system design stems from the “old 

primary thinking of the infectious disease doctor, who must know exactly what the patient is 

getting and which treatment because he must be able to account for it afterward”.  

In these newer systems, there was a significantly higher number of employees, and the average 

level of expertise was greatly reduced. In the case of HPZone (Lite), source and contact tracing is a 

medical act, which requires employees to follow training. This training, a theoretical e-module that 

can be completed at home on a laptop, takes roughly two days, according to the GGD. Followed by 

three days of practical training, under the supervision of nurses, doctors, or other experts which 

would naturally be very busy during this pandemic. For CoronIT, there are no such requirements.  

5.4.3 Problems related to growth 
In the early stage of the pandemic, it was uncertain if a vaccine would be ready to be distributed 

anytime soon, and the extent of the spread of Covid-19 was relatively minor. At this stage of the 

pandemic, the focus was on doing source and contact tracing to determine the exact source of the 

infection and the scope, to be able to limit any further spread. As each GGD would normally only 

have a few individuals that worked in this area, and these investigations could take as much as 8 
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hours per incident, it required the various GGDs to grow by a significant amount. In a later stage of 

the pandemic, large-scale testing required even more individuals to be hired. 

According to the interviewees from the GGD interview, this process was heavily pressured by the 

Ministry of VWS to quickly increase the number of employees. Every GGD was required to provide 

weekly reports on the number of employees they were able to recruit at both a regional and 

national level. In their region, they experienced growth rates of up to 1.500% in the number of 

employees in a single week, with the only factor of importance being to supply an even greater 

number of employees. They further stated that “security at that time, as we are used to in the 

Netherlands, was really not a top priority”.  

However, this unprecedented level of growth was not limited to their own region, occurring in 

every security region in the Netherlands. As a result, all GGDs were competing for the same 

population of employees. This was further complicated by the fact that while the GGD is charged 

with conducting source and contact tracing in their region, the national government was also hiring 

on a national level for the national organizations they created. The GGDs had no say over these 

national-level organizations and would even have to hand over employees they trained to these 

organizations, further increasing the number of employees they needed to hire.   

In this entire process, the minister of VWS and the rest of the ministry were moving power away 

from the GGD, over to their ministry. In the opinion of the GGD interviewees, the minister of VWS 

“was not so much a director, as he was a project leader. Creating all kinds of national level 

organizations via his ministry, to appoint people there”. This created a high level of uncertainty as it 

became unclear what was being managed by the GGDs and what was being managed by the 

Ministry of VWS, nor was there any overview of what the capabilities of each organization were. 

The lack of a clear plan led to the GGDs having to do everything at the last minute, which was 

further complicated by the ever-changing strategy of the national government. 

To illustrate this level of growth, all GGDs combined employed 12.000 FTE before the Covid-19 

pandemic. And as previously stated, teams related to doing source and contact tracing were a 

fraction of this number with the number of employees employed in testing being nonexistent. 

During the pandemic, 59.000 additional individuals were hired to support the various systems 

discussed. In total, the number of FTE at the GGDs reached 51.000, with 32.000 employees or 

20.000 FTE being involved with the vaccination process, 11.000 employees being involved in source 

and contact tracing, and 12.000 employees being involved in testing facilities or in call centers 

where they set appointments for the testing and vaccination process [144]. 

As previously stated, system security should be based on the number of employees and the 

expertise level of these employees. Any system, certainly at this scale, should apply a rigorous 

hiring process and limit access to employees. However, both aspects were not followed by the 

GGD. 

Due to the level of growth that was required, the hiring process was simplified greatly. For example, 

any employee was required to submit a ‘verklaring omtrent gedrag’ (hence ‘VOG’), which is a 

governmental declaration that there are no objections to an individual acting in a certain role. 

However, this was not implemented securely, nor were the control measures adequate. This 

requirement had a grace period of six weeks, in which the employee could already start working 

before such a document had been submitted. Which introduced security vulnerabilities as people 

who would not be able to receive a VOG were not barred from using the system. Furthermore, an 

investigation by RL Nieuws identified several employees that were either never asked to submit their 
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VOG or only months later [145]. Another source to RTL Nieuws reported that hires were able to 

create their own account instead of having an account created for them, which he did numerous 

times without being required to submit a VOG [138]. Yet another source stated that he could 

immediately start working in the corona systems, for an external organization, after a two-minute 

phone call and without submitting a VOG [138]. 

While data was initially divided into each security region, based on the original design of HPZone 

that did not make a connection between various GGDs, this changed during the Covid-19 pandemic. 

While GGDs continued to be responsible for their region and each region had its own call center 

number, with its own testing and vaccination locations, data access became shared. And no attempt 

was made to divide data based on location, rank, or task. 

Instead, it was deemed that the significant demand from the public necessitated giving each 

employee full access to all data, from all locations. This allowed the GGD to quickly fill in additional 

demand when there was a rush in a particular region or a particular task.  Which was required at 

least in August 2020 due to a shortage of manpower, with GGD regions no longer able to trace all 

sources and contacts of corona patients. Major GGD regions such as Amsterdam and Rotterdam had 

stopped intensive tracing of the sources and contacts of corona patients, with GGD regions 

Groningen and Friesland aiding staffing shortfalls. 

5.4.4 Problems related to external organizations 
As stated in the previous section, external organizations were used to support the GGD during the 

Covid-19 pandemic. These organizations did not fall under the GGD, introducing various problems 

related to differing standards among these organizations. External organizations made use of 

employment agencies, which lead to further differences between employees hired internally by the 

GGD and people hired by one of the various external organizations and sub-organizations. The main 

differences consisted of the level of pay that employees would receive and the level and duration of 

training given to employees.  

Internal employees at the GGD would receive 15 euros an hour, while external employees would 

only receive 10 euros an hour. This is a significant difference that influences both the quality of the 

personnel that would apply to the job, as well as an employee's motivation when they received the 

job. The compensation paid by external organizations is the same or close to the same as the Dutch 

minimum wage, which means that a job paying the same compensation can be found quickly. 

Something which can not be said for the salary paid by the GGD internally. A lower salary would also 

make it more likely for employees to cooperate with criminal actors to sell personal data. One 

external employee even stated that “I don't feel connected to the GGD at all, I only do this job 

because it's an easy side job and I need the money” [138], which is in clear contrast to the attitude 

of an internal employee that states that “I work here with heart and soul for our health” [138]. 

Internal employees at the GGD would receive training related to dealing with callers and working 

with the system, while external employees would be given training using a video connection, given 

by people who had little experience themselves. An ex-employee at one of these companies stated 

that “You work with a fairly complex system, with several programs next to each other that are all 

new. I didn't feel like I was ready, but I started anyway” [146]. Due to this lack of training, employees 

would seek help and share screenshots of the systems in group messages with other employees, 

often with clearly visible personal data. 

In one of these hired companies, Teleperformance, a call center that provided 2100 employees for 

the scheduling of tests and contacts data subjects about negative test results, hundreds of 
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employees had access to information they did not require for their job [147]. With a combination of 

a date of birth and a last name or a street name and a zip code or a BSN, these employees had full 

access to all records in CoronIT. Which included all test appointments, results, medical notes, and 

phone numbers of people they would have no reason to contact. This was reported in September 

2020. 

Employees at Teleperformance also mentioned that although they had to sign an NDA, they had 

received little to no training related to privacy. An ex-employee states that “Most people don't want 

to violate the GDPR, but it does happen”, as they simply lack the knowledge to know. If people that 

are currently waiting for their test results called the scheduling line, employees should state that 

they don’t have access to their results, even though they do. In some cases, callers did receive their 

test results, which goes against the conditions for data processing. Employees would also contact 

their family members and friends to inform them of their test results, outside of the proper 

communication channel.  

5.4.5 Problems related to political involvement 
While the structure of the GGD, being completely independent as discussed in Section 4.4, would 

suggest that there is no possibility of political involvement, this is not what happened during the 

Covid-19 pandemic. Instead, political involvement affected every single aspect of the way the GGD 

was utilized during the Covid-19 pandemic. From the hiring process to the amount of development 

time that was available, to the release dates of various functionalities, and even to internal decisions 

related to the design of the system. 

Initially, the structure of the GGD and the central government's lack of authority in combating Covid-

19 was a major problem for the minister of VWS, as he wanted to be able to implement measures 

directly. During one of the earliest clusters of Covid-19 in the region of the interviewees of the GGD 

interview, the minister of VWS repeatedly wanted to have the ability to directly steer policy and 

attempted to do so. However, it was pointed out to him that this is not legally possible as the 

authority to implement policy in this area does not lie with the central government or with the 

Ministry of VWS. 

Cooperation does exist between the GGDs and the Ministry of VWS however. While all GGDs are 

independent, one of the 25 directors of public health is selected to act as the national 

representative. This representative meets with various stakeholders such as the Ministry of VWS, 

the RIVM, and other organizations to discuss the overall strategies and capabilities the GGDs can 

offer. Which is the context of this case would have been to combat the Covid-19 pandemic. The 

content of these meetings is then shared with all the other directors, as even this representative 

doesn’t have the authority to act or make any of the individual GGDs act in their region. 

At the start of the Covid-19 pandemic, this approach led to certain problems. The various directors 

believed that this representative overstated the capabilities of the GGD and agreed with everything 

the minister of VWS, and by extension the central government, wanted. This also goes against the 

legal responsibilities of the GGDs in this area as the minister of VWS was attempting and able to 

steer policy. As a result of this, the situation became so unmanageable that it “threatened to be the 

end of the GGD”. Which was only prevented when this representative was replaced. 

From this situation, it is clear that the current structure of the GGD and how we manage a health 

crisis do not match the intent of making the GGD autonomous, nor does it match the willingness of 

the central government to be able to implement action themselves. As a result, changing the current 

structure of the GGD in the area of infectious diseases is under consideration by the central 
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government. This change would involve changing the responsibilities of the GGD, by moving the 

handling of acute threats and pandemics, such as the Covid-19 pandemic, to the national level while 

making no changes to the more local responsibilities of the GGD. There is already some legislation in 

the area of infectious diseases that allows for measures to be taken on a more centralized and 

higher level of government, however, this change would go significantly further than that. 

According to the interviewees from the GGD interview, what was originally a health crisis had been 

turned into a political crisis. Moving far away from the “content and purpose” of combatting the 

pandemic, to a situation where the only matter of any relevance was “the wishes of the House of 

Representatives of the Netherlands and how decisions would reflect in the polls”. And the center of 

our approach to the Covid-19 pandemic was the principle that “the minister of VWS was not, and is 

still not allowed to fail”. To manage a public health crisis, you need to present a unified front able to 

quickly and decisively take action. Instead, any action was balanced according to “the position of the 

ministers” and the “wishes of the ruling and the opposition party”. In their view, “if you have a 

common goal, which in this instance is fighting the pandemic, debates would not be required at all”. 

Due to the government being held responsible for the effectiveness of the GGD, as part of the way 

Covid-19 was dealt with, political involvement extended to internal design decisions related to the 

workings of the system. While GGD GHOR may have been the project developer, decisions were 

influenced or made by the Ministry of VWS and the central government. For example, the central 

government decided to not restrict data access to the GGD region of the data subject, instead, every 

data subject would be able to call every region and not be forwarded to the one they belong to. It 

was also decided to give employees the ability to look up all data related to every data subject, even 

when their responsibilities would not require this. While inherently insecure, this allows employees 

to fill in for demand in every region and every task, which would allow more people to be helped in a 

faster way.  

The same influence can be seen in the hiring process, which would start following a call from the 

minister of VWS stating that they “needed to have a certain amount of people tomorrow, because 

the chamber of parliament reprimanded him, leading to another huge amount of people being 

hired”. In this system, hiring decisions were not based on any kind of coordinated plan, with 

scheduling and measures to accomplish the hiring of a large group of individuals. Instead, it was 

reactionary, based on political issues, with regions competing against each other. 

When asked if the interviewees believed that efficiency was put over security, they stated that they 

were not sure if this process was even efficient in the first place. Although it certainly was not secure 

as they believed there was no concern for the privacy of personal data, it had “nothing to do with 

data protection any more, this was the Wild West”.  
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5.5 Organizational Response to Problems 
While serious action was taken only after the major personal data breach in January 2021, the GGD 

was made aware of the problems related to the level of access offered to employees and the lack of 

security measures numerous times. While the resulting problems were relatively minor at the start 

of the Covid-19 pandemic, with personal data breaches being limited in scope, this changed as the 

pandemic progressed. With an ever-increasing number of employees and data entries, this only 

increased the dangers of lacking security practices. The number of internal warnings at the GGD 

increased until it resulted in this significantly larger personal data breach, with far-reaching 

consequences. This section will discuss the various personal data breaches, as well as how they were 

handled by the GGD.  

In the summer of 2020, the GGD received dozens of reports of privacy issues surrounding the 

systems used to combat the Covid-19 virus. However, internal criticism of employees was waved 

away by managers, with problems being seen as not important enough, or not requiring a reaction. 

One GGD employee reported to RTL Nieuws that they “just don’t care” [138]. Although it remains a 

question why complaints would not have been made to the AP after their complaints went 

unheard at the GGD. In January 2021, the GGD stated that they were not aware of any such 

reports, instead they “appreciate employees who point out risks to us” [138]. Possible explanations 

for this are listed below: 

• Reports were made to an external organization, which did not pass these reports on to the 

GGD 

• Reports were made at one of the GGD organizations, which did not pass these reports on 

to GGD GHOR Nederland 

• Reports were made to a manager, which did not pass these reports on to a higher level 

• Reports were received by GGD GHOR Nederland, which chose not to act on them. 

In November 2020, an anonymous whistleblower used the Dutch whistleblower platform, Publeaks, 

to report on the possibility and practice of misuse of the enormous database of the GGD. Stating 

that “Via the CoronIT Database, where the results of corona tests are registered, everyone can look 

up data from all kinds of people, acquaintances, and influential Dutch people”. This individual then 

proved this, by publishing information from two Dutch celebrities. Possibly in response to previous 

reports of potential misuse going unheard. This individual also reported that mobile phone numbers 

of handsome men and women who underwent a corona test were being shared [137]. 

Of these two individuals, one was Ahmed Aboutaleb, the mayor of Rotterdam, at that time under 

police protection due to various threats from criminals. The other person's identity was not 

reported. While Aboutaleb stated in response to this incident that there is no danger as he is a public 

figure and people already know where he lives, the same cannot be said for everyone else. An 

example of this occurred in a later incident when the personal data of Peter R de Vries and John van 

den Heuvel, two individuals who were being threatened and under police protection, was leaked 

[148].  

It is important to note that the GGD itself was not aware of these breaches until it had been 

contacted by the AP, upon which they notified the AP of a personal data breach. These personal data 

breaches also did not lead to any action being taken to improve the demonstrated ineffective 

security measures employed by the GGD. Being seen as an acceptable risk. 

In January 2021, two major personal data breaches were reported. The first data breach was 

reported by the NOS on the 21st of January 2021, at a private organization called U-diagnostics. 
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This organization performed a similar role to the GGD in testing individuals for Covid-19. The data 

breach resulted in the personal and medical information of at least tens of thousands of people 

becoming compromised and ending up in criminal hands. The clientele of the organization further 

increased the impact of this data breach as this organization was used not only by traveling 

organizations and football players but also by GP practices, healthcare institutions, and the 

Ministry of Defense for soldiers that have to be deployed [149].  

The data released during this data breach is similar to the data contained in CoronIT, which was 

listed in section 5.3.1, in addition to travel destinations. The method by which data was 

compromised is also similar to the way this occurred in the GGD. Employees had full access to all 

information and made use of this to share phone numbers of famous dutch individuals, such as a 

model or a footballer for FC Utrecht. WhatsApp groups were also used to share personal and 

medical information without regard for privacy regulations. The difference in this incident is that 

passwords were being shared in groups, which were able to be used without any additional login 

requirements. Using these credentials, Nieuwsuur was able to get access to all information 

included in the database [150].  

The second data breach was reported by RTL Nieuws on the 25th of January 2021, just four days 

after the previous report, at the GGD. This data breach affected both HPZone and CoronIT and 

consisted of the complete data of tens of thousands of Dutch people who had interacted with the 

GGD either in a source and contact tracing investigation or when getting tested for Covid-19. 

Individual data entries were offered for 30-50 euros each, with larger datasets selling for thousands 

of euros [151]. It should be noted however that like the previous incident, the personal data of 

everyone in the dataset was vulnerable and could have been affected.  

As a result of this personal data breach, the Ministry of VWS was sued by Stichting Initiatieven 

Collectieve Acties Massaschade in February 2021, in the biggest class action lawsuit in Dutch 

history. They requested to receive 3 billion euros, for the 6.5 million people in the various corona 

systems. As the personal data breach could affect every individual in the database, they argue that 

every data subject is potentially affected and should therefore be considered a victim, no matter if 

their data has been used or not. Anyone whose data is stored in these systems should receive 500 

euros as compensation by default and anyone whose data has been misused should be entitled to 

receive 1500 euros, which is significantly more than the 500 euros that the GGD only offers to 

people whose data has been misused [152]. Stichting ICAM suggests that by accepting this 

compensation individuals waive further claims for compensation, which the GGD uses to reduce 

the amount of compensation they have to hand out.  

Experts however are unsure about this lawsuit, stating that the scope is too big. Professor of Mass 

Claims at Tilburg University Ianika Tzankova states that: “On the one hand, there is apparently an 

abuse here: the government must also adhere to rules. On the other hand, this is an example of a 

crisis situation. One could imagine that this is not the most sympathetic thing” [153]. As the lawsuit 

has yet to end as of January 2023, this thesis can not say if the legal system views this lawsuit in the 

same way or if the infringement of a data subject's rights to privacy outweighs the fact that this 

was a crisis situation. 

5.5.1 Measures Taken 
Based on the major personal data breach in January 2021, the GGD took (or planned to take) 

widespread action. Which included measures such as related to improving access security, 

authorizations, activity logging, restricting the search functionality, disabling the export- and print 
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functionality, and notifying the victims of the personal data breach. In addition to carefully 

investigating HPZone and CoronIT in their entirety. 

The GGD hired Fox-It, to do forensic investigations into the server-level loggings in CoronIT [154]. 

Based on the monitoring from Fox-IT, GGD GHOR hoped to be able to detect suspicious behavior in 

both previous logging information they had related to this data breach and to also be able to detect 

this in the future. This was done using a team that manually tries to identify suspicious behavior, 7 

days a week. However, as the corona systems are used by tens of thousands of employees and the 

low number of employees Fox-IT has (350 according to their vacancy page [154]), with not everyone 

being involved in this process, it is unlikely that they would be able to monitor this effectively. 

Realistically, only automated systems would be sufficient, which was planned to release at the end 

of March 2021. 

It is interesting to note that Fox-IT was also hired to perform extensive investigations into the 

security of CoronIT, specifically related to vulnerabilities in the system at the start of the project in 

2020 [155]. Based on their investigation it was concluded that no additional actions were required. 

The registration and transfer of data had also been tested against the regulations regarding the 

protection of personal data, the GDPR. Although any such investigation would focus on outside 

protection, instead of internal protection. Therefore, it is unlikely that any problems related to 

system design concerning internal employees, specifically the decision to not restrict information 

and to not employ automatic monitoring systems, would be found. 

For HPZone (Lite), the GGD disabled the biggest export functionality, and adjustments would be 

made for the other, required, export functionality. Access to these functions had also been limited to 

a significantly lower number of individuals, in a limited number of roles. Furthermore, HPZone would 

be transitioned out entirely, in favor of GGD Contact, as soon as the system would be completed. 

However, the GGD was already aware of the fact that HPZone would not be able to meet modern 

requirements, which is why it is surprising that no action was taken to either address this fact or 

start developing an alternative system while using this system as a last resort. The GGD implies this 

use as a last resort as they state that they used HPZone as the system used for supporting the testing 

process in March 2020 because it was the only system available, stating that "We made adjustments, 

but we also knew that a new system was needed.". This isn’t necessarily true, however, as they 

identified an alternative system specifically designed for use during a pandemic. 

It's interesting to note that the GGD did not consider the data breaches to have any relation to “the 

failure, malfunction or possible insecurity of the system”. They blame the personal data breaches, 

not on systemic errors but on “malicious intent and the urge to make money off the backs of 

others”. They also attack the media, stating that they are spreading “stories full of facts and 

fabrications, inaccuracies and incompleteness, justified and unjust criticism” [155]. This could 

however be partially explained by a statement made by the GGD interviewees that stated that this is 

a problem related to the level of influence the GGD had, with internal systems being made by the 

Ministry of VWS instead of the GGD. Further stating that “If you aren’t the ones making the decision, 

it is ill-advised to appear like you are the owner of this problem and made the decisions yourself”. As 

such, the GGD would receive the blame for “the government’s decision to place speed and efficiency 

over quality and privacy by design” [102].  

While these personal data breaches occurred due to internal employees, although made significantly 

easier through decision choices from the Ministry of VWS, the lack of any kind of automatic control 

system and a short data storage policy can only be attributed to the GGD. In addition to this, even if 

decisions influenced the GGD, the GGD is ultimately responsible for any processing done with their 
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data, which includes being responsible for their internal employees and the employees of any hired 

organizations. As the organization was aware of the dangers from initial data breaches and of the 

fact that HPZone and HPZone Lite were inherently insecure from the start, changes, and 

improvements should have been taken earlier. 

5.5.2 Evaluation of Measures Taken 
After the major data breach, GGD GHOR had been under ‘increased supervision’ by the GGD [156]. 

Based on this increased supervision, the AP released an evaluation in November 2021 of the GGD, 

evaluating the implementation status and effectiveness of the previously mentioned measures and 

other improvements [157]. 

The AP concludes that while some of the announced improvements have been implemented, 

reducing the risk of personal data breaches, the risk of a personal data breach has not been 

eliminated. Significant risks to the protection of personal data remain, which will require additional 

measures. These measures are specifically related to addressing problems related to the significant 

number of employees and organizations involved with the processing of personal data related to 

testing, vaccinating, and source and contract tracing investigations. 

Involved in this process are 25 different GGD organizations that each belong to a security region, 

GGD GHOR, six different national partner organizations (call centers and other external 

organizations), employment agencies, and IT suppliers. While this is already a complicated 

organizational structure, the AP investigation found that no clear agreements related to various 

security aspects from the various systems had been made. For example, related to access control 

related to the various regions and functions and the monitoring of logging information. As a result, it 

is unclear who is responsible for taking various security measures, which Increases the chance of 

new breaches in data security [139, p. 1]. 

The process regarding providing and removing access to employees was also implemented 

incorrectly, with there being no documented agreements relating to the assigning, editing, and 

revoking of authorization. Instead, authorization control for HPZone and HPZone Lite is provided by 

each GGD separately, with each GGD providing access to their system and assigning a role to 

employees and contractors working directly for the GGD. For externally hired companies, employees 

receive access based on their role, with a GGD organization sharing access to data from their region 

with this employee. If the employee starts working in a different capacity or for a different region, 

this access should then be revoked and replaced by a different one. There is also no documentation 

related to the rights and functionalities connected to roles. As a result, certain employees can access 

far more data than would be required based on their responsibilities [139, p. 5].  

In response to various smaller data breaches in September 2020, GGD GHOR started the 

development of an automated control system to check log files, which would be finished in the 

fourth quarter of 2020. However, this system was still not in place at the time of the major personal 

data breach in January 2021. After missing this deadline, GGD GHOR would implement automated 

control systems in the form of a ‘Security Information & Event Management’ (hence ‘SIEM’) by 

March of 2021, a deadline that was still not met as recently as June 2021 [139, p. 6]. 

Since the data breach, the search functionality in CoronIT has been limited to no longer processing 

search queries consisting of only last names, a combination of last name and gender, or last name 

and date of birth. A similar change has not been made to HPZone however due to technical 

limitations at the suppliers. Instead opting to show less personal information in a search query [139, 

p. 7]. 
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5.5.3 Size of the Data Leak 
Determining the exact number of individuals affected by these data leaks will most likely be 

impossible, however, it is also unlikely that the official number used by the government is correct. 

With both HPZone (Lite) and the testing records of CoronIT being affected, any one of the millions of 

individuals in these datasets could be affected. Given that HPZone (Lite) contained a built-in export 

functionality, accessible to all employees, it’s possible to rapidly download a significant number of 

data entries. CoronIT lacks this functionality as it is targeted to the individual, but examples further 

in this section will show that a significant amount of data entries could still be extracted from this 

system too. 

RTL Nieuws informed GGD GHOR on the 22nd of January 2021 that a major personal data breach 

had occurred at the GGD, based on their investigation into datasets it acquired from criminal actors. 

These datasets consisted of the complete information of 600 individuals, which they verified by 

contacting a sample of these individuals with the contact information contained in these datasets. 

After verifying that these datasets were legitimate, RTL Nieuws was told by these criminal actors 

that they would be able to provide thousands or tens of thousands of additional records [158].   

While RTL Nieuws informed GGD GHOR about the data breach, they did not share these datasets or 

their investigation with either GGD or the Dutch police, stating that they are an independent 

organization that does not function as an extension of any kind of investigation. According to the 

editors-in-chief of RTL Nieuws, the GGD itself is responsible for investigating personal data breaches 

and informing victims. They also deleted these datasets after publishing these articles [158]. This 

thesis was unable to determine if the national police or the GGD made any attempt to investigate 

this data breach using the same approach as RTL Nieuws. 

Given that GGD GHOR stated that they were completely unaware of the personal data breach until it 

was reported to them by RTL Nieuws on the 22nd of January [124, p. 641], combined with the fact 

that logging data, at least at GGD Hart voor Brabant, was kept for 30 days [124, p. 646], it makes it 

impossible to investigate any case before the end of December 2020 from this side. As these flaws 

were present from the very start of its use in March 2020, this leaves a 9-month period where it isn’t 

even possible to determine the number or scope of personal data breaches during this period. And it 

is unlikely that the few incidents reported in the news are all personal data breaches that occurred 

during this period. 

Even for the period between the end of December 2020 and the 22nd of January 2021, it is unlikely 

that all personal data breaches would be able to be detected. The systems were never designed to 

be able to monitor user activity to such a degree, as the design only specifies manual checks, which 

makes the expected value of this logging limited. Given that these systems were used by tens of 

thousands of employees, with every interaction being logged, there is an enormous amount of data 

to go through. This can be significantly reduced through various intelligent queries but remains a 

significant amount of data to investigate.  

According to a police investigation and the GGD itself, the scale of the personal data breach was 

limited to 1.250 data subjects.  All of these individuals have been notified of the data breach and 

offered 500 euros as compensation [159]. To get this compensation, data has to be “unauthorized 

access, stolen and possibly sold”, meaning that it’s not a requirement for data to be sold, only 

illegitimately accessed. The GGD further states that “No evidence has been found for the alleged 

(large-scale) trade of data from the corona systems.”, which contrasts RTL Nieuws’ reporting that 

there are datasets of thousands to tens of thousands of individuals. 



78 
 

From an investigation of the limited number of criminals the police arrested related to these 

personal data breaches, it appears that all of them were overly suspicious to the point that it would 

be impossible not to identify them. In addition to this, an example presented further in this section 

would indicate that just a single individual would have been responsible for the majority of the data 

breach. Therefore, it is likely that the investigation done by either the GGD or the national police was 

only able to target the most blatant or least capable criminals in the small window of time they had 

while missing both criminals that took basic precautions to make themselves less suspicious and any 

criminal that accessed data maliciously any time before December of 2020. 

This next example describes a personal data breach in CoronIT, which would be responsible for most 

of the total data breaches related to the GGD corona systems, and also shows that an export 

functionality is not a requirement for being able to leak large amounts of data. A 19-year-old man 

from the Hague was been accused in January 2022 of taking 795 pictures of dossiers from CoronIT 

and selling them for 1 euro per individual [160]. The police investigation into the matter was able to 

establish that this man logged into his account on a sick day, upon which he accessed hundreds of 

files multiple times. This is an example of a less capable criminal, not taking any basic precautions to 

avoid detection. However, this also shows the value of having any kind of automated monitoring 

system, as both the frequency of accessing files and the fact that a user was logged in at a time he 

should not have been working would be detected in even the most basic of systems. 

Given the context of this particular case, it is unlikely that this individual was in any way linked to the 

criminal organization that offered a dataset to RTL Nieuws. The method was too obvious and 

inefficient and he also did not realize the value of the data he had. The suspect was approached by 

an individual that paid him for the data of people born in 1965 or earlier, as these are the people 

most likely to fall for phishing scams. The value of the data, 1 euro per individual, is in contrast to 

what RTL Nieuws reported earlier where this data was sold for 30 euros a piece.  

A professional operation linked to a criminal organization poses a significantly bigger risk, especially 

if done in a way that circumvents any control measures. The easiest way to circumvent such a 

system is to construct attacks that are indistinguishable from normal behavior. Using such a method, 

even a sophisticated automatic monitoring system would not be able to detect an attack. An 

efficient way to do this would be to use a device that records your screen and uses OCR software to 

extract all personal information, which would expose the user to a significant amount of personal 

data while performing their job exactly as expected. If you convert the information into a format 

that does not resemble the GGD database, you could even sell the information as being from a 

completely different data leak. 

While there is no indication that such an attack occurred at the GGD, it would also be impossible to 

detect one if it did occur. Even before the personal data breach in January 2021, it was already 

reported in the media that users had access to all information in the database, which would certainly 

get criminal entities interested. Combined with hiring practices that were focused on hiring as many 

people as possible instead of hiring people securely, with a VOG that was only required after six 

weeks, it isn’t unlikely that criminal actors would be able to access these systems.  
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5.6 Overview of Probable GDPR Violations 
Based on the information from this section, I have identified the corresponding probable GDPR 

article violations. This section will provide an overview of these violations. Each subsection explains 

the definition of the article, why this investigation finds it probable that it may have been violated, 

and references findings to where they have been mentioned before in this section. The probable 

violations match the allegations related to the GDPR under the ICAM lawsuit, which is a violation of 

articles 5, 25, and 32  [161], in addition to articles 24, 33, 34, 35, 36, and 89. 

5.6.1 Article 5 - Principles relating to the processing of personal data 
Under article 5 of the GDPR, the processing of personal data must be done in accordance with 

various principles. Probable violates relate to subsections c and f, which state that personal data 

shall be “adequate, relevant and limited to what is necessary in relation to the purposes for which 

they are processed” and “processed in a manner that ensures appropriate security of the personal 

data, including protection against unauthorized or unlawful processing and against accidental loss, 

destruction or damage, using appropriate technical or organizational measures” [31, p. 35].  

However, as this article is one of the basic principles of the GDPR under chapter 2, probable 

violations of this article are based on specific probable violations related to other articles of the 

GDPR. Therefore, any probable violation of this article will be determined by a probable violation in 

either articles 24, 25, and/or 32 of the GDPR, as discussed in this section. 

5.6.2 Article 24 - Responsibility of the controller 
Under Article 24 of the GDPR, the controller (in this case the GGD) “shall implement appropriate 

technical and organizational measures to ensure and to be able to demonstrate that processing is 

performed in accordance with this regulation” [31, p. 47].  A measure is a broad term as it refers to 

all actions that are appropriate to make the processing compliant with the GDPR, either through 

organizational or technical measures. For data processing to be secure, both organizational and 

technical measures must be taken although, in practice, there is not always a clear distinction 

between them as they can overlap [162].  

The GDPR does not define what a technical measure is but does provide examples such as securing 

access to data, for example using password protection, and the transfer of data, for example using 

encryption [163]. Examples of organizational measures are data audits, activity logs, and internal 

training of employees by the Data Protection Officer [164]. Recital 78 of the GDPR specifies 

additional measures such as pseudonymizing personal data as soon as possible, ensuring 

transparency with regard to the functions and processing of personal data, enabling the data subject 

to monitor the data processing, and enabling the controller to create and improve security features 

[165]. This thesis will use measures beyond these examples, as a measure refers to all actions taken 

by the GGD. 

Although CoronIT and HPZone (lite) were managed and further developed by the umbrella 

organization GGD GHOR Nederland, a significant number of organizations were involved in the 

processing of information. As stated in Section 5.5.3, data was processed by 25 different GGD 

organizations that each belong to a security region, GGD GHOR, six different national partner 

organizations (call centers and other external organizations), employment agencies, and IT suppliers. 

Although managing such a large number of organizations can already be problematic, this was 

further complicated by the fact that, as stated in Section 5.4.5, there was no clear overview of which 

organizations were in charge of which areas. As stated in Section 5.5.3, there was also no clear 
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agreement related to various security aspects, which further increased the chance of new personal 

data breaches. 

There were major problems related to securing access to data for internal employees, although 

improvements could also have been made to external security. However, as this study has not found 

any incidents related to data being compromised from the outside, this will not be comprehensively 

covered. As stated in Section 5.3.4, access to the various systems was achieved using an URL 

reachable from non-company-issued devices, without being logged in to a secure working 

environment, which presents a potential risk. Although this is mitigated by the requirement to use 

Two-Factor-Authentication. The lack of using company-issued devices also introduces various risks 

such as an inability to know if devices meet all required security measures, the possibility that non-

updated devices are at risk of certain attacks, and that devices may already be compromised by 

malware. Combined with many employees working at home, out of view of any organization, this is 

a significant risk when working with sensitive information on a massive scale. 

Data access for internal employees was managed differently between the two systems, although the 

GGDs approach to data resulted in the same problems occurring in both systems. Data access to 

HPZone (Lite) was divided into each security region, with data stored at each GGD, however, it was 

decided that employees could receive access to different regions. This process of giving access was 

not properly managed, which resulted in employees continuing to have access long after their access 

should have been removed. All employees also had access to all functionalities of HPZone, including 

an export functionality able to export significant amounts of entries without any kinds of restrictions 

or monitoring. CoronIT suffered from a similar design choice, where it was decided to work in a 

centralized system with all employees being able to fill in demand at every region and every job, 

instead of the siloed approach HPZone used before the Covid-19 pandemic. This was combined with 

a search functionality that was able to look up all individuals with minimal information and a manual 

logging functionality that stored logging information for just 1 month. 

Organizational measures surrounding employees themselves were also inadequate, especially 

concerning the hiring and training process.  As stated in Section 5.4.3, the hiring process was greatly 

simplified resulting in anyone being able to be hired in as little as a 2-minute phone call. To prevent 

malicious actors from finding employment at the GGD or any contracted organization, they made 

use of a ‘VOG’, although in a way that made this approach ineffective. Employees would have 6 

weeks to hand in a VOG, while already being able to start working. In some instances, this step was 

even skipped entirely. As a VOG is a governmental declaration that detects if there are any 

objections to starting in a certain function, for example, if there is any problem with this individual 

working with sensitive medical information, this is an essential step that was constructed in a way 

that benefitted speed over security. Combined with the lack of an automatic logging system, this is a 

clear danger. 

The training of employees, as stated in Section 5.4.4, was also inadequate. The systems, in general, 

were complicated, with employees stating that they found it difficult to work with, but would have 

to start working anyway. While internal GGD employees received training, the quality of training for 

external organizations was far below that of the GGD. External employees stated that they were 

violating the GDPR without even knowing what they did was wrong, as they never received GDPR-

related training. Some training at external organizations was given by employees who had only a few 

days of experience themselves, which is far from the originally specified training for 3 days under 

medical professionals as stated as a requirement for working in HPZone. Employees would also go 

beyond protocol and access information they had access to, but would not be allowed to access 

based on their responsibilities. The lack of training also led to practices where employees would 
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create WhatsApp groups where they would ask questions and receive help, which given the lack of 

GDPR-related training, led to employees sharing medical information within these groups with large 

numbers of other employees. The worst offenders of this practice would even share the contact 

information of famous individuals such as models, soccer players, celebrities, etc. 

From these points, it is clear that the organizational and technical measures taken to ensure and be 

able to demonstrate that processing is performed in accordance with this regulation were likely to 

be inadequate for any system, certainly for a healthcare-related system containing detailed 

information of millions of individuals in the Netherlands. 

5.6.3 Article 25 - Data protection by design and by default 
Under article 25 of the GDPR, (in this case the GGD) “the controller shall, both at the time of the 

determination of the means for processing and at the time of the processing itself, implement 

appropriate technical and organizational measures” [31, p. 48], which “applies to the amount of 

personal data collected, the extent of their processing, the period of their storage and their 

accessibility” [31, p. 48]. As this article shares significant overlap with the previous article, this 

section will focus on the accessibility of the data, where the GGD has prioritized speed over security. 

As stated in Section 5.3.2, HPZone and CoronIT had different approaches to data management. 

HPZone was initially federated, with each GGD being responsible for its own region, without any 

connections between the various regions. As HPZone was used by a small team of highly skilled 

medical professionals, employees would have full access to all data and functionalities in their 

region. These functionalities included functions able to export a significant amount of data outside 

of the system. The system also lacked a monitoring aspect, as determined by the “Axis into ICT” 

investigation stated in Section 5.2.2. 

During the Covid-19 pandemic, a significant number of untrained employees would be added to 

these systems, however, GGD GHOR did not make any changes to the system to make it more secure 

now that the number of users had grown, with people not being medical professionals. Nor was the 

export functionality restricted to a limited number of users. Instead, GGD GHOR made the system 

more insecure by creating HPZone Lite, a version that was able to connect each region, so that 

access could be given to employees in one region, to support another. To make matters worse, there 

was no clear overview of access being given to employees, which resulted in many employees 

keeping their increased access, far beyond the need of their role. The deficiencies in HPZone proved 

to be so big that the only possible action was to replace it with GGD Contact. 

CoronIT was developed as a centralized system, with each GGD organization or external organization 

working in the same system. This is in contrast to the way the GGD is designed to work, as they are a 

federated organization each in charge of their region, as stated in Section 4.4. However, for the sake 

of efficiency, it was decided that each individual would be able to call each region, instead of the 

security region they live in, to schedule either a test or vaccination. While this is easier for the 

individual and allows for each employee to be able to support anywhere in the Netherlands, this is a 

significantly riskier approach than the federated approach initially used by HPZone. Which could 

have been used to achieve the same ability to support regions, while not increasing the level of data 

access from a single region to the entire country.  

While CoronIT could be used to support multiple roles, which would have allowed for a separation of 

data, instead the decision was made to give all employees access to the data needed for all roles. 

This aids in all employees being able to support all roles at any given time, although it also carries 
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the increased risk of data that is not required to be accessible at all times. A more secure approach 

would have been to only give temporary access when required by demand. 

5.6.4 Article 32 - Security of processing 
Under article 32 of the GDPR, organizations are required to “implement appropriate technical and 

organizational measures to ensure a level of security appropriate to the risk” [31, pp. 51-52]. As this 

article shares significant overlap with both Article 24 and Article 25 which belong to the same 

chapter, a violation of this article is based on the violation of both previously stated articles.  

5.6.5 Article 33 - Notification of a personal data breach to the 

supervisory authority 
Under article 33 of the GDPR, in the case of a personal data breach, “the controller shall without 

undue delay and, where feasible, not later than 72 hours after having become aware of it, notify the 

personal data breach to the supervisory authority” [31, p. 52]. The concept of personal data 

breaches has already been described in Section 4.3.2, which in the context of this article refers to 

every incident identified in this thesis where data was leaked from either CoronIT or HPZone (Lite), 

including the smaller data leaks and the major data leak reported by RTL Nieuws.  

Given that most personal data breaches are very small in scope, affecting only a single individual, it is 

important to specify which approach this thesis will use toward personal data breaches. As discussed 

in Section 4.3.2, most of these breaches are unrelated to the system used, stemming from incorrect 

information entered into the system or from information being delivered to the wrong recipient. 

Therefore, this article will only be addressed by examing larger personal data breaches. Primarily 

through employees accessing information from an individual beyond their duties, although it is also 

important to note the sharing of data in WhatsApp groups. 

In every instance identified in this thesis, where the GGD became aware of a personal data breach, it 

appears that these personal data breaches have been reported to the supervisory authority, the AP. 

However, these incidents also share a common factor. In every single instance, the GGD was not 

aware of any such data breach occurring, until they were notified by an individual or organization, to 

point out this breach. As such, while the GGD adheres to the “after having become aware of it” 

aspect of this article, there is a potential problem. 

According to the DPIA from CoronIT, the logging of employee activity is not activated in some 

instances, with no newer information able to verify that this has been activated. It further states that 

logging is not being actively periodically or automatically controlled, nor is there any kind of policy or 

agreement on who is responsible for executing these controls. It was recommended in this same 

document to ensure that logging is enabled and monitored, as otherwise, CoronIT systems would 

contain a high level of risk. The DPIA from HPZone Lite shows a similar problem, where it is not clear 

if each GGD is monitoring user activity internally, nor is it clear if this is done for external 

organizations. Based on the findings from 5.5.2, there is no evidence that this changed before the 

occurrence of the major personal data breach in January 2021. As such, the GGD made it nearly 

impossible to become aware of personal data breaches in the first place. Creating a situation where 

there is no awareness of data leaks in the first place can’t be in accordance with the spirit of the law. 

As the GGD does not employ any automatic logging analysis, the GGD was not able to detect any, or 

at least the vast majority of, personal data breaches. Only after such incidents have been reported to 

the GGD or had reached the news were they able to take action. While it is likely that this covers all 

cases related to BNers and other known individuals, it is unlikely that this extends to the employees 
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that illegally accessed the data from their friends and family. Which suggests a failure to report every 

instance to the AP. It is likely that if every one of these instances was reported to the AP, the AP 

would have reacted sooner, which would then have been reported in the news. 

One of the bigger personal data breaches is related to the sharing of personal information in 

WhatsApp groups. Where employees would ask for help without censoring any personal 

information. As this is not strictly required for the processing of personal data, this would constitute 

a personal data breach. However, it is unclear whether this practice has been reported to the AP, 

nor that they would be able to identify each individual affected by this practice. While the various 

GGDs did aim to prevent the sharing of data in WhatsApp groups by outlawing the practice, the 

results were that these groups would then operate outside of the confines of the GGD. Making it 

even more difficult to both identify and report data breaches. 

The major personal data breach was also correctly reported by the GGD, although there is a 

peculiarity in the way this report was handled. On the 22nd of January 2021, as discussed in Section 

5.5.3, RTL Nieuws reported to GGD GHOR that a data breach of significant scope had occurred, with 

the possibility that data from tens of thousands of individuals had been stolen. GGD GHOR then 

informed the AP of this fact. Which is within the 72-hour time limit. However, on the 27th of January 

2021, the AP immediately demanded clarification from the GGD about the personal data breach that 

was reported by RTL Nieuws on the 25th of January 2021 [166]. 

As the AP had already been informed about this personal data breach, there should have been no 

need to demand clarification. However, the AP’s announcement makes it seem like they were 

unaware of any such report. This suggests that the AP is either not able to handle the report of a 

major personal data breach from a large governmental organization, or that GGD GHOR 

misrepresented the scope of the personal data breach. 

The second of which would be a violation of Article 33, under paragraph 3, section a, which states 

that organizations are required to “describe the nature of the personal data breach including where 

possible, the categories and the approximate number of data subjects concerned and the categories 

and the approximate number of personal data records concerned”. However, this cannot be 

determined without information about this report to the AP. It is also beyond the scope of this thesis 

as both GGD GHOR and the AP do not fall under the scope of the WOO.  

5.6.6 Article 34 - Communication of a personal data breach to the 

data subject 
Under article 34 of the GDPR, when a data breach occurs and the breach is “likely to result in a high 

risk to the rights and freedoms of natural persons”, the controller is required to communicate this to 

the data subject without undue delay [31, p. 52]. In clear and plain language describing the nature of 

the personal data breach. The data contained in CoronIT and HPZone lite is highly confidential and 

sensitive data, which would meet the requirements set out in this article. Table 9 and Table 10 in 

Section 5.3.1 show numerous data fields that fall under a special category. 

This article follows the same reasoning, from article 33, that creating a situation where there is no 

awareness of personal data breaches in the first place, cannot be in accordance with the spirit of the 

law. Without awareness of personal data breaches occurring, data subjects naturally can not be 

informed about any personal data breach. 

While numerous personal data breaches occurred during the Covid-19 pandemic, this section will 

focus on two types of these personal data breaches. The first is the previously mentioned WhatsApp 
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groups that led to medical information being shared in large groups of employees, the second is the 

major personal data breach that occurred in January 2021. Other data breaches are smaller in scope 

and impossible to investigate from an outside perspective. 

As stated in Section 5.5, Whatsapp groups were used among employees to share data either 

maliciously or in an inherently insecure way to ask and receive help from other employees. While 

any incident where data would be shared in these groups would be a personal data breach that 

would be required to be reported by the AP, there is no indication that the AP knew about this 

practice nor was it ever covered in the news. As this practice was not common knowledge, it is 

unlikely that any data subject was contacted about this practice. Instead, it was employees that 

reported this practice to the news, although only at a later stage. Given that the information in these 

groups would have been easily identifiable, it would be relatively easy for the GGD to contact each 

data subject and notify them of a personal data breach.  

With the major personal data breach, occurring in January of 2021, it is unlikely that every affected 

individual has been individually contacted. The GGD was unaware of any such data breach occurring 

and as a result, their logging information would not be able to cover the majority of the time that 

flaws in these systems were present, nor is it likely that all data breaches connected to this breach 

would have been detected.  While 1.250 individuals were individually contacted, Section 5.5.3 

suggests that the scope of the data breach is likely significantly higher. However, the GGD is likely 

not in breach of Article 34 over this instance as it is not a requirement for data subjects to be 

individually contacted. Instead, the GDPR requires organizations to notify individuals in general, such 

as with a post on the organizational website of a news report, which is the way GGD GHOR used 

[125]. 

5.6.7 Article 35 – Data protection impact assessment 
Article 35 of the General Data Protection Regulation requires a Data Protection Impact Assessment 

(DPIA) to be conducted in instances where the processing of personal data “is likely to result in a 

high risk to the rights and freedoms of natural persons” [31, p. 54]. A DPIA shall be required in 

particular if one of the following applies: 

• A systematic and extensive evaluation of personal aspects relating to natural persons which 

are based on automated processing, including profiling, and on which decisions are based 

that produce legal effects concerning the natural person or similarly significantly affect the 

natural person; 

• Processing on a large scale of special categories of data referred to in Article 9(1), or of 

personal data relating to criminal convictions and offenses referred to in Article 10; or 

• Systematic monitoring of a publicly accessible area on a large scale. 

The systems used by the GGD meet all these criteria as they operate on sensitive data and have the 

ability to significantly affect individuals, they operate on medical data which is listed as part of article 

9 of the GDPR ‘Processing of special categories of personal data’ and there was systemic monitoring 

of the entire nation. Table 9 and Table 10 in Section 5.3.1 depict the data that was processed using 

these systems and which data falls under these special categories. 

As stated in Section 5.2.3.2, the Ministry of VWS believes that source and contacts platforms and by 

extension, any other system used to support the Covid-19 pandemic requires the creation of a DPIA. 

However, all systems covered in this case (CoronIT and HPZone (Lite)) have not followed this 

procedure correctly. The risks stated in the initial version of the DPIA of CoronIT as well as the risk 
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stated in the improved version of HPZone Lite after the major data breach in January 2021 further 

support this fact. 

A DPIA was initially completed for CoronIT, but it does not seem to fully reflect the system that the 

GGD ended up using. Given the fact that the purpose or nature of data collection and processing has 

changed, as the process of vaccinating individuals is different from the process of testing individuals, 

a new or updated version of the DPIA should have been made. As this was not done, this is a 

probable violation of Article 35. 

A DPIA was not completed for the legacy system HPZone, which was created before the 

implementation of the GDPR. While a DPIA would not be required for a legacy system, the significant 

increase in the scope of the system would necessitate the creation of a DPIA. Before the Covid 

pandemic, source and contact tracing was a small-scale activity that targeted a limited number of 

individuals. However, during the Covid pandemic, source and contact tracing was applied on a 

previously unprecedented scale, targeting a significant extent of the Dutch population. A legal 

advisor attending the Justice and Security Data Conference also holds the opinion that a DPIA would 

have been required to be created [133]. As this was not done, this is a probable violation of Article 

35. 

A DPIA was also not completed for HPZone Lite. However, given that this is a newly developed 

system, although derived from HPZone, it would not fall under the legacy system exception. As such, 

it requires the creation of a DPIA, even if HPZone would not. A DPIA was later made for this system 

after the personal data breach of January 2021, which already took into required improvements into 

account. As this DPIA identified high risks in its current state, it would certainly warrant the creation 

of one at the start of creating HPZone Lite. As this was not done, this is a probable violation of Article 

35. 

GGD GHORs decisions to not create a DPIA for at least HPZone Lite may have been motivated by the 

recognition that the system would not meet modern security standards and could not address the 

deficiencies of its predecessor, HPZone. A later investigation into HPZone (Lite) after the personal 

data breach concluded that it did not meet many legal requirements, such as the NEN7510, 

NEN7512, ISO27001, and the GDPR [124, p. 29].  As the system was found to be unsuitable for 

further use, even outside of a pandemic, it led to the decision to completely replace this system with 

GGD Contact.  

The DPIA for CoronIT did not accurately reflect the system but did contain ten different areas that 

were deemed at high risk [124, pp. 294-302]. With mitigation methods, these risks would be reduced 

to medium or low levels. However, the problem is that these mitigation methods, at least 

concerning logging [124, pp. 295-296], were not implemented at all (at least before the personal 

data breach).  

In an interview with a governmental Data Protection Officer [89], he stated that an official admission 

of the system's insecurity would have significant implications for public health. It is possible that a 

significant number of individuals would refuse to use this and any future systems, hindering their 

ability to receive testing and vaccination. This could explain why no DPIA was made initially for 

HPZone (Lite) and why the risks identified in CoronIT were all reduced to medium or lower. It does 

not explain why GGD GHOR would not implement the mitigation methods they stated, however. 

While public health may have played a role in these decisions, creating a DPIA is still a legal 

requirement that cannot be avoided with data this sensitive and at this scale. As it can potentially 

put the sensitive medical data of millions of citizens at risk. 
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5.6.8 Article 36 - Prior consultation 
Article 36 of the General Data Protection Regulation requires controllers, such as the GGD, to consult 

with the supervisory authority (in this case, the AP) before processing may begin if the Data 

Protection Impact Assessment under article 35 indicates that the processing would result in a high 

risk without mitigating measures. Given the sensitive nature of the data being processed on a 

national scale and the fact that the corona systems met all three criteria for conducting a DPIA, it is 

likely that the GGD would have been required to submit their DPIA for approval. However, no such 

submission was made for any of the three systems. And given that societal importance can also be a 

reason to submit a DPIA according to the DPO of the Corona Melder App [136, p. 2], all systems 

could be regarded as meeting this requirement.  

The problematic aspect of this is that for HPZone and HPZone Lite, no DPIA was made in the first 

place. As such, there is no DPIA to indicate that there are significant risks nor is it possible to 

determine if the countermeasures are enough to mitigate these same risks. Therefore, even though 

the system might not be safe, a situation has been created where the AP does not have to be 

consulted. As these systems, as stated in the previous section, did not meet many legal standards, 

including compliance with the GDPR, it is unlikely that such a document would have indicated that 

there were no risks. The later DPIA of HPZone Lite, which was created after January 2021, about the 

current status of the system does prove that such as report should have been made as it identified 

six areas with a high level of risk to the data subject.  

A DPIA was created for CoronIT, however, this document does not accurately reflect the way data 

was collected and processed as it was not updated since the very start of development. However, in 

this document, many areas were deemed at high risk [124, pp. 294-302]. With mitigation methods, 

these risks could be reduced to medium or low levels, which would not require a submission to the 

AP. However, as further versions of the system did not include these mitigation methods, any 

updated version of a DPIA would have to conclude that these areas remained a high risk. Which 

would require consulting the AP. 

Given the nature of the data processed by the GGD, the massive number of employees working at 

home that received little training, and the GGDs own opinion that at least HPZone would not be able 

to meet current standards, it is unlikely that any DPIA could conclude that there weren’t any risks. As 

the AP’s investigation and reporting, a year after the systems were improved, still deemed these 

systems to be unsafe, it is unlikely that CoronIT or DPIA would have passed the evaluation of their 

DPIA, requiring a system redesign. 

5.6.9 Article 89 - Safeguards and derogations relating to processing 

for archiving purposes in the public interest, scientific or 

historical research purposes, or statistical purposes  
Article 89 of the GDPR specifies the conditions under which data can be used beyond the purpose of 

its collection if it is in the interest of “archiving purposes in the public interest, scientific or historical 

research purposes or statistical purposes”. Provided this is done under appropriate safeguards. 

Including ensuring that technical and organizational measures are in place to fulfill the principle of 

data minimization.  

This article has been included not due to a potential breach of this article where data was shared 

without the appropriate safeguards, but because organizations are unwilling to make use of this 

exception. Section 2.1.3 describes that data from the GGD was shared to do a study into the excess 
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mortality rate due to the Covid-19 pandemic, yet this was not provided to all parties. Instead, this 

data was only shared with the RIVM which was already a recipient of GGD data, as well as the CBS, a 

trusted third-party organization. This goes against the request by the House of Representatives to 

allow academic parties to an independent investigation 

The reasoning provided by the GGD is that they are hesitant to provide this access as they believe it 

would constitute a violation of the GDPR. This is in contrast to both this article and the fact that data 

was shared with these other organizations. The FAIR architecture, specified in Section 0, will aim to 

address this.  
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6. Governmental personnel’s understanding of the reason problems 

occur in governmental systems 
This section aims to explore the perspectives of governmental personnel regarding the reasons 

behind problems occurring in governmental systems. The investigation involved attending two major 

governmental conferences, which drew significant participation from personnel representing various 

organizations. The organization of such conferences by the Dutch government on topics like data 

management and ICT usage indicates the importance of these areas and the ongoing need for 

improvement. 

While healthcare organizations were not present at the conferences, it is crucial to emphasize the 

application of privacy by design and by default, as well as data minimization, in all systems 

processing personal data that poses risks to data subjects. Therefore, knowledge related to 

protecting valuable data in other organizations can also be applicable to healthcare-related 

organizations. 

On September 14, 2022, I attended a government-organized conference that brought together high-

level governmental employees and representatives from the private sector to discuss digitalization. 

The conference had a significant turnout, with over 450 individuals in attendance. During the 

conference, I actively participated in panels and conducted informal interviews with attendees from 

numerous organizations. 

On October 18, 2022, I attended a conference organized by the Ministry of Justice and Security, 

titled "Data, in the Service of a Just Society." This conference included participation from various 

departments within the ministry, such as the national police, the National Coordinator for Security 

and Counterterrorism, the Netherlands Forensic Institute, the department responsible for 

investigating cybercrime, the Custodial Institutions Agency, the Inspectorate of Justice and Security, 

and high-level government employees from the Ministry of Justice and Security. 

The findings from both conferences have been combined and categorized into the following 

sections: data security, which examines differences in data security standards and data processing 

methods across various organizations; perspectives on supervisory organizations; an evaluation of 

general ICT problems related to the parliamentary inquiry described in Section 4.1; and the lack of a 

common language and control over data, with relation to the GDPR. It is worth noting that 

interviewees, in general, displayed limited familiarity with FAIR. However, this is not surprising, as 

the Dutch government is still exploring the potential value of applying FAIR in organizations, 

particularly in healthcare organizations. 

6.1 Data Security  
Data security holds immense importance for organizations, as highlighted by Ronald Damhof, Chief 

Data Officer of the Ministry of Justice and Security, who emphasizes it as one of the most crucial 

investments [167]. However, the approaches taken by organizations to improve data security often 

vary significantly. From implementing diverse schemes to segment data access to employing 

different security measures to prevent unauthorized breaches, each organization adopts its unique 

strategy. This observation is further supported by the fact that the organizations attending iBestuur 

and the data conference organized by the Ministry of Justice and Security had distinct approaches to 

improving data security. Even when organizations fall under the same larger organization, such as 

the organizations organized under the Ministry of Justice and Security, differences remained. An 

overview of these approaches can be found in Section 6.1.4.  
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While organizational differences exist, data security among organizations is often applied through 

standardized frameworks and shares common factors. An example of a standardized framework is 

the “Baseline informatiebeveiliging Overheid” framework (hence “BIO”) and an example of one of 

these common factors is the logging of user activity. It is also important to find a balance between 

usability and security, as the inclusion of too many security measures may prevent a system from 

being effective for the purpose it was designed for. Security remains a critical factor however, as 

while a system that lacks security measures may be less complex to create, and allow for data to be 

processed more efficiently, it may also prevent such a system from being allowed to be used due to 

not adhering to legal requirements such as the GDPR and relevant national data laws. Statements 

made in Sections 5.4.3 and 5.4.5, indicating that speed and efficiency were favored over data 

security, are contractionary to this balance and should prevent such a system from being allowed to 

be taken into active use.  

6.1.1 Baseline informatiebeveiliging Overheid 
The BIO is the most recent governmental information standard, with the implementation of these 

norms starting on the first on January 2019. This framework aimed to standardize information 

security across all levels of government, replacing the previous approach where each layer of 

government had its own framework, as well as to mandate previously established security norms. 

These layers of government are the national government, municipalities, provinces, and regional 

water authorities [168], which previously made use of the BIR [169], BIG [170], IBI [171], and BIWA 

[172], respectively. 

It is important to note that these layers of government do not include the GGD or the security 

regions they are a part of. Therefore, the new BIO does not apply to these organizations. The 

security regions themselves aimed to fully comply with this standard by January 1, 2023, with all 

security regions making progress towards this goal, but not all security regions have been able to 

achieve this at this date [173]. The GGD decided not to participate with this standard, instead aiming 

to comply with the NEN7510 norm. Nonetheless, there is some level of cooperation between GGDs 

and the security regions on certain aspects of the BIO, such as awareness campaigns [174]. 

An evaluation conducted in December 2022 concluded that while the BIO has been successful, it has 

not fully ensured data security [175]. The positive aspects of the BIO include its wide acceptance 

across the entire government, serving as a basis for optimizing information security, providing a 

common language to strengthen secure cooperation within the government, and fostering trust 

within and between governments [175, p. 25]. However, the problem that persists is that hat the 

BIO can only lead to improvements if sufficient attention is given to preconditions, such as 

embedded risk management. Every organization needs to recognize the importance of information 

security and integrate it into its safety or risk culture, starting from the executive layer and extending 

throughout the organization [175, p. 27]. 

6.1.2 Monitoring User Activity 
Monitoring user activity is a common practice among organizations, although the specifics may vary 

depending on the nature of the data being processed and the individuals involved [167]. In Section 

6.1.4, we will delve into the differences observed across organizations in more detail. For this 

subsection, our focus is specifically on the healthcare sector, as monitoring user activity is a 

requirement under the NEN 7513 norm [176]. 

According to this norm, every interaction with a hospital system, for instance, must be logged. The 

purpose is to prevent unauthorized access to patients' records by medical professionals without a 



90 
 

valid reason. A notable incident occurred in 2018 at the HagaZiekenhuis in The Hague, where 

numerous employees accessed the same patient dossier without any justification [177]. This breach 

was identified during a routine check of the monitoring logs, with no indication of an automatic 

system or user activity flagging. Considering that all 4,000 employees had unrestricted access to 

patient records across all hospital locations [178], this presented a significant risk. 

To address this issue, some hospitals maintain a "people of interest" list, which includes Dutch 

celebrities and other prominent individuals. If any employee accesses the patient records of these 

individuals, their account is flagged for further investigation. Illegitimate searches lead to severe 

consequences, including termination. However, to minimize mistakes, the system prompts users to 

confirm their searches [167] 

 

Some hospitals address this using a list of “people of interest” consisting of Dutch celebrities and 

other important individuals. If any employee accesses any of these patient records, their account is 

flagged for further investigation. If the search is determined to be illegitimate, severe action, 

including the termination of the individual, is taken. However, to prevent mistakes, the system asks 

you to confirm your search [167].  

Given that this exact scenario occurred at the GGD, as stated in Section 5.4.4, and given that these 

systems are already in use by the healthcare sector, it is unclear why the GGD would not have 

implemented either these or similar measures to prevent this behavior from occurring. Even if the 

GGD would have believed such a system would not be required as they would not be processing 

data as sensitive as in a hospital, accessing private information from people of interest without 

justification is a common occurrence in general, beyond the healthcare sector [179].  

6.1.3 A balance between usability and data security 
While data security is an important aspect of any system, it should be balanced between security 

and usability, based on the impact of the data and the importance of the system [167]. Systems 

could be constructed in a manner where employees would need to request approval for any 

interaction, which would be incredibly secure, while at the same time making the system useless for 

any purpose. It’s also impossible to create a system that can 100% be guaranteed to be safe, as this 

would require not just preparing the system for any existing threat but anticipating future ones as 

well. Therefore, data security measures should be based on reaching a certain level of security, while 

trying to minimize the impact on the efficiency of the system.  

6.1.4 Overview of Data Security standards in various organizations 
This section contains an overview of the data security standards of the Custodial Institutions Agency, 

the Dutch institute for vulnerability disclosure, the Inspectorate of Justice and Security, the National 

Coordinator for Security and Counterterrorism, and the Netherlands Forensic Institute. All 

organizations place a strong emphasis on protecting data from outside attacks while varying in the 

level of internal security measures. Which are based on the size of the teams processing personal 

data, their level of experience, and the sensitivity of the data itself. 

In general, if data is processed in teams of a limited size with experienced individuals, full access is 

given to employees processing that data, regardless of the sensitivity of the data. However, if either 

the size or quality of these teams changes, additional security measures are taken and employees 

will have their level of access strictly reduced. When working with particularly sensitive data, or if 
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any breach has significant consequences, additional security measures will be taken, even if 

operating in small teams of specialized individuals.  

The Custodial Institutions Agency, as described by an attendee from this organization, faces unique 

challenges as certain information breaches are not only a violation of the GDPR but may also lead to 

judicial or political problems [180]. For example, the recording of a conversation between a prisoner 

and their attorney would be cause for a judicial investigation, which could endanger a potential 

judicial proceeding and/or require a defense in parliament. Beyond this, there is no further 

information about the teams processing data in this organization, the data is highly sensitive. 

Although the uniqueness of this organization may lead to data security measures not being able to 

be incorporated into any other system. 

The Dutch institute for vulnerability disclosure, as described by an attendee from this organization, 

takes certain security measures that were not specified in any other organizations discussed here 

[181]. Access to data in this organization is strictly divided, with data fields not being available to 

lower-level employees. Which matches the more privacy-oriented system that should have been 

used by the GGD. Only by special request to the highest-level individual in that organization, the 

director, may data be accessed on a higher level or may it be exported. As a further security 

measure, this information is stored on a physical drive that is not accessible from the internet. 

The Inspectorate of Justice and Security monitors the data security standards of organizations under 

the umbrella of the Ministry of Justice and Security. Which also included matters related to 

cybersecurity and cyber threats. While this attendee was not able to disclose any information 

related to how data is processed in this organization or state how these inspections are executed, he 

was able to provide a general view of how these organizations protect their data and which security 

measures are taken internally [182]. 

In these organizations, data minimalization, as specified in the GDPR, is generally applied. A DPIA is 

also created before the processing of data. Organizations generally keep a record of user activity, 

although the exact way this is logged is confidential. However, in the past, some organizations have 

made it impossible to complete an investigation due to a lack of logging data. This is similar to the 

investigation into the personal data breach at the GGD, which as discussed in Section 5.5.3 would 

lack most data needed to fully investigate the scope of the personal data breach.  

Data security at the National Coordinator for Counterterrorism and Security, as described by an 

attendee from this organization, focuses on both internal and external security [183]. One of the 

responsibilities of this organization is creating and communicating the routes prisoners take when 

they travel to different locations. As any mistake or data breach risks the escape of a prisoner, 

endangering society as a whole, access to data is strictly controlled, with all user activity being 

monitored. The data in this system is segmented and inaccessible to everyone that does not require 

access.  

Data security at the Netherlands Forensic Institute, as described by an attendee from this 

organization, resembles a ‘data moat’ [184]. Data is well protected from hacking attempts from the 

outside world, but within the organization, no specific data protection methods are used. Each 

investigator employed at this organization only has access to the case they are assigned to 

investigate, however in the context of that case, they have access to all data, and their activity is not 

monitored nor logged [185]. 

Access to this case is provided based on Privileged Identity, which is a time-based authentication 

method that can provide access for segments of data. Employees must authenticate themselves 
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using 2FA, upon which they gain access to the cases they are working on. As the authentication is 

time-based, at the end of a case or a certain amount of time has passed, they lose access to that 

case. As this was done manually in the GGD case, with numerous mistakes, this is a simple 

improvement that can reduce the risk of data breaches. 

6.2 Supervisory organizations 
Given that the supervisory organizations, the AcICT (Section 4.2) and the AP (Section 4.3), did not 

play any role during the GGD case as discussed in Section 5.2.3, these conferences were used to 

establish if this is a more general occurrence. The findings from this section generally come from the 

iBestuur conference as the various organizations from the Ministry of Justice and Security were 

unable to comment. However, attendees in general were limited in their responses or made 

statements that did not reflect governmental documentation. 

When proposing the question if these supervisory organizations have enough resources to be able to 

carry out their mandated functions in the panel ‘Wat is het probleem van Big Tech?’ [186], the panel 

did not have a clear answer, instead stating that more research would be required by the 

government to establish this. The goal of this investigation would be to determine which tasks the 

organizations would not be able to perform due to a possible lack of funding, which could then be 

incorporated into the next coalition agreement. A representative from the department general of 

digitalization also stated that additional research would be required to determine if these 

supervisory organizations would need an increase in their budget [187]. However, as stated in 

Section 4.3 such an evaluation has already been conducted for the AP, which concluded that the AP 

would require a significantly increased budget to be able to handle its current responsibilities. The 

coalition agreement for 2023 does include an increase in the budget of the AP, however, the 

increase is less than this evaluation suggested. Such an evaluation has not been conducted for the 

AcICT, nor was their budget increased in the most recent coalition agreement. 

While the AcICT, as stated in Section 4.2.2, is unable able to process the current number of projects 

that it is legally mandated to evaluate, the Secretary of State of digitalization, Alexandra van 

Huffelen, does not believe this to be related to the level of funding [77]. In her opinion, a sample-

based approach would allow all projects to benefit from the results of published reports, which 

negates the requirement to evaluate all projects. Thereby improving the development of ICT 

projects in government in general. She also stated in her contact with the AcICT, no request for 

additional funding had been made, which would indicate that the AcICT does not have a lack of 

funding. However, this sample-based approach prevents the AcICT from being able to fulfill its 

second primary aim, which is to provide advice on changes that could increase the success and 

effectiveness of a project and have the authority to decline a project if it is deemed unnecessary or 

unlikely to succeed. 

Determining the exact reason, whether it is a budgetary or organizational reason, is ultimately 

beyond the scope of this thesis, nor does it address the actual problem related to these 

organizations. The actual problem is that measures that were created to improve the success of 

major ICT projects exist but are not utilized, as stated in Section 5.2.3. It is likely that If these 

organizations were involved at any point before the major data breach in January 2021, some of the 

problematic elements could have been addressed. Which would have required either the submission 

of a DPIA to the AP or a submission of the project to the AcICT. 
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6.3 Reference to the Parliamentary Inquiry 
The parliamentary inquiry of 2014, as discussed in Section 4.1, is an important benchmark for the 

general state of ICT development in the Netherlands. As such, attendees were asked to comment on 

this investigation and describe the improvements that had been made since this benchmark if there 

are any.  

According to the secretary of state of digitalization, Alexandra van Huffelen, while many areas have 

seen improvements compared to this benchmark, there is still much to improve [77]. 

Communication in and between organizations has seen the biggest improvement, as well as the 

successful creation of the supervisory agency for projects, the AcICT. The management of 

governmental projects still needs improvement, however, as many projects still exceed their budget 

and/or schedule. Many governmental projects are still unable to achieve what they set out to do or 

achieve these with serious problems being present in the design and implementation of systems. 

There has also been little improvement in the government's reliance on ICT contractors, as there is 

still a lack of internal ICT knowledge in governmental organizations. 

According to an attendee from the policy division of the Ministry of Justice and Security [188], many 

problems that the government aims to solve with ICT might be policy and management related. As 

such, creating an ICT project with an ICT solution is the wrong approach towards a problem that can 

be solved at either a different level or via a different method. This appears similar to one of the 

findings from the inquiry that the government has significant enthusiasm to solve problems with ICT, 

leading to ICT being used in projects that don’t require it, with promises being made that are 

infeasible or impossible on a technical level. 

6.4  Challenges in Establishing a Common Data Language and Ensuring 

Data Control  
During a panel discussion involving high-ranking governmental personnel and academic professors, 

it was acknowledged that a significant obstacle to the processing and sharing of data is the lack of a 

common language [189]. A challenge that is not limited to governmental systems, but extends to 

various sectors, including the healthcare sector as a whole. A report by the RIVM on this challenge 

emphasized the critical need for a common language in healthcare, given the increasing exchange of 

health information between healthcare providers and patients through information systems. To 

ensure efficient and safe healthcare delivery, the shared information must have consistent meaning 

and purpose. Additionally, agreements that define the usage of technical terms in computer systems 

are essential for effective information exchange and reuse [190, p. 3]. 

In addition to the terminology and format barrier, data processing must adhere to relevant 

legislation and public policy, with the General Data Protection Regulation (GDPR) serving as the 

primary legal framework. The panel acknowledges a lack of data control within organizations as a 

prevalent issue, resulting in organizations being unable to properly control the data processing 

process. As a result, data is often shared without a solid basis. In other instances, organizations may 

be hesitant to share their data at all, due to the previously stated oversharing of data. Even 

approved investigations, may be unable to receive data from other organizations, as identified in 

Section 2.1.3. 

To address these challenges, organizations should establish a comprehensive understanding of their 

data. This includes documenting informational metadata that provides context, outlines the 

relationships between various systems and data, and specifies the duration of data storage [167]. 
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Furthermore, organizations should document the data's origin, format, and purpose. While a Data 

Protection Impact Assessment (DPIA) typically encompasses this information, many legacy systems 

do not have a DPIA, as the GDPR does not mandate one for unchanged data processing activities. 

Even when a DPIA is required, its creation is not consistently enforced, as indicated by the findings 

presented in Sections 5.2.3.1 and 5.6.7. 

Another significant challenge relates to the individuals involved in data processing. Often, 

organizations do not allocate sufficient time to train employees in areas beyond their specialization. 

For example, data engineers would greatly benefit from having a general understanding of the legal 

aspects of data processing. Unfortunately, academic curricula rarely cover this interdisciplinary 

knowledge, as highlighted by the academic professors in the panel discussion. Consequently, 

employees excel in the technical aspects of their job but lack awareness of the legal implications of 

data processing. This knowledge gap poses a significant risk that organizations must monitor instead 

of addressing the problem at the root, preventing misconduct from occurring in the first place. 

To overcome these challenges, the FAIR (Findable, Accessible, Interoperable, and Reusable) 

principles, as described in Section 2.2, offer a potential solution. FAIR could act as the recommended 

common language specified by the RIVM, ensuring consistent understanding and usage of data 

across participating organizations. Moreover, FAIR empowers organizations to retain control over 

their data by providing access based on specific conditions, without resorting to file-sharing 

methods. The metadata component of FAIR enables a comprehensive description of the data, 

including context, system-data relationships, data storage duration, origin, format, and purpose. 

Although FAIR does not explicitly include training, it can be complemented by targeted training 

programs. For example, the VODAN-Africa project incorporates training and certification to facilitate 

higher-level data access and enhance network contributions. Additionally, organizations can provide 

traditional training on the legal aspects of data processing to further support their workforce. 

Combining FAIR implementation with focused training on FAIR and legal considerations ensures a 

holistic approach to data management. 
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6.5 Conclusion 
The understanding of governmental personnel regarding the issues in governmental systems aligns 

significantly with the problems identified in the parliamentary inquiry discussed in Section 4.1, which 

took place nine years ago. Despite the introduction of various improvements and initiatives to tackle 

these issues, their effectiveness is undermined when organizations are either unable or unwilling to 

implement them. For example, while the BIO effectively standardizes security practices and offers 

significant improvement in this area, it becomes ineffective when organizations are not mandated 

and/or willing to comply with these standards. Neglecting to adopt specific security measures 

implemented successfully by other organizations results in recurring problems that have already 

been addressed. The mere existence of supervisory organizations alone does not lead to 

improvements; active involvement in projects is necessary for project-specific enhancements. If 

these measures can be circumvented through various means, no improvement or initiative can 

effectively address the problems that arise in governmental systems. 

Real improvement requires organizations to recognize the value of information security and embed 

it within their safety and risk culture, from the executive level down to the entire organization. 

Organizations must carefully balance system usability with data security, considering the sensitivity 

and scope of data processing. While some organizations have achieved this balance successfully, the 

GGD has not demonstrated this capability during the Covid-19 pandemic, primarily due to the lack of 

oversight. 

Another crucial aspect lacking in organizations is a common language that ensures shared data has 

consistent meaning across different entities. This is especially critical in the healthcare sector to 

ensure efficient and secure care provision. The common language should also include agreements 

defining the usage of technical terms in computer systems for information exchange and reuse. 

Although data must be processed in accordance with legislation and public policy, such as the 

General Data Protection Regulation (GDPR), organizations currently lack control over their data, 

resulting in data sharing without a solid foundation. 

The core technology of FAIR can address the technical problems stated in this section, but without 

organizational measures, it is unlikely to be able to address the problems that occur in governmental 

healthcare systems. It is important that unlikely previous improvements and initiatives, this initiative 

will not only be created but applied to organizations. Which may require organizations to realize the 

value of information security. Only if these requirements are met will any FAIR-based solution be 

able to have any effect. 
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7. Specification and Requirements of a GDPR-compliant system 
This section contains the specifications and requirements for a GDPR-compliant healthcare system, 

with considerations being made to ensure that the system is not only secure but also usable. In 

addition to this, the specifications and requirements are based on a healthcare ICT system, used by a 

significant amount of people, processing sensitive data and requiring significant organizational and 

technical measures to achieve GPDR compliance. It’s also important to take into consideration 

existing improvements, initiatives, and best practices instead of starting entirely from scratch, as no 

project is ever truly unique in its design or purpose and lessons should be taken from other projects 

and sectors. 

This has been based on the general requirements of the GDPR, the problems encountered during the 

case study investigation as discussed in Section 5, a more general investigation into the problems 

occurring in governmental systems as discussed in Section 6, and specifications and requirements 

based on the experience of Mustafa Kedilioglu, who was a project developer at the Corona Melder 

app, and of Ron Roozendaal, the former CIO of the Ministry of VWS and the former deputy general 

of Digitalization. 

The specifications and requirements have been divided into four different segments, which are 

related to the overall project, the initial stage of the project, the development stage of the project, 

and the processing stage of the project. An overview of this has been depicted in Figure 9, with 

Sections 7.1 to 7.4 discussing the various elements in detail. 

For use in the FAIR-based architecture in Section 8, these specifications and requirements have been 

evaluated based on if they are either core principles of FAIR, can be achieved with FAIR although it 

depends on its implementation, have significant value as an extension to FAIR and have therefore 

been included or have not been included in the FAIR-based architecture. An overview of this has 

been depicted in Figure 10, with Sections 7.5.1 to 7.5.4 discussing the various elements in detail. 
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7.1 Specification and requirements related to the overall project 
The aspects of open source and transparent development and supervision by supervisory 

organizations apply to the entire duration of the project, acting as both a way to ensure that 

technical and organizational measures are implemented and to ensure that people perceive the 

system as secure. This second point is especially important as it must be prevented at all costs that 

individuals would be hesitant of interacting with the healthcare system, thereby leading to actual 

harm to public health. Both aspects also share significant overlap, although the first aspect is 

focusses on making development transparent to the public, and the second focuses on making 

development transparent to governmental organizations, whose reports are often accessible to the 

public. 

7.1.1 Open Source and Transparent development 
One of the findings from the Literature review, as stated in Section 1.1, is that it is not enough to 

ensure that systems are secure and can keep information private. Individuals also need to perceive 

it, which can be unrelated to the actual aspects of the system.  If this is not achieved, or worse if 

personal data breaches occur that may make people hesitant to interact with the healthcare sector, 

then this has serious negative consequences for public health. Therefore, transparency throughout 

any project, in combination with open-source development, further increases transparency and may 

also result in systems becoming more secure. 

During the development of the Corona Melder App, this approach was seen as critical to its success, 

as stated in Section 4.6, as its success depended entirely on the adoption by the population. Without 

enough people, an application that registers if you have been in contact with someone that has 

corona would be useless, as many people that have corona wouldn’t use the app and would 

therefore not be detected. At the same time, healthy people that don’t have the app also wouldn’t 

be informed if they came across someone using the app that was marked as infected. In this project, 

the Appathon had the dual purpose of being “intended to gain the trust of the people” and “poll 

how open people are to the idea of using these kinds of apps in the first place” [191]. 

A later evaluation by the BIT of the process of development and implementation of the Corona 

Melder App determined that this project is too unique to be used as a blueprint for other ICT 

projects, however, this does not appear to be fully accurate. According to Ron Roozendaal, “while it 

is true that this same development process can’t be applied to every project, it does not mean that it 

can’t be applied to many of them” [115].  

While this will require an organizational change, this approach has already started to be applied, 

with for example parts of DigID being made open source [192] and the intention to do this for future 

versions as well [193]. There is also a Ministerial order that requires at least the login component of 

systems to be made open source, so that “it is known to everyone how to login functions work, and 

it is therefore verifiable how the processing of personal data takes place” [194, p. 4]. The ‘algoritme 

register’ [195] is another example of an initiative that aims to improve transparency, by providing 

insight into which organizations utilize algorithms for specific purposes, and by detailing which data 

is used to make a decision [196]. With even the register itself being open source [197].  It should be 

noted, however, that these initiatives are all very recent, with the Corona Melder App being the 

earliest example, from 2020, the algorithm register is from the 21 of December of 2022, and DigID 

has been made partially open source in January of 2023.   

In addition to improving transparency, an open-source approach allows for the use of the ‘Wisdom 

of the crowd’ effect, which was already successfully applied in the Corona Melder App Development 
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Process. While one person may be wrong, increasing the number of people increases accuracy up 

until the answer is close to right. An important caveat is that while this works for general knowledge, 

it likely doesn’t apply to highly specialized knowledge where there is no reasonable expectation of 

the crowd knowing the right answers. As an open-source approach would likely only attract people 

with knowledge of software, it would self-select to a crowd that does have this experience, however. 

Mustafa stated about this project that using an open-source approach and using open-source 

solutions or providing source code enables people to “think along, contribute to the solution and 

trace things that are not right in the software” and that “through more people looking at the code, it 

becomes more likely that any overlooked mistakes of unintended effects will be traced, likely in 

advance of any other type of analysis” [191]. This is why this approach has been made a requirement 

for the successful creation of such a healthcare system. 

Transparency could also be expanded to include documents such as the DPIAs, which if a system is 

safe enough to use, would not be able to expose any design flaws that could be exploited. As if there 

were any, then it is unlikely that any such system would be safe enough to use. If information cannot 

be released, however, it should be released with some redacted information. With the critical note 

that redacted information should be kept to a minimum. In my investigation into the GGD case, I 

found two contrasting publications related to CoronIT based on the same WOO request, with the 

first published by GGD Zeeland [91] heavily redacting information while the same publication by 

GGD Hart voor Brabant [124] not redacted to this same degree, with information related to the risks 

to the data subject remaining visible. Therefore, as much information as possible should be released, 

and redacting information should be done with care, as it appears that there is no reason to redact 

information to the extent of the first publication. 

7.1.2 Supervision by supervisory organizations 
For this requirement, the most important organizations are the AcICT (Section 4.2) and the AP 

(Section 4.3). The role of the AcICT is to monitor the actual development process, to be able to 

detect and address flaws and mistakes in the implemented architecture, and to be able to suggest 

detailed improvements leading to a project having the highest level of success. The role of the AP is 

to ensure that the project is compliant with the GDPR, by analyzing the continuously updated DPIA 

and monitoring that the specified improvements have been implemented correctly in the system. 

The AcICT needs to be involved to give project-specific advice, based on their second primary 

objective. Given the importance of any healthcare-related project, certainly, at this scale, its success 

is critical. As the AcICT is a highly skilled organization, with significant experience related to 

healthcare systems based on their evaluation of the replacement of Praeventus, they will likely be 

able to increase the chance of the success of a project. Although no supervisory organization can 

guarantee it, given that they aren’t the ones implementing the project. 

The AP is involved by law if a DPIA indicated there to be any high risk that cannot be mitigated, as 

discussed in Section 5.6.8. However, as this process can be circumvented by never creating or 

updating the DPIA for the project, as discussed in Section 5.6.7, this may not be enough to ensure 

that processes are reported. Therefore, any healthcare project should be required to both create a 

DPIA and submit it to the AP, by default. This has also been the conclusion of the governmental DPO 

on the Corona Melder App [136, p. 2], as discussed in Section 5.6.8, based on the fact that the 

societal importance of the system would require its submission to the AP. 
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7.2 Specifications and requirements related to the initial stage 
The four specifications and requirements related to the initial stage are requirements that must be 

met before starting any project and result in any project having the highest chance of success. All of 

these could also be made public, in support of the transparent development of projects. 

As stated in the parliamentary inquiry discussed in Section 4.1, a policy advisor as discussed in 

Section 6.3, and the statement from Mustafa, it is important to first establish what the actual 

problem that needs to be resolved is. The government has an unbridled enthusiasm for ICT projects, 

which is likely to result in the creation of one, even when other solutions may be better. Therefore, 

this is an essential step before any project can be started.  

Before starting any project, alternatives need to be investigated. As there may be alternatives 

available to use right now, or with minor changes, that meet the requirements of the to-be-started 

project. If this is the case, then it is likely unwise to start the development of an entirely new project 

where success isn’t guaranteed. In the GGD case, as discussed in Section 5, there were alternatives 

for both CoronIT and HPZone (Lite), such as Go.data and Praeventis, however, these were not 

seriously considered. While time and organizational constraints may ultimately prevent the use of 

alternatives, it at least warrants a serious investigation. This needs to be compared not only to the 

capabilities of any new project but also to its likelihood of success and development time. 

Making use of a transparent market tender, published at TenderNed, is an important requirement 

that is also connected to the previously stated transparency aspect that should be applied to the 

entire project. It is also a legal requirement for governmental organizations under the 

“aanbestedingswet 2012” [114]. These market tenders allow individuals to request information from 

the government, provided that it is not confidential business information, such as which parties 

responded to the tender, which party was selected, and why. To show that governments do not 

favor any party and provide everyone an equal opportunity to compete in offering something that 

meets the requirements [191]. 

However, as stated in Section 5.2.1, no such tender had been published at TenderNed for CoronIT, 

based on article 2.32 paragraph 1 subsection 1, which exempts public tenders from having to be 

created in a crisis situation [114]. As no tender exists for HPZone Lite, it can be assumed that his 

exception was also used for the development of this system. Given that the Corona Melder App, as 

stated in Section 4.6, was developed during the same period yet did not use this exemption, it 

appears that a crisis is not a hindrance to this requirement. Therefore, any project should always 

create a tender, published on TenderNed, to ensure that this process is as fair and transparent as 

possible. Even if such a tender is made, the Corona Melder App also shows that it can still be decided 

to internally develop a project if there are no offers that meet the initial requirements. Which 

further reduces the use of such an exemption. 

The previous statement that all parties should receive an equal opportunity does not result in every 

party being equally likely to be made responsible for the development of a project, however. When 

selecting a party to be responsible for the development of a project, it is important to select this 

party based on both their level of capability as well as their dynamics, as it is important that they can 

keep up with the dynamics of the government [191]. Any party should be examined based on the 

size of the organization, their level of related experience, their reputation, and the level of success of 

previous governmental projects. In the case study into the GGD, as stated in Section 5.2.1, this 

requirement was not followed and likely led to various problems. This requirement would likely have 

detected that while GGD GHOR may have been the logical choice as it is responsible for managing 

public health in the various security regions, the limited size of the organization, its lack of 
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experience in both working in any comparable system and developing systems at a larger scale, the 

failure of developing new Praeventis at a much larger and more experiences organization and the 

already existing problems in HPZone negate this fact. 

7.3 Specifications and requirements related to the development stage 
This section describes the organizations and technical measures required for secure processing and 

data minimalization privacy by design and by default concerning the development of the system, 

which has been depicted in Figure 9, In further detail. This section has been divided into 

specifications and requirements related to the actual data management, and the requirements of 

the system. Although it could be argued that some of these aspects could be covered under both 

categories, for example, the requirement for GDPR-compliant back-ups.  

7.3.1 Data Management 
One of the most important requirements to ensure that data remains private and secure is to limit 

access to data as much as possible, concerning the role of the user that requires access and the 

location the user is employed at. Systems can be used to support multiple roles, therefore access 

should be designed in such a way as to ensure that users only have access to the data they need for 

that specific role. Given the federated nature of the healthcare sector, either with employees 

employed at a specific healthcare location or as part of the GGD in a specific security region, access 

should ideally be limited to that specific location. Access beyond the confines of these requirements 

may improve efficiency, but it would have significant implications for the security of the data and 

should be avoided whenever possible.   

This does not mean that no access can be given beyond either a specific role or beyond a specific 

location, but it should be both temporary and require a unique login so that the data able to be 

accessed from a single instance is limited. The GGD case provides an example of why this 

requirement is important and the dangers of implementing it incorrectly. As stated in Section 5.3.2, 

data access in HPZone was limited to each security region, which is an inherently more secure 

approach. Data access was then expanded based on a system that allows access to data from 

additional security regions to be given to specific employees. The problem, however, was that this 

access was not temporary and in many instances was not removed, resulting in employees having 

access to far more data than their role would require. CoronIT didn’t even restrict data access to a 

certain location, nor was any separation in data access based on roles made. 

It's also important to note that while medical professionals, as stated in Section 5.4.2, may argue 

that access to all data is required based on their role, based on the “old primary thinking of the 

infectious disease doctor, who must know exactly what the patient is getting and which treatment 

because he must be able to account for it afterward”, this is completely dependent on the specific 

role of the user and the expertise of the individual that will be working in any system. While this may 

apply to a specific role for a limited number of individuals, systems should not be designed based on 

this viewpoint.  

Continuing on the previous requirement, the functionalities that users can access should also be 

based on their role. Higher-level functionalities should be restricted to a significantly more limited 

number of employees that require access to these functionalities, in the context of their role. For 

example, not all users should be able to make either export data from the database or be able to 

delete any records except possible dossiers they created themselves. This should only be available to 

specific roles that are for example better trained, and more closely monitored. The GGD case 

provides an example of why this is an important requirement, as stated In Section 5.3.2, as HPZone 
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allowed each user to have full access to all functionalities, including an export function that was not 

monitored and could export significant amounts of data. Which has likely contributed to personal 

data breaches related to this system. 

Continuing on the previous requirement, access to specific higher-level functionalities or operations 

should be restricted to require manual approval. If there is a significant risk to the data subject then 

even with access being limited to a limited number of individuals, it may not be a privacy-oriented 

design. However, if these functionalities require the approval of an even more limited number of 

individuals, or have a predefined waiting period where it is visible that such requests have been 

made, then this increases the security, while still being able to make use of these functionalities. One 

example of such a feature may be the exporting of data, either in a smaller capacity for internal use 

or in a significantly larger capacity when data is transferred to other organizations. This has been 

based on security standards of the vulnerability disclosure, as discussed in Section 6.1.4, where 

approval from the director is required to be able to access certain information or export it from the 

database. 

Another requirement is to ensure that technical and organizational measures are implemented in 

the system to allow an organization to be able to comply with the rights any data subject has under 

the GDPR, which were previously discussed In Section 2.1.1.  These rights are the right of access by 

the data subject (GDPR Article 15), the right to rectification (GDPR Article 16), the right to erasure 

(GDPR Article 17), the right to restrict processing (GDPR Article 18), the right to data portability 

(GDPR Article 20), and the right to object (GDPR Article 21).  

Continuing on the previous requirement, a data subject can only be properly informed and data can 

only be correctly rectified if there is a clear overview of data use across the entire system. Which is 

currently lacking in many organizations, as indicated by Section 6.4. Although many of these should 

be included in the DPIA created for the system. As many systems are legacy systems that predate 

the GDPR and therefore would not be covered by it, this may be the reason that organizations don’t 

have an overview of data usage.  

Another requirement is to ensure that data is not duplicated, being stored in multiple locations. Due 

to data being stored in multiple locations, errors will likely be created when data in one location is 

updated, without the data in other locations reflecting this change. When this happens, the data 

related to the data subject is inaccurate and needs to be rectified when it becomes apparent, 

according to the right to rectification (GDPR Article 16). However, the focus should be on preventing 

this in the first place. 

Preventing errors related to the duplication of data was supposed to be addressed by the 

‘basisregisters’, which are depicted in Appendix Section A5, Figure 60. The goal of this initiative was 

to function as the source of information for other organizations so that data can be adjusted in a 

central location, with changes then immediately taking effect in all organizations that use data from 

this source. Another advantage to this is that an individual is now able to communicate changes to a 

single location, instead of to multiple organizations, for example, based on an address change. If this 

information is not changed in every organization using this information, then personal data breaches 

may occur due to information not going to the intended recipient, which, as stated in Section 4.3.2, 

is one of the most occurring reasons for a personal data breach. 

Another requirement is to properly back up data to ensure that no data is lost due to unexpected 

crashes, calamities, accidents, or any kind of malicious attack such as ransomware. Which possibly 

occurred with CoronIT, as discussed in Section 5.4.1. According to Z-CERT, an organization created by 
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the Nederlandse Vereniging van Ziekenhuizen, the Nederlandse Federatie van Universitair Medische 

Centra, and the Nederlandse GGZ to investigate cybersecurity in healthcare, Ransomware is the 

biggest digital threat to the healthcare sector [198, p. 6]. This threat has been quickly growing in 

Europe, affecting 116 healthcare locations in Europe in 2021 [198, p. 7]. If unable to protect against 

a ransomware attack, a proper backup system is the only way to avoid either loss of data or paying 

ransom to malicious actors.  

One potential problem in this is that the GDPR allows data subjects to use the right to erasure 

(Article 17), to erase their records. Opinions among supervisory organizations differ on this subject, 

although the consensus is that technical steps need to be taken to make it possible to delete 

individual records from backups or an organization needs to explain why this is not technically 

feasible to delete their records from these backups as well [199]. The AP’s opinion on this matter is 

more clear, stating that data subjects do have the right to erasure on backups as well [200]. Backup 

systems need to be designed in such a manner as to be able to process requests for deletion and 

processing of them. There are exceptions to this however if the technology does not allow for the 

deletion of partial data, such as data stored on tapes, although on recovery of data, all data that has 

been requested to be deleted still needs to be deleted. 

Another requirement is to make use of a common language, which was stated to be one of the main 

problems for the processing and sharing of data, as discussed in Section 6.4. While this requirement 

is primarily focused on the exchange of data between parties, it also has significant value in ensuring 

that employees will not make mistakes due to standards differing from what they are used to. To be 

able to provide efficient and safe healthcare, the information shared between all healthcare 

providers must have the same meaning or purpose, in addition to agreements describing the way 

technical terms are used in computer systems in the exchange and re-use of information [190, p. 3]. 

7.3.2 System Design 
The monitoring of user activity is a requirement based on the NEN7513 norm, which requires the 

registration of either accessing or making adjustments to patient records [176]. However, for the 

recording of user activity to be effective as a technical measure to ensure the security of data 

processing, this norm should be extended to recording all system interactions. For example, the 

previous definition would not register search queries that would expose information that would also 

be valuable or risk negative effects to the data subject. It should also cover other processing related 

to this data, such as its use in other organizations for various purposes. It is also important that there 

are agreements specifying how and at what frequency this logging information is investigated, as 

well as who is responsible for this practice. Logging information should also be stored for a 

substantial time so that these investigations are possible In the first place. While this is a currently 

active legal requirement, the GGD case study shows, as described in section 5.3.3, that not only are 

interactions not logged in some instances, this data is never monitored either internally or externally 

as no protocols or agreements exist. 

Continuing on the previous requirement, the logging of user activity is only valuable when this data 

is also being monitored. At a certain scale, the only way to be able to realistically monitor this is to 

do this automatically. This was stated as a solution to address the personal data breaches in CoronIT, 

as discussed in Sections 5.3.2 and 5.5.1. For example, flagging users based on suspicious behavior 

matching certain predefined conditions such as logging in outside of allocated time, logging in on a 

different device, accessing a significant number of files in a short period, opening patient records 

without any actions being taken, etc.   



104 
 

Another requirement is to make use of already existing practices and initiatives when creating the 

system, as it is unlikely that any newly developed system will be unique. Many governmental 

healthcare systems, or even governmental systems in general, have been based on decades of 

experience and would therefore contain elements that could be introduced in any other project. For 

instance, the government has created numerous data standards such as the BIO, as described in 

Section 6.1.1. Instead of creating the security standards from scratch, elements from the BIO can be 

introduced without being required to follow this norm. Section 6.1.2 offers another example of 

established practices that could improve security, which is to utilize an existing list of “people of 

interest” and flag any users where a search involved one of these individuals for manual review. 

Another requirement is to protect the data from external access. While it is important to protect 

systems internally, security may still be compromised by any outside attack. Given the value of data 

contained in healthcare systems and the expected scale, any organization or system storing this data 

is a valuable target. Which requires organizations to be prepared and ensure that data can only be 

accessed via the system. While there was no indication of any external breach in the case study, and 

all organizations discussed in Section 6.1.4 placed a strong emphasis on protecting data from 

outside, these dangers should still be taken into account. As such, information should never be 

stored unencrypted, and organizational measures should be taken in every single location that has 

access to this data to ensure that no outside actors can gain access to any data. 

Continuing on the previous requirement, protecting the data from external access will also require a 

secure working environment that users of the systems use to gain access to the data. If this is not 

done correctly then this becomes another avenue in which access to the system can be gained by 

malicious actors. As stated in Section 5.3.4, a secure working environment is prioritized over access 

being gained via accessing an URL, as using an URL would bypass any security measure that could be 

implemented in this environment.  Allowing the use of non-company-issued devices also poses an 

increased security risk, as this prevents organizations from being able to ensure that devices are 

updated with the latest security updates, that the hardware itself is secure enough, and that there is 

no malware already present on the device that would compromise the system. However, this may 

not be a realistic requirement in a crisis and can be mitigated by taking other security measures. 

Another requirement is for the system to be designed with the user in mind, in the context of UI/UX. 

While systems must be secure and useable in the context of being able to be used to support the 

process it was designed to be used for, this does not necessarily cover the way that systems are 

presented to the user. While it is acceptable for smaller systems to be presented more complexly as 

they will only be used by specialized individuals with intrinsic knowledge of the system, this should 

not be the approach used for the development of a new system. Instead, systems should be 

presented in such a manner as to be understandable with a minimal amount of training. While 

systems could be designed to support complex operations, there is no reason why the UI/UX itself 

should also be applied. An example of this can be found in the design of HPZone, as discussed in 

Sections 5.2.2 and 5.4.4, which was used to support source and contact tracing investigations. There 

should not be any complexity in the representation of which numbers need to be called as part of 

the investigation, or representing locations of contact, yet users indicated that it was a “fairly 

complex system, with several programs next to each other”. 

Another requirement is for the system to be interconnected with other governmental organizations, 

to a certain degree. Data may be used for research purposes in governmental organizations, as 

stated in Section 2.1.3, or it may be used by the RIVM to base its strategies on as previously stated. 

Figure 5 and Figure 6 in Section 5.1 provide another example of this interconnectivity, with systems 

and organizations being connected in support of a single purpose. 
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Another requirement is for the system to have enough built-in redundancy and capacity to function 

at all times. This is related to both the ability of the system to handle the expected demand from the 

number of employees processing data in the system and the amount of data that can be stored in 

the system. Although storage limits may also be addressed during the project, as long as this has 

been taken into account. While systems should ideally be accessible 100% of the time, this may be 

an unrealistic target. The governmental standard for the availability of governmental websites is 

99.9%, or three-9 accessibility, as based on figures from 2008, although this level of accessibility was 

also not able to be reached [201]. While a governmental website is different from a service, this 

matches the industry standard sets by Google, Amazon, and Microsoft, which guarantees three-9 

accessibility, or 99.9% uptime, with 8 hours, 45 minutes, and 57 seconds of downtime a year [202]. 

Therefore, the required uptime for a healthcare system will also be defined as at least three-9 

accessibility or 99.9% uptime. 

This is one of the most important requirements as loss of access has various significant 

consequences, endangering public health. The first consequence is that given a disruption of the 

system, individuals that rely on this system are aided by the service the system provided. This results 

in individuals either giving up or calling back at a later moment resulting in demand on the system 

increasing even further. As discussed in Section 5.4.1, this can result in individuals not only risking 

their health but public health as well as people may be unaware that they are sick. This may also 

occur if data is lost due to access being disrupted if no proper backups could be created.  

Due to interdependency with other organizations and systems, disrupting access to one system may 

affect other organizations or systems as well. Using the GGD case study as an example, as discussed 

in Section 5.4.1, a disruption In CoronIT resulted in HPZone not being able to be utilized effectively 

as test results that would have been used to start source and contract tracing investigations were 

unavailable. As data in the system may also be used by organizations such as the RIVM to dictate 

health policy, the information must be correct and up-to-date, which would be hindered by systems 

becoming unavailable. Using the GGD case study as an example, as discussed in Section 5.4.1, 

system disruptions led to incorrect numbers being used by the RIVM to dictate the Covid-19 

response strategy, as the number of positive tests was far higher than reported to the RIVM.  

7.4 Specifications and requirements related to the processing stage 
The processing stage refers to the stage where initial development has finished, although the 

development of certain elements or expansions to the current system may continue. The 

specifications and requirements related to this stage are mostly focused on the individuals that will 

be working on the system and the actual sharing of data from the system. The three areas that will 

be covered are the training of employees, other requirements for employees, and conditions and 

restrictions related to data sharing. 

7.4.1 Training 
Any system will require training materials that clearly describe the actions involved with any role, 

based on for example a use case diagram that has been combined with how these various tasks can 

be accomplished via the system. In addition to understanding how the system works, employees 

should also receive a basic understanding of the implications of processing medical information, as 

stated in Section 5.2.2 where certain actions are medical acts, and general training related the data 

security and GDPR, which are sometimes not given as stated in Section 5.4.4. This section also shows 

that employees would start working within a system while still finding the system to be complex and 

not being sure that they would be able to do their job correctly. Therefore, an additional 
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requirement will be to require employees to demonstrate the effectiveness of the training through 

an examination. This will ensure that any employee working in the system is aware of both the 

activities related to their role, as well as the need and methods to keep data private and secure 

Continuing on the previous requirement, the training process must be applied to every user of a 

specific role, independent of their location or conditions of employment. As users will be performing 

the same duties, according to the same protocols, in the same system, it is important to ensure 

standardization of the training. Without this, employees that are contracted from external 

organizations likely will receive a lower standard of training, affecting data security. As stated In 

Section 5.4.4, where contractors received different training materials, given that the employees 

giving the training themselves would have limited experience, leading to actions counter to the 

GDPR as they weren’t even aware they were breaking it in the first place.  

Even if the previous two requirements related to training are successfully implemented, it is unlikely 

that employees will not have questions related to their role. Therefore, organizations should 

anticipate this and provide an environment where employees can ask and answer questions in a 

secure and monitored environment.  

The need for such an environment, in general, can be seen both at the GGD and U-diagnostics, as 

discussed in Section 5.5, where WhatsApp groups were created with large groups of employees. 

WhatsApp however, is an insecure platform that is unfit for handling medical information given that 

even if deleted, information may already be stored on the device of everyone in the WhatsApp 

group. To make matters worse, questions were asked that contained uncensored medical 

information, which constitutes a personal data breach. Disallowing this practice without providing a 

secure environment will not work, as discussed in Section 5.6.5, as these WhatsApp groups fulfill a 

clear need and would only result in such groups being recreated where organizations are unable to 

monitor them at all. 

7.4.2 Employees 
The first requirement related to employees is connected to the requirement for a secure access 

environment, as stated in Section 7.3.2. While such an environment may be secure from outside 

attacks, any actor could still gain access via the login credentials of employees. Which is something 

that can not solely be addressed from a system perspective. Two problems that require user 

involvement that must be addressed for this requirement are the conditions around 2FA use and 

lockout times. 

Two-factor authentication, or 2FA, refers to an authentication method where two individual and 

separate methods are used to gain access to a system. For example, the user first enters their user 

credentials and then approves the log in via a second method such as approval via their phone. 

While this is a purely technical solution, it can be compromised without any technical method. If a 

user's credentials are ever exposed, a malicious actor can use these credentials to pass the first 

method. This would then be blocked by the requirement to approve this attempt via a second 

method, however, if the user then approves the login attempt by mistake or a malicious actor has 

gained access via the device, the system is still compromised. Therefore, employees need to be 

informed about any such security method so this scenario can be avoided. 

The second way to gain access to the system does not require any credentials, instead, a malicious 

actor or curious actor can make use of a terminal that has not yet broken its connection with the 

system. While lockout times can reduce the chance of this scenario occurring, they can’t prevent it 

entirely as the lockout time needs to be large enough to not interfere with normal operations. If 
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such systems may be able to be accessed from home, the threat of this is significantly higher. 

Therefore, users need to be informed that they need to log out of this system to prevent this 

scenario. Even when working from home, the user should never leave their computer behind 

unlocked in addition to other measures to ensure that the home workplace is as secure as the office, 

as stated by the German Federal Office for Information Security [203]. 

Another requirement for employees is to require the use of instruments such as a VOG, to filter out 

malicious actors from gaining access to the system, and to require the signing of a non-disclosure 

agreement, to reduce the likelihood of employees causing personal data breaches and keeping the 

data contained in the system private and secure.  

Specifically, a VOG should be required before an employee is allowed to gain access to the system as 

Section 5.4.3 shows that using any other method using the VOG results in an approach that is not 

secure. If an employee can gain access based on the condition to later submit their VOG, people that 

would not be able to gain a VOG would be able to gain access anyway. If using a contract where the 

user signs that they would be able to get a VOG before being able to gain access to a system, an 

organization implies that this document would have the same value as a VOG, which it clearly 

wouldn’t as one is based on an individual's declaration and the actual VOG is based on a 

governmental declaration. It is also of critical importance that this requirement is validated for every 

employee, as otherwise, people that do not have either a valid VOG or never submitted one in the 

first place would still be able to gain access to the system. 

Requiring a non-disclosure agreement may not ensure security, as proven by the significant number 

of personal data breaches in the GGD case study where all employees had signed such a document, 

but it is an easily implementable and affordable measure that may be able to improve security. 

Another requirement is for the system to inform the employee of (part of) the implemented security 

measures and sanctions related to breaching the privacy and security of data in the system. This has 

two major benefits, of which the first is deterrence and the second is to prevent the employee from 

defending his actions by claiming ignorance. Ideally, these messages should be displayed to the user 

every time the system is accessed. 

As employees are made aware of (part of) the implemented security measures, they will be less 

likely to attempt any malicious activity as they are now aware that they are unlikely to be able to 

circumvent them, acting as a deterrent. It is important to note that while this informs the employee 

of security measures, there is little to no risk to this, unlike the GGD statement made in Section 5.3.3 

where security measures are not described due to the effectiveness of these checks. System security 

should not depend on the secrecy of the implementation or its components, and if it does, then it is 

likely that the security measures were never able to increase security at all. The inclusion of 

sanctions would make it less likely that employees would try to circumvent the security measures, 

even if they believed they were able to. 

As employees are made aware of the sanctions related to breaching security, they will also be 

unable to claim ignorance of their mistakes. Making it more likely that any action that would result 

in a personal data breach is not due to a mistake, but instead a malicious activity that can be treated 

accordingly.  

Continuing on the previous requirement, the previous requirement could also be combined with the 

requirement to confirm certain actions to prevent mistakes and to be able to display an 

informational text informing the user of certain security measures and sanctions if the action is 

taken without any valid reasoning. This minimizes the probability of employees accessing data or 
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using functionalities by mistake, while still allowing the employee to perform their role if the action 

does have valid reasoning. The combination of the informational text aims to reduce the number of 

mistakes made by employees as they will be more careful in their actions and it may deter malicious 

actors as they are aware of the consequences when their actions have no valid reasoning. This is a 

practice already used in the healthcare sector, as stated in Section 6.1.2, where healthcare 

employees need to confirm access to patient files. 

7.4.3 Data Sharing 
When data needs to be shared with any organization outside the confines of the current system, 

clear agreements must be made with the other parties related to how the data is going to be used, 

and protected, how personal data breaches will be addressed, and how data will be disposed of after 

its use. Given that data that leaves the system results in the original organization losing all control 

over it, these agreements must be not only made but also monitored. Attention must also be paid to 

which party would receive the data, to ensure that technical and organizational measures are in 

place at the receiving party to be able to adhere to the agreement. 

Continuing on the previous requirement, the data that is shared with any other organizations needs 

to be shared securely, without being able to be intercepted or possibly resulting in a personal data 

breach in any other way. Data should be encrypted and only be able to be accessed by receiving 

party. Depending on the way that data is shared, either digitally or physically via the transport of a 

physical copy, additional measures need to be taken to ensure the security of this transport. 

Continuing on the previous requirement, data must be shared in a manner that results in the least 

impact on the data subject. The decision must also be made if either the data itself should be shared 

or if statistical information about the data, in the form of metadata, could be sent instead. If the 

actual data is sent, then this should either be done in such as way as to make the information 

impossible to trace back to the data subject, or if this is not possible, to at least minimize the impact 

such data can have by restricting certain columns. 

Even if the previous three requirements related to data sharing are successfully implemented, 

additional organizational and technical measures need to be implemented to allow for data to be 

shared in the context of academic research too.  This appears to be a problem given that as 

discussed in Sections 2.1.3 and 5.6.9, organizations are hesitant to make their information available 

to academic parties, not for any technical reason, but for legal reasons where organizations are 

afraid of violating the GDPR by sharing data.  

  



109 
 

7.5 Overlap with the Proposed FAIR-Based Framework 
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Figure 10 - High-level Overview of Specifications and Requirements in Relation to the FAIR-Based Framework 
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7.5.1 Overall Project 
The aspects of open source and transparent development and supervision by supervisory 

organizations, as discussed in Section 7.1, are fully compatible with the proposed FAIR-based 

framework. These aspects are intended to ensure that technical and organizational measures are 

implemented correctly, which increased compliance with the GDPR and increased the likelihood that 

people will perceive any such system as secure. Meeting the specifications and requirements as 

discussed in this section depends on its implementation in any system, with these aspects acting as a 

way to both monitor that this has been done correctly and to be able to intervene when this has not 

been done correctly. Additionally, it should be avoided that any system would be regarded as safe, 

just because it has been constructed using the FAIR principles. As this alone is not enough to ensure 

that any such system would actually meet the specifications and requirements, and legal 

requirements, in the healthcare sector or beyond.  

7.5.1.1 Open Source and Transparent Development 
The current application of FAIR, being an open and scientific standard, already meets many of the 

ideas behind the concept of open-source development, increasing the amount of transparency in 

the processing of data. However, this application has currently not been expanded beyond the 

processing of data, for example expanding its usage towards the description of organizations and 

relations between those organizations or its possible value in the creation of systems themselves. 

The proposed FAIR-based framework aims to address this through a structured governmental 

ontology containing this information.  

The application of FAIR is not based on creating new standards, but instead is based on using and 

expanding existing ones, which is similar to the more general open source concept where a 

community build upon previous work in an ever-improving product or service. The proposed FAIR-

based framework aims to continue this approach, continuously expending the ontology with 

additional information that can be used in the service of processing data or gaining more control and 

transparency in organizations, projects, and the relations between each of these entities. The FAIR 

standard itself, being created as recently as 2016, also remains in active development, based on the 

contributions of the FAIR community.  

Opening up (parts of) both the development and use of projects and the wider governmental 

ontology has the beneficial effect of being able to monitor this development, and providing valuable 

input, thereby increasing the probability of success. The additional exposure of information that is 

currently not accessible to the public, in a structured and easily accessible way, is also likely to lead 

to better decision-making as any decision is now open to public scrutiny. As proven by the impact of 

public appearance in the context of political involvement in the case study and the effectiveness of 

the AcICT even though following their advice is not mandatory, this form of transparency has a 

significant effect on decision-making. Additionally, this approach allows for example FAIR experts to 

contribute to the development process, which may prove vital to its success given the lack of 

experience with FAIR in both the government as well as any contractors that would be hired 

7.5.1.2 Supervision by Supervisory Organizations 
While the proposed FAIR-based framework is unable to address any of the funding and/or capacity-

related obstacles present in the supervisory organizations, the way in which supervisory 

organizations are used, and thus their effectiveness and involvement in project development, could 

be changed based on the implementation of the FAIR-based framework. This is achieved through the 

implementation of the governmental ontology, covering not information related to the processing of 
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data within systems, but also covering information other relevant information related to projects 

and organizations. Through this information, the usage of supervisory organizations, as specified in 

Section 7.1.2, can be focused on the most important projects instead of using a sampling-based 

method in the context of the AcICT, and the AP can get involved in projects before reports are 

received based on a failure to meet certain criteria. 

In addition to being able to more effectively select projects for further evaluation, the AcICT is also 

likely to monitor the creation of the default version of the FAIR-based framework used for system 

deployment. This involvement is due to the fact that FAIR, being a new technology that neither the 

government nor contractors would have any experience with, would warrant such an evaluation to 

increase the probability of success. As this default version is used to create projects in the future, 

such an evaluation would be able to improve governmental ICT systems far beyond this initial 

evaluation. Additionally, monitoring a FAIR-based project, in general, may lead to lessons being able 

to be applied in other projects, also improving governmental ICT systems in general. Through this, 

the second primary task of the AcICT is covered.  

The AP is also likely to be required by law to be involved with the creation of this default framework,  

as well as the first project(s) developed based on this default framework. As this would be the first 

application of the FAIR-based architecture, with FAIR being a new technology which no data 

protection impact assessment has been carried out for. Under Recital 89 of the GDPR, any 

organization using new technology will be required to notify the supervisory organization and submit 

this DPIA for assessment [204]. Which requires both the creation of a DPIA and leads to the 

involvement of the AP in this process. 

7.5.2 Initial Stage 
Of the four specifications and requirements from the initial stage of a project, the proposed FAIR-

based framework aims to address three of these aspects. These are primarily addressed through the 

increase in information availability related to organizations and the use of projects and systems 

across the dutch government. The only aspect unable to be addressed through this proposed FAIR-

based framework is the initial investigation to decide upon the problem itself and how this should be 

addressed. Without meeting all these aspects, it is unlikely that any project will succeed, but for this 

proposed framework, it will be assumed to this investigation has been conducted properly and that 

the solution to the problem requires the development of an ICT support system. 

In the context of investigating alternative projects meeting the specifications and requirements of a 

project, creating an overview of the usage of projects in systems in other organizations would make 

it significantly easier to first of all identify any such alternatives based on the purpose of these 

systems and the data that they process. When such alternatives have been identified, the increased 

amount of information related to these projects and systems would also make it easier to, at least 

initially, evaluate if these potential alternatives meet the security and regulatory requirements. Any 

such alternative that meets these requirements can then be investigated in even more detail, 

beyond the information contained in the ontology. 

In the context of making use of a transparent consultation tender, the proposed FAIR-based 

framework is unable to ensure that this process is followed, but the information included in this 

ontology can both monitor if this process has been followed and if not, based on which legal ground 

such a process has not been conducted. In the context of the covid pandemic, this was possible due 

to an exception in the aanbestedingswet as stated in Section 5.2.1, which could reference this 

specific exception. However, if no such reference has been created, and no such exception has been 
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used, this could lead to this decision being legally challenged. Even if such an exception has been 

used, it could also be legally challenged if the use of this exception is legally valid. 

In the context of assessing contractors based on both capabilities and working dynamics, the 

information included in the ontology could be used to identify trends based on previous 

performance. Which could identify projects that are possible beyond the capabilities of any specific 

organization, or it could be used to identify which organizations would be most suitable to develop a 

project based on various information. It should be noted that this approach would not function for 

organizations that haven’t previously conducted any, or a low number, of projects for the dutch 

government, although it could also be argued that such an organization would not be the most 

suitable either in a crisis situation or beyond, or would need to be assigned smaller projects to prove 

that they have both the capability and working dynamic to successfully complete a project for the 

Dutch government.  

7.5.3 Development Stage 
All of the specifications and requirements related to the development stage can be met by a FAIR-

based architecture. However, while FAIR addresses all technical issues, it does nothing to address 

organizational decisions. While a FAIR-based architecture can be created in such a way as to provide 

a secure system that adheres to data minimalization and privacy by design, it is also possible to 

create a FAIR-based architecture that would meet none of these requirements while still being FAIR-

based. This section will cover the specific specifications and requirements in more detail, including 

the considerations that must be made to make the FAIR-based architecture compliant with the 

GDPR. 

7.5.3.1 Data Management 
While FAIR can control and limit data access by role and location on a technical level, this is 

dependent on its configuration. Any FAIR-based architecture will face the same organizational 

problems, that the decision to limit data access is either made incorrectly or not at all. Due to the 

customizability of FAIR, you can create a system where everyone has complete access to everything 

or no one has any access. The first one is unlikely to adhere to the requirements of privacy by design 

and by default, the second is unusable. Therefore, FAIR can comply with this requirement, but like 

the original situation, it depends entirely on its implementation. 

The same argument also applies to the requirement to limit access to functionalities based on roles. 

A FAIR-based framework can implement these limits on a technical level, but it relies on the 

organization to implement them. However, a FAIR-based approach may be able to make some 

functions obsolete, which would improve security. For example, any function related to the 

exporting of data can be removed as data is not exported in FAIR, instead, data access is granted. 

The same argument also applies to the requirement to manually approve high-impact operations. A 

FAIR-based framework can implement manual approvement of data access or functionalities on a 

technical level, it relies on the organization to determine which operations are high-impact 

operations.  However, a FAIR-based approach may be able to make some high-impact operations 

obsolete as one of the examples that were provided on a high-impact operation was the exporting of 

data which can be removed as data is not exported in FAIR, instead, data access is granted. 

Compliance with GDPR data subjects rights does not differ from a non-FAIR-based framework, 

requiring technical measures to make the system able to act in accordance with these rights and 

organizational measures to be able to process requests and make use of these technical measures. 
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However, a FAIR-based framework may be able to improve upon this aspect due to a heightened 

level of data control. As the organization is always in full control of its data, due to never sharing any 

files beyond the control of the organization, a FAIR-based approach would be able to ensure that all 

data related to a data subject can be appropriately returned, restricted, deleted, or transferred. 

In addition to this, giving data subjects access to the FAIR network directly allows for a superior 

approach compared to a non-FAIR-based one. Through this network, a data subject could be 

securely given access to their data and exercise their additional rights, without needing to first 

request this from any organization, bypassing traditional, slower, methods. It would also allow for a 

data subject to provide access to their data for various academic purposes. As while the GDPR may 

provide certain exceptions where the data subject does not have to be consulted about the use of 

their data, at least allowing the data subjects' opinions to be considered would be an improvement 

and eliminate organizations' hesitancy in providing access to data based on the reasoning that the 

data subject was not consulted. 

Preventing duplicate data and the resulting errors is a property of a FAIR-based framework by 

default as data is meant to be stored at a single location, with organizations being able to provide 

access to that data. Through this approach, updates to data would only be processed in a single 

location, which eliminates the possibility of differing copies. However, it is important to take into 

consideration that updates to data would not be applied to any backup of the data. If data ever 

needs to be restored, then the information in this backup would be incorrect unless a separate 

backup is made that stores the various transformations on data which could then be applied again. 

The requirement to have a clear overview of data usage and control over it in the organization is a 

property of a FAIR-based framework by default as stated in Sections 2.2.3 and 2.2.4. Due to the data 

visiting approach to giving access to data, an organization has a comprehensive overview of who has 

been provided with access to data., with the assurance that data hasn’t been shared outside of the 

confines of the system where it would be beyond the organization's control. Extensive metadata 

connected to the data would be able to clearly describe what data is, what it is used for, who 

collected the data, what the policy surrounding access is, and what duration the data will be stored 

for. 

The requirement to properly back up data to ensure that no data is lost due to unexpected crashes, 

calamities, accidents, or any kind of malicious attack such as ransomware rights does not differ from 

a non-FAIR-based framework, although a FAIR-based framework may be more vulnerable unless 

measures are taken to address this fact. As there is no other location with a copy of specific data, it 

is of critical importance that the backups at that location do not become compromised as that would 

lead to an unavoidable loss of data. While a traditional approach faces this same problem, there is at 

least the chance that another location may have a backup of at least part of the data. Deleting data 

based upon the request of a data subject will also require technical and organizational measures to 

be taken, but these measures don’t differ from a traditional approach. 

The requirement for a Common Language, among organizations, is a property of a FAIR-based 

framework by default as stated in Section 2.2.4. The exact language is not important, as long as it is a 

common language shared between all organizations. This can be achieved either through the 

creation of a new standard which could be created for the Netherlands or the entire European 

Union, or the use of an existing standard. The second method may be more valuable as it would 

immediately make all data processed using the FAIR-based framework usable for anyone already 

using that standard if access is provided at least. The most important aspect of this is that a standard 

is chosen that as many organizations as possible will use, which could be extended to use healthcare 



114 
 

data not only in health facilities or research facilities in the Netherlands but would allow the entire 

world to use data from the entire world without any difficulty. 

7.5.3.2 System requirements 
The requirement to record any and all system interaction is not a property of a FAIR-based 

framework by default, depending on its specific implementation to meet this requirement. However, 

as a FAIR-based framework provides organizations with complete control over their data through 

the data-visiting approach, implementing this requirement is a relatively minor addition. By 

recording the activity of either organizations that have been given access, or users that have been 

given access including their specific role, a comprehensive monitoring system is created. Connecting 

this component to the secure working environment would enable even more monitoring, beyond 

the limitations of a web browser. The final requirement would be to create agreements to 

investigate these recordings, as just recording data does not necessarily result in a safer system. 

The requirement to automatically flag suspicious behavior is not a property of a FAIR-based 

framework by default, depending on its specific implementation to meet this requirement. However, 

given that the previous requirement is met, this is a relatively simple addition that would only 

involve the creation of indicators and queries to be able to flag any user that shows what the 

organization would define as suspicious behavior. Correct implementation of this requirement is 

realistically the only way to be able to properly monitor systems at this scale, significantly reducing 

the required amount of resources for manual checks while not decreasing or even increasing the 

likelihood that suspicious behavior is detected and the correct users can be investigated. The 

effectiveness of this requirement relies entirely on its implementation, however, meaning that just 

because suspicious behavior is flagged, doesn’t mean that malicious users are always able to be 

detected or that they could be detected quickly before being able to create a more major personal 

data breach. 

The requirement to apply already established practices is not part of a FAIR-based framework by 

default, nor is it dependent on any of the FAIR concepts. It is however an important requirement as 

it is unlikely that any system used to support a healthcare process will be truly unique, nor are 

systems developed in a vacuum. Due to this, established practices have already been created and 

implemented in other systems to address various challenges and problems. The proposed FAIR-

based framework aims to promote this application by including these practices in the common 

default base used to develop a project, and through monitoring the inclusion of these practices on a 

project-specific level in a comprehensive ontology. One example of this has already been discussed 

in Sections 6.1.2 and 7.5.3.2, which is to make use of a list of individuals of interest that would 

automatically flag any individual that accesses their patient dossier, for use in the previously stated 

monitoring system. But various technical requirements, as stated by the BIO or any other standard, 

could also be used to both monitor and incorporate into the common default base.  

The requirement to protect data from outside access is a property of a FAIR-based framework by 

default, as without meeting this requirement many of the advantages of FAIR would be negated. It 

does not mean that this does not need to be carefully implemented, however, as this requirement 

will require careful implementation and continuous updating as new vulnerabilities need to be 

addressed. Adhering to this requirement requires both organizational and technical measures as 

while systems themselves may be secure, any individual working in an organization could commit 

actions that would result in that organization being compromised, bypassing various implemented 

security measures. Preventing this would require training related to security, for example, training 
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aimed to be aware of and prevent social engineering, and/or training aimed at using secure 

passwords and not connecting unknown devices to anything connected to the organization network. 

If this requirement is not met then the entire concept of controlled access via a FAIR-based 

framework would be able to be circumvented, which would mean that an organization would lose 

control over its data and be at risk of both major personal data breaches and disruptions to the 

operations of the system, based on the types of attacks that occurred due to a failure to secure the 

system and the data within it. 

The requirement for access to be provided only via a secure environment is not a property of a FAIR-

based framework by default. It could be considered a property of a FAIR-based framework on its 

implementation, based on the property of “Accessibility”, however, this thesis has chosen to 

consider this as an extension instead. While any FAIR system can make use of a working 

environment in the form of a client, or a web interface, these environments aren’t necessarily 

secure. To address this, it is the platform itself that will need to be integrated with security-related 

improvements, instead of any of the underlying infrastructure or technology. The implementation of 

which is based on utilizing a client instead of a web interface, enforcing the usage of 2FA and 

stronger passwords to access the client, requiring any connection to originate from the secure 

working environment client, and using additional information gathered by this client to monitor 

employees and intervene when necessary. 

The requirement for a user-friendly UI/UX is not a property of a FAIR-based framework by default, 

nor can it be considered a property of a FAIR-based framework on its implementation. Instead, this 

requirement should be considered as an extension, focusing on improving the platform itself, 

instead of any of the underlying infrastructure or technology. Given that FAIR is a scientific standard, 

used primarily by data scientists, the focus would have been on being able to perform all required 

operations, which are often complex, in favor of focusing on usability. However, these concepts also 

don’t exclude each other, with complex operations being able to be performed using a simple UI. 

This requirement is especially important for supporting the primary care process, as new employees 

are unlikely to be well trained or experienced with using this or any comparable platform.  

The requirement for the system to be interconnected with governmental organizations is a property 

of a FAIR-based framework by default, based on the data visiting approach where access to either 

data or some derivative of that data can easily be provided to any organization. However, it is 

important to carefully evaluate which form of access should be given to governmental organizations 

to support various processes. In most instances, providing statistical information about the data 

would be sufficient for their purposes. For example, an organization such as the RIVM would 

primarily have to be provided the daily figures or trends, which they can then use to support the 

central government by creating advice based on this information. Other organizations such as the 

CBS, a trusted third-party organization, would most likely require a form of access where they could 

request to run their algorithms in support of research. 

The requirement to ensure redundancy and capacity for at least three-9 availability is not a property 

of a FAIR-based framework by default, nor can it be considered a property of a FAIR-based 

framework on its implementation. Instead, meeting this requirement is considered an extension and 

is based on investments into the required amount of computational resources to handle the 

expected amount of traffic, the required amount of storage capacity, and redundancy to be able to 

address any temporary outages in any specific system. 
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The federated approach to data management, divided over multiple locations, functions as some 

form of redundancy and availability for the entire network, but would not be able to create 

redundancy and availability for that specific location. If the connection with this location is 

disrupted, then all other locations would be able to function normally, unless something in the core 

of the network would be disrupted. As data is not duplicated and stored only at that single location, 

no other location would be able to temporarily take over the tasks of the disrupted location.  

To ensure redundancy and capacity for at least three-9 availability, every location will have to 

individually meet these requirements. This will require any system to take into account the expected 

amount of traffic when designing the system, and acquiring the required amount of computational 

resources to handle this traffic. It will also require any system to take into account the maximum 

storage capacity, with this capacity either being acquired or the system being constructed in such a 

manner as to be able to scale this capacity further when the need for storage increases. To prevent 

disruptions to the workings of any facility, multiple redundancies are required for any specific 

component. Finally, an extensive backup solution is required to ensure that systems are not 

vulnerable to data loss due to mistakes, hardware failures, or ransomware attacks. 

7.5.4 Processing Stage 
Most of the specifications and requirements related to the processing stage can be met by the FAIR-

based Framework. However, in most of these aspects, a purely technical solution does not fully 

address the problem, requiring a significant amount of organizational involvement to ensure these 

specifications and requirements are fully adhered to. This applies especially to the training of 

employees and employees in general, where technical solutions are used, but their effectiveness is 

determined by how an organization has chosen to implement them. The transfer of data is a 

primarily technical issue that is completely addressed by FAIR, however, even in this case 

organizational decisions may still result in too much information being shared or information not 

being shared at all. This section will cover the specific specifications and requirements in more 

detail, including the considerations that must be made to make the FAIR-based architecture 

compliant with the GDPR. 

7.5.4.1 Training 
The requirement to provide clear and easy-to-understand training material and require an 

examination before starting is not part of a FAIR-based framework by default, nor is it dependent on 

its implementation. It also cannot be considered an extension to the FAIR-based framework or be 

addressed through an increase in information accessibility. Even the usage of a common default 

base, which would then require project-specific implementations that reduce the value of default 

training materials, or the usage of previously created projects that have related training material,  is 

unable to ensure that the training material itself is clear and easy to understand. Neither can this 

approach ensure that employees undergo an examination before starting the processing of data in 

any system. Therefore, this requirement has not been included in the proposed FAIR-based 

framework. However, it remains a critical requirement and is closely connected to the requirement 

to have a User-friendly UI/UX, as the level of complexity of the interface has a direct impact on how 

difficult it will be to train employees. 

The requirement to standardize training for all employees and contractors is not part of a FAIR-

based framework by default, nor is it dependent on its implementation. However, it can be 

positively impacted by the common language aspect and the data federation aspect of FAIR. Given 

this federated approach, with projects being able to be deployed at multiple facilities and sharing 
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the same code bases while having their own employees and own database, employees at any of 

these facilities would be able to receive the same training and instructions as these are standardized 

by default. However, while training material could be shared easily, it is up to the organizations 

themselves to ensure that organizational measures are taken to ensure that employees have been 

provided with the time to train, in addition to possible structured classes going into further detail. 

Given the fact that already existing projects can be used, training material would most likely reflect 

how the healthcare sector already operates, which would result in training materials already existing 

and the operating standards matching current experience. Although this may also be the cause of 

major issues as described in Section 5.4.2, where previous experience at the GGD led to some 

unwise decisions. 

The requirement to create a safe environment to ask and answer questions is not part of a FAIR-

based framework by default, nor is it dependent on any of the FAIR concepts. It does however 

connect to the data visiting approach as without such as environment, data within the system would 

be likely to leave its confines. When this occurs, an organization would lose control over it which 

would not only be able to lead to personal data breaches but would also prevent an organization 

from fully complying with all data ownership-related rights of the data subject as an organization no 

longer has an overview of who has access to that data and it also can’t be effectively restricted or 

deleted.    

7.5.4.2 Employees 
The requirement to Implement front-end Security measures such as 2FA and lock-out times is not a 

property of a FAIR-based framework by default, depending on its specific implementation to meet 

this requirement. However, implementing this requirement is important to ensure that access can 

be limited to the agreements that have been made between the FAIR-based architecture and 

employees or organizations that have been granted access. This access has been provided based on 

the conditions that the user or organization is who they say this is, which will require front-end 

security measures and lock-out times to minimize the possibility that any entity can get access that 

they would otherwise not be provided with. Implementing this is a relatively simplistic addition to 

the dashboard/platform. 

The requirement to require legal documentation such as a VOG and a non-disclosure agreement is 

not part of a FAIR-based framework by default, nor is it dependent on its implementation. It also 

cannot be considered an extension to the FAIR-based framework or be addressed through an 

increase in information accessibility. Making this a standard requirement of the common default 

base could increase the usage of these documents, but it would ultimately be up to the organization 

to ensure that they both require these documents and follow this procedure correctly to ensure the 

validity of these documents and the overall process. Additionally, its requirement in any project 

could be included in an informational overview, but this would suffer from the same problem where 

you cannot be sure that the process around these documents is conducted correctly. The GGD case 

offers a practical example of this, with VOGs not being required until employees have already been 

provided access to systems for six full weeks, with some employees never being asked at all.  

It should be noted that this remains an important requirement, as inside malicious actors remain a 

vulnerability of the FAIR-based framework. While information can be limited, it can never be limited 

to such an extent as to be completely safe as that would most likely result in a system that is not 

useful to support a healthcare process. Any monitoring method would be able to decrease the scope 

of a possible personal data breach, but it would be unable to prevent any from occurring.  
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The requirement to Inform employees about security measures and sanctions is not part of a FAIR-

based framework by default, nor is it dependent on any of the FAIR concepts. While this is 

technically an organizational measure, a possible technical implementation would be to make this 

part of the login procedure as discussed in Section 7.4.2. Implementing this is a relatively simplistic 

addition to the dashboard/platform. 

The requirement to make employees confirm actions to prevent mistakes is not part of a FAIR-based 

framework by default, nor is it dependent on any of the FAIR concepts. The exact implementation of 

this requirement does not differ from its implementation as described in Section 7.4.2 and would be 

a relatively simplistic addition to the dashboard/platform. 

7.5.4.3 Data Transferring 
The requirement to be able to make clear agreements with other parties related to data access is a 

property of a FAIR-based framework by default. Through the data visiting approach and included 

metadata specifying the conditions for access, clear agreements can be made with any organization. 

Agreements that in most instances cannot be violated as an organization would not be able to gain 

or maintain access beyond the conditions of the access agreement. It should be noted however that 

for this to be fully effective in ensuring security, agreements should be made with regard to the 

sensitivity of the data. 

The requirement to limit data sharing to the bare necessity is not a property of a FAIR-based 

framework by default, depending on its specific implementation to meet this requirement. While 

FAIR allows significant control over the data being made accessible to other organizations, as well as 

the ability to run algorithms on data that hasn’t even been shown to the user, it is also possible to 

provide access to the entire dataset. Therefore, organizations need to carefully consider which data 

may be made accessible and to whom. 

The requirement to be able to share and transfer data securely is a property of a FAIR-based 

framework by default. In most instances, data will never have to be transferred using the data 

visiting approach, which is an inherently more secure approach to data management. The only 

instance in which data would be required to be transferred is when data from multiple sources need 

to be combined as discussed in Section 11.3.1.3, which could be done securely by transferring it to 

another location from which the data visiting approach could then be applied to provide access to an 

organization that would require this type of access. 

The requirement to be able to provide data for academic research is a property of a FAIR-based 

framework by default. As access to the actual data does not have to be provided to an organization 

for them to be able to conduct an academic study, this should address the organizational and 

technical measures required to be able to allow for data to be shared in the context of an academic 

study. This should address the hesitance of organizations to make their data available as this could 

be done without sharing any data, which would most likely not constitute a violation of the GDPR 

even if Article 89 could not be utilized. The addition of a technical measure for data subjects to be 

able to easily provide or restrict their data for any purpose would further increase an organization's 

willingness to provide access to their data. 
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8. Proposed FAIR-based Framework  
This section presents an overview of the proposed FAIR-based framework, based on the 

specifications and requirements of a GDPR-compliant healthcare system as discussed in Section 7. 

The overall aim of this Framework is to utilize FAIR in such a way as to not only be able to improve 

the sharing and use of data on a dataset level, but to extend this in such a way as to improve the 

way that entire projects and systems are constructed and utilized. This is achieved through 

introducing various aspects of the GDPR in the form of an ontology, covering facility/organization-

specific information, as well as project/system-specific information, as well as GDPR-level data 

variable-specific information.  Additional concepts that are used are data federation, data visitation, 

and machine accountability, which together with the previous concepts facilitate the development 

of systems adhering to data minimization and privacy by design and default principles.  

For the proposed FAIR-based framework to be effective, it needs to be designed in such a manner as 

to be highly customizable, allowing its application in various crisis scenarios and data types. 

Considering the unpredictable nature of crises, any type of more rigid framework would either not 

be able to be utilized well in a possible future crisis, or it would require the creation of numerous 

different frameworks accounting for numerous different possible future crises. The probability of 

this alternative method succeeding is low as this approach would require significant investments to 

be made, preparing for situations that may or may not occur in the future, without the certainty that 

any one of these frameworks would be effective in the next crisis.  

As the proposed FAIR-based framework is intended to support system development for any crisis, 

with each crisis being distinct and likely to necessitate the use of a different system, the primary goal 

is to develop a common standard used to support project-specific development. This is achieved 

through a common standard incorporating pre-developed main components, while at the same time 

allowing for project-specific adjustments to be created, capitalizing on the framework's 

generalizability and customizability. This is then further supported by the intention for different 

projects, that have already been completed, to act as an alternative starting point for the 

development of any new project. This has numerous benefits such as reducing the required 

development time, being able to incorporate implementations and improvements from other 

projects into new projects, and creating a large number of individuals that are proficient in working 

with the proposed FAIR-based Framework.  

The proposed FAIR-based framework also aims to not only comply with the GDPR, but to improve 

upon traditional approaches to data access and allow for an improvement in the way that data 

subjects can exercise their GDPR-related data ownership rights. In the context of the approaches to 

data access, the most significant change is the fact that data access should revolve around the 

required level of information required to fulfill a task, instead of data access being provided to 

complete data values by default. To increase the privacy and security of data even further, 

organizations need to be in full control over their data, to be able to ensure automatic monitoring 

over all instances where data from a system is accessed. Additionally, when queries need to be run 

on a large number of individuals, this framework proposes this be done through aggregational 

statistics, to reduce or eliminate the need for any data related to any specific individual to be 

exposed. 

Expanding the proposed FAIR-based framework to cover scientific data analysis was investigated 

extensively, however, it was ultimately decided to leave this out of the scope of this thesis. Instead 

focusing entirely on the processing of data in the primary process of supporting healthcare activities, 

as well as aggregational statistics. This decision has two main reasons, with the first being that the 
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inclusion of supporting scientific data analysis is not essential to addressing a crisis situation beyond 

the more limited information that aggregational statistics can provide. The second reason is 

technical in nature, as while the methods and techniques specified in this section would offer 

substantial value to supporting scientific analysis, the additional requirements to do this properly, 

and numerous technical challenges would need to be addressed.  

However, given the significant value of scientific data analysis, future work may explore this aspect 

in conjunction with the common standard. Section 11.2 outlines potential future work and highlights 

the primary issues of data storage and significantly increased computational requirements. To 

support scientific data analysis, data from multiple data sources would likely need to be combined, 

based on a certain key. This would require some form of data transfer to a specific location, which 

this framework has intended to prevent, due to the inherent risks for privacy and security to the 

data subject as well as the added level of complexity this would have on the monitoring of data 

access. The significantly increased computational requirements, based on the need to run 

computationally heavy algorithms and store derivates of forms of data, are also challenging as the 

decision to limit data storage to the facilities themselves would make it difficult for each facility to 

have the experience and resources required to be able to support this process. 

Section 8.1 describes the content and design of a large-scale ontology, allowing for the future 

creation of what this thesis has called the Dutch governmental ontology. This, to be created, 

ontology is used to standardize and record relevant information and relations on three distinct 

layers, describing the information and relations related to organizations, the projects used and/or 

developed by these organizations, and the data variables used by these projects. The organizational 

layer makes use of and expands a previously created RDF triple based ontology created by the Dutch 

government. The project layer requires the creation of a new ontology, although some form of 

standardization has already been applied to capturing this information. The project variable layer 

makes use of an existing ontology to capture medical information, using SNOMED CT NL, which this 

thesis extends with GDPR-related information related to the processing of information by 

employees. While the focus of this thesis has been on healthcare-related systems, there is no 

practical obstacle to expanding this approach to any system, with this information being able to be 

included in the Dutch governmental ontology.  

Section 8.2 describes several potential applications for the, to be created, Dutch governmental 

ontology in a central registry context. The main purposes of this registry are to make information 

more accessible and to allow for such information to be used to shape policy, to provide 

transparency and information to the data subject about a systems purpose and security measures, 

to identify relevant data sets, and allow for queries to be sent to the relevant location, and to 

provide data subjects with a more easily accessible way to both determine where their data is 

processed and to exercise their GDPR data ownership related rights. The registry, void of personal 

data, cannot result in a direct risk to the privacy and security of the data subject. However, exposing 

excess system and project data could invite targeted cyber-attacks, resulting in an indirect risk.  

Section 8.3 describes how the, to be created, Dutch governmental ontology could be used to limit 

the amount of data being exposed, to what is required for an individual's informational need. This 

has been illustrated through three main use cases present in any system, which is the use case of 

identifying any specific entity through a search system, the use case of a more detailed overview of 

the identified entity in combination with any functions required, and the use case of aggregational 

statistics where information is related to a larger number of entities. In all of these use cases, the 

level of information returned to the user has been limited to ensure compliance with the principle of 

data minimalization and privacy and security by design and by default.   
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Section 8.4 presents a broad picture of the information flow in governmental healthcare systems 

realized through the proposed FAIR-based framework. This section outlines the system's federated 

data approach, ensuring that data remains under the control of the processing entity. This is 

accomplished through providing access to data, instead of providing the data set files themselves. 

This ensures that the organization responsible for data processing is always in complete control over 

their data, including having the sole responsibility of ensuring that security measures are 

implemented and that automated and manual review of access to data is properly executed. This 

section also elaborates on a backup solution compatible with maintaining full control, as having 

backups is still a critical requirement for any healthcare system.  

Section 8.5 provides a detailed system design of a healthcare system, based on the requirements 

and specifications of such a system, as specified In Section 7. This design has been constructed in 

such a way as to adhere to the principles of data minimalization and privacy and security by design 

and by default. 

Section 8.6 describes the governance process of the development and deployment of FAIR-based 

projects and systems, which are constructed based on the implementation described in Section 8.5. 

The proposed FAIR-based framework intends to make systems themselves interoperable and 

reusable, which is achieved through the development of a common base applicable to any system 

and to allow for the deployment and further development of any previously created system. This 

approach can be divided into three main situations, covering the development of any possible FAIR-

based project, with these situations being based on the existence of any comparable project. In the 

first situation, no such comparable project exists and development would begin based on a 

previously created default project including all features described in Section 8.5. In the second 

situation, there exists a more comparable but not fully suitable project. As this project is itself based 

on the default project, it already includes all features described in Section 8.5, and would reduce 

development time based on the project-specific features and implementations that have already 

been implemented. In the third situation, there exists a fully suitable project, which can be deployed 

immediately as long as the required organizational measures are implemented. These situations 

would apply in a federated approach, where a different clinic, GGD, etc. wants to make use of a 

system that is already in use at another location. In all situations, project-specific features and 

implementations can be more easily implemented based on the fact that they all share a common 

base on which these features and implementations have been created, which ensures that even 

when no such comparable project exists, development would still be able to benefit from other 

projects.  

Section 8.7 describes security vulnerabilities that are still present in the proposed FAIR-based 

framework, which has been included to prevent the notion that a system is completely secure just 

because it has made use of this framework. While these vulnerabilities can all be prevented, they are 

important aspects to consider. These vulnerabilities have been divided into two groups, with the first 

group describing the danger of network intrusions, which are reliant on the implementation of 

security measures at the facility instead of the security measures present in the FAIR-based system. 

The second group described vulnerabilities related to an incorrect implementation of the FAIR-based 

system, which is likely to appear given the need for such an approach to be highly customizable. The 

primary danger of this is that while the FAIR-based system can effectively limit data access, this is 

ultimately reliant on how the organization itself has limited it. If such access would be specified 

beyond the informational need of the user, it risks repeating the problems present in CoronIT and 

HPZone, with efficiency and speed being valued over security.   
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8.1 Dutch Governmental Ontology 
The proposed FAIR-based framework should be supported by either one or multiple ontologies, 

operating on three different layers. The first layer is the organizational layer, which aims to create an 

effective and clear overview of the various organizations in the Dutch government. While such an 

overview is likely to exist, at least in certain parts, the main aim of this (part of the) ontology is to 

standardize this overview and show the relations between the various organizations. Additional 

information can then be added to further improve the value of this approach, with this information 

being able to be integrated into the rest of the framework, as well as to more easily compare 

different organizations with figures that are currently separated over a variety of different sources. 

The information in this layer has no risks to privacy, being information that is publicly accessible and 

in service of the Dutch Society. This will be further discussed in Section 8.1.1. 

The second layer is the Project layer, which aims to create an effective and clear overview of projects 

used by the Dutch government, as well as showing which organizations are linked to each project, 

either through its use or the development of any given project. This layer can significantly aid the 

aim of transparency in the Dutch government, with individuals being able to clearly understand the 

purpose of projects, the storage duration, and the potential impact this could have on any given data 

project. By adding additional information and links to for example its open-source development 

location, the project tender, and the DPIA, it allows for individuals to more easily supervise the 

actions of the government as well as to participate in the design of systems, benefiting from a 

wisdom of the crowd approach. While the information in this layer also poses no direct risk to the 

privacy and security of the data subject, it may be warranted to limit the amount of information that 

is made available to the general public as such information may be used to invite targeted cyber-

attacks on systems presenting a combination of large volume/high sensitivity data with no/weaker 

security measures. This will be further discussed in Section 8.1.2.  

The third layer is the projects variable layer, which aims to create a clear and effective overview of 

the specific data usage in each project. In the context of the data subject, the most important 

information is the specific data variables that are being processed, the form in which this 

information is exposed to individuals, and the general sensitivity of the variable. In the context of 

system design, this ontology layer has a different purpose, being used to shape system design and 

ensure that concepts are consistent over all projects and organizations in the Dutch government. In 

the context of organizations and data scientists, this ontology layer creates a clear overview of which 

data is collected and processed in each organization, which allows for the identification of relevant 

projects, as well as risk assessment. This will be further discussed in Section 8.1.3 

Creating the ontology itself, which this thesis has called the Dutch governmental ontology, was 

ultimately beyond the scope of this thesis and corresponding investigation. Instead, this section 

provides both the content and design with which such an ontology could be created by the Dutch 

government in the future. Previously created resources that may prove useful for the creation of this 

ontology have also been identified and included in this section, to further allow for the creation of 

this ontology. The RDF triple relations in this section, as divided into Predicate, object, and 

explanations, are not an exhaustive list of all possible relations but should instead serve as examples 

towards which information could be included in the ontology.  
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8.1.1 Organizational Layer 
The organizational layer of the Dutch government already has well-established FAIR ontology which 

clearly describes all organizations falling under the Dutch government, as well as the relations 

between them and various additional relevant information. This is described through the “Thesauri 

en Ontologieën voor Overheidsinformatie”, which was finalized on the 6th of December 2022 [205]. 

An overview of this implementation is depicted in Figure 11 [206], with the class diagram depicted in 

Figure 12 [207]. 

 

Given that this implementation already fulfills the requirements that this framework would require 

of an ontology, this thesis proposes to make use of this ontology, in the creation of the overall Dutch 

Governmental Ontology, to support the rest of the framework. In addition to this, the ontology itself 

is already publicly accessible, structured, and searchable [208]. Further improvements can be made 

to both expand the use case of this ontology, however, as it was designed to provide contact 

information for each governmental entity, instead of the broader use case presented in this thesis. 

These improvements are related to improving the search functionality, including additional relations, 

connecting and making use of the relations that currently exist, and offerings ways to make queries 

into this large repository of information. 

The search functionality can be improved by expanding the search engine to be able to search both 

the content of each entity, as well as the inclusion of commonly associated names. For example, 

‘Rijnsburg’ is a village that’s part of the municipality of ‘Katwijk’, which is included in the information 

of the entity ‘Katwijk’ but is unable to be identified by this search engine. Similarly, any organization 

can only be identified directly by name, with the system being unable to present a list of any 

organization located in ‘the Hague’ for example, as the search engine does not take into account any 

included information for any entity.  

Current entities also lack certain expected links between classes, while each individual class has been 

included. For example, all municipalities and all provinces have been included in this registry. As 

each municipality is part of a province, this relation should be included, but isn’t at present [209] 

Figure 11 - Thesauri en Ontologieën voor Overheidsinformatie 
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[210]. Other information that would make use of this relations has also not been included. For 

example, while municipalities list the size, population, and population per area the provinces that 

these municipalities are a part of do not list this information. As the information of each province is a 

combination of the numbers of each of its corresponding municipality, this is simplistic to include. 

The interaction with the registry could also be expanded to introduce queries and filters for 

additional information, based on data that is currently already present in the system. For example, 

each municipality has a list of political parties, with the number of seats and the total size of the 

municipality council, but the interface does not offer any way to compare this information to other 

municipalities. Neither is a link made that would show the presence of parties across all 

municipalities they have a presence in. Although this and the previous examples are ideas that could 

be included in the future but likely haven’t due to the recent implementation of this system.  

In addition to these suggested improvements, this thesis proposes the inclusion of additional 

variables which would offer significant value in transparency but have not been included. These 

variables are the number of employees at each organization and the budget of each organization, 

either historical, current, or proposed figures. While this information is generally public, this 

information is currently only located in either the yearly “Miljoenennota” or in the annual or 

quarterly reports of each organization, making it time-consuming to compare different 

organizations. The inclusion of such variables into (part of) the ontology would make this 

information easily accessible to the general public.  
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8.1.2 Project Layer 
A project layer ontology currently does not exist, as far as was able to be found by this Thesis. The 

Dutch government did recently start providing some level of oversight for projects, in the form of a 

yearly report [211] [212] [213] [214] and the recently created “Rijks ICT-dashboard” depicted in 

Figure 13 [215], but these do not meet the requirements for the proposed FAIR-based Framework. 

Both of these forms of reporting only include large ICT projects, which are projects with an ICT 

component of at least 5 million euros and fall under the mandate of the AcICT, as previously 

discussed in Section 4.2. The information that is provided by both these sources is limited, with 

information being limited to the relevant ministry, the name of the project, its status, various 

financial figures, a description of the project, relevant dates, the type of development, and various 

information related to the executing party. This information is not built based on a FAIR ontology 

and is not connected to the previous layer in any way, which are important requirements for the 

proposed FAIR-based framework. Additionally, the dashboard is not complete, with information 

either not being present in specific projects or projects not being listed at all. For example, CoronIT is 

not included either in the Rijks ICT-dashboard or the yearly reports, while meeting the requirements 

based on its initial tender and the significant expenditure after the project was awarded to GGD 

GHOR. 

 

To meet the requirements of the proposed FAIR-based framework this approach will need to be 

expanded to cover all projects instead of being limited to recent projects that also qualify as large 

ICT projects. In the context of this thesis, this approach should be focused on projects involved with 

the processing of personal data related to data subjects. This would require all older projects or at 

least all projects that either still actively process personal data or projects that still contain personal 

data as specified by their storage policy duration, to have their relevant information recorded and be 

publicly accessible. In the future, the structured approach could also be applied to ICT projects that 

do not meet these conditions, but these are not relevant to this thesis. 

Additionally, a distinction can be made between projects that are currently in development and are 

not actively processing personal data yet, projects that are currently in use, and projects that are 

currently in use but are also under current development. In all instances, the data related to these 

Figure 13 - Rijks ICT-dashboard 
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projects can be of value, but this value is not shared between all groups. For example, all projects 

would benefit from a reference to the location of the open-source development, either to address or 

improve certain aspects. But from the perspective of civilians without this technical background, the 

most important projects are the projects that are currently processing their personal information. 

To accomplish this, the current data, and the additional variables that this thesis proposes, will need 

to be structured into an ontology. This ontology also needs to be connected to the organizational 

layer to be able to create an overview of projects belonging to a certain organization, either through 

its development or its use. Another condition is that systems can either use a federated approach 

where each organization has its own separated instance of the system and data within it, or that a 

centralized approach is used, with each organization having access to a central system containing all 

data from all organizations. An overview of these variables, structured in RDF triples is depicted in 

Table 11, which can be used to create the actual ontology in the future. 

Predicate Object Explanation 

containsSensitiveInfo xsd:boolean The project contains sensitive information, based 
on the data variables in the next section 

containsMedicalInfo xsd:boolean The project contains medical information, based 
on the data variables in the next section 

hasProjectName xsd:annotation The name of the project/system 

hasCategory Entity The category or multiple categories to which the 
project belongs. E.g., Covid, Medical 

hasGoalAreas Entity The areas of goals this project is an improvement 
on. E.g., efficiency, improved service, etc 

hasMinistry Entity The ministry under which the project is organized 

hasMinister Entity The minister that approved the project 

hasDevelopmentStartDate xsd:date The start date of project development 

hasDevelopmentProjectedEndDate xsd:date The projected end date of project development 

hasDevelopmentRevisedEndDate xsd:date The revised end date of project development 

hasDevelopmentDuration xsd:integer The project development has taken X number of 
years/days based on the current date if the project 
has not finished the initial development 

hasDevelopmentDurationProjected xsd:integer The project development is projected to take X 
number of days based on the revised end date 

hasDevelopmentType Entity The type of project development e.g., Waterfall, 
agile 

hasProcessingStartDate xsd:date The start date of data processing 

hasProcessingEndDate xsd:date The end date of data processing 

hasDescription xsd:date The description of the project/system 

hasPurpose xsd:annotation The description of the purpose of the project 

hasDevelopmentCosts xsd:integer The development cost of the project 

hasReferenceToOpenSource xsd:annotation A link to the open-source development of the 
project 

hasReferenceToDPIA xsd:annotation A link to the Data Protection Impact Assessment(s) 
of the project 

hasReferenceToAcICTAdvise xsd:annotation A link to an assessment of the AcICT 

hasReferenceToDashboard xsd:annotation A link to the overview on the Rijks ICT-dashboard, 
as not all information needs to be presented 

hasReferenceToPubicTender xsd:annotation A link to the project tender on TenderNed 



128 
 

HasPublicTender Xsd:boolean The project was executed through the release of a 
public tender on TenderNed 

hasStorageDuration xsd:integer The number of days/years that data is stored by 
the organization 

hasNumberOfUsers xsd:integer The number of individuals with access to the 
system 

hasUsersType xsd:annotation The description of the individuals processing data 
in the system 

hasProfessionalUsers xsd:boolean The system is only used by trained professionals 
e.g., medical staff 

hasNumberOfDataSubjects xsd:integer The number of data subjects that have been stored 
in this system 

hasRegionOfOperation Entity The region the system operates in, municipalities, 
provinces, etc 

Has2FA xsd:boolean 2-Factor authentication is used to access the 
system 

hasSystemAdress xsd:annotation The link to which API requests can be made to 
interact with the system 

isInActiveUse xsd:boolean The system is in active use 

isDevelopedBy Entity The organization responsible for developing the 
project 

isDevelopedInternally xsd:boolean The organization developing the project is the 
same organization processing the data 

isDevelopedExternally xsd:boolean The organization developing the project is 
different from the organization processing the data 

isDevelopedCommercially xsd:boolean The organization developing the project is a 
commercial party that bid on the project 

IsDevelopedWithFAIRFramework xsd:boolean The project is developed based on the proposed 
FAIR-based framework 

isDerivedFrom Entity The project is developed based on a different 
project as a starting point 

isLargeICTProject xsd:boolean The project has a development cost of 5.000.000 
euros or more, based on the development cost 
value 

isDevelopedOpenSource xsd:boolean The project development is open source 

isInfoUpdatedDate xsd:date The most recent date changes have been made to 
this overview of project data 

isUpdatedDate xsd:date The most recent date changes have been made to 
the project itself 

IsNationalSystem xsd:boolean The system operates on a national scale 

hasVersionNumber xsd:annotation The current version number of the project 

hasDPIA xsd:boolean The project has a DPIA 

hasAcICTAssessment xsd:boolean The project has an assessment by the AcICT 

isUsedBy Entity The project is used by X organization 

isFederatedAccess xsd:boolean The project uses a federated approach with each 
organization running its own instance 

isCentralAccess xsd:boolean The project uses a central approach with each 
organization connecting to a central database 

 
Table 11 - Overview of RDF triples of the Project Layer 
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8.1.3  Project Variables Layer 
The project variable layer is the lowest layer of the proposed Dutch ontology within the FAIR-based 

framework, being directly connected to the previous Project Layer, which is itself structured under 

the Organizational Layer. In the context of the overall ontology, the purpose of this layer is to 

regulate the usage of each specific variable used by any governmental healthcare organization in the 

Netherlands. This approach may also be of significant value to organizations beyond this specific 

sector, the government, or even the Netherlands itself, but this falls outside of the scope of this 

thesis.  

In the context of a specific project, the purpose of this layer is to act as a repository for the variables 

used in this project. This layer can be divided into two main groups, each serving a specific purpose. 

The first group focuses on the current reasons why FAIR principles are employed in data processing. 

Its objective being to establish a common vocabulary and shared understanding of data elements, 

their relationships, and semantics. By standardizing these aspects across all organizations working 

with the data, better data interoperability and analysis can be achieved. 

The second group aims to incorporate elements promoting GDPR compliance, as well as the 

methods used to achieve this, into an ontology. This involves extending the common vocabulary 

with information that aids in meeting the requirements of the General Data Protection Regulation. 

The emphasis here is on enhancing technical and organizational security, particularly in safeguarding 

against internal threats from employees. This includes increasing risk awareness and assisting in the 

design of systems to mitigate potential privacy breaches. This is also achieved through the 

connection to the previous Project Layer, which includes additional information relevant to GDPR 

compliance. 

The Dutch government has previously created a data register for various datasets created and 

maintained by the Dutch government, as illustrated in Figure 14 [216]. Although these datasets are 

supported by a FAIR ontology, this support is limited to describing the data set itself instead of the 

variables that are contained within it. In his way, this ontology operates on a similar level as the 

project layer ontology, which describes the overall project, and all relevant information, but does 

Figure 14 - Current Data Register of the Dutch Government 
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not describe the data within it. As a result of this, there are no references to any ontologies used to 

describe data variables and relations, limiting its value in the context of standardizing data usage, 

enabling scientific research, or providing transparency. Due to this, this implementation is not 

useable for the proposed FAIR-based framework. 

Instead, a new implementation is required that makes use of an ontology that describes data 

variables and their relations, to effectively standardize data usage. In addition to this, this thesis 

proposes to extend this with a proposed GDPR-related ontology, providing information and 

standardizing the usage of data within organizations, for example in the form of derivatives. The 

content and design of which have been included here to aid the creation of the Dutch Governmental 

Ontology in the future.  

8.1.3.1 Default FAIR Ontology Usage 
In the context of medical data, the Dutch government has already (partially) adopted an existing 

ontology, SNOMED CT, as part of the Dutch “Eenheid van taal” which was previously discussed in 

Section 6.4 [217]. The Ministry of public health is the Dutch license holder for this ontology, with 

Nictiz being responsible for developing and maintaining the Dutch version of SNOMED CT [218]. This 

project was started at the end of 2017 [219], by first translating (part of) the existing English-based 

ontology into Dutch. The translation of all Dutch relevant terms was completed in 2021 [220]. Given 

that this ontology is already well established, with a Dutch version, and at least partial adoption by 

the Dutch government, this thesis proposes that this ontology should be used as the medical 

terminology of the data processed in Dutch governmental healthcare systems. 

The previously stated medical data is connected to a specific individual, based on the individual's 

BSN, as required by Dutch law for any system processing medical data. Using this BSN, a unique 

number given to any Dutch citizen, or an individual working or studying in the Netherlands for a 

period of time can be uniquely identified when interacting with the Dutch government [221]. This 

specific individual then has certain non-medical properties that should also be included in an 

ontology such as their name (first, initials, middle, last), and location of residence.  

A source for this information is the Basisregistratie Personen 

[222], depicted in Figure 60, which has structured this 

information, but does not make use of any kind of ontology. 

However, due to the simplicity of this information, it could 

easily be converted into an ontology that meets the 

requirements of this approach, or the information could be 

stored following the FOAF ontology [223]. This source of 

information also sees limited use across Dutch organizations, as 

depicted in Figure 15 [224], with for example the GGD not being 

included in this list. Instead, organizations choose to store this 

information themselves, increasing the value of having an 

ontology standardizing this information even further.  

Regarding the location of residence, this information could 

make use of an ontology focussed on locational data. As well as 

being interconnected with the organizational layer of the 

ontology, which would connect for example municipalities or 

provinces with their information and relations stored in that 

ontology. The information contained in this ontology should enable any kind of investigation 

Figure 15 - Overview of the sharing of 
information from the BRP 
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concerning locational data. This, in addition to the location of residence, could also be related to 

locations that individuals visited in the context of contact tracing investigations. A comprehensive 

ontology for location data would include the following information: 

• the latitude and longitude of the specific location, based on the other information 

• The country, province, and municipality of the specific location 

• The street and house number of the specific location 

8.1.3.2 Ontology Extension to Incorporate GDPR Compliance 
In the context of the GDPR, the focus of this (part of the) to be created ontology will be on aiding the 

technical and organizational measures implemented to ensure privacy and security by design and 

data minimalization. While FAIR and scientific data analysis assumes to be working with complete 

data, this extent of data exposure is often not required in the context of the primary healthcare 

process. In this process, information should be limited to what is required for fulfilling any specific 

task, based on the nature of the data and the expertise of the employee accessing the data. This 

ontology aims to address this by providing standard practices for each different variable, which can 

then be applied in specific situations, to limit the amount of data exposed while still being able to 

fulfill any specific task. The most likely usage for these will be as recommendations used during the 

construction of systems, although any deviation from a recommendation will likely need to be 

justified. Ensuring that even though this system isn’t a legal requirement, it has an increased amount 

of usage.  

This, to be created, GDPR-focused ontology has been divided into three different Tables. The first 

table, Table 12, provides a general overview of the way that a specific data variable functions in a 

system. First of all, it contains basic GDPR-related information in the sensitivity of the variable, and 

its classification as common or special personal data, with another addition for criminal personal 

data, which would not be used frequently, but still has value in some healthcare systems. It finally 

contains a classifier for if the information is legally identifying, which is often the primary key used to 

identify any specific individual, such as our BSN. The rest of the information describes how the 

variable should be used in the system and the organization, which as previously mentioned are most 

likely to be recommendations. The actual usage of these is most logically structured depending on 

the specific use case and will be discussed in later sections of this thesis. 
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Table 13 provides an overview of ways in which data can be returned to the user, based on 

transformations of the original data value. This overview is certainly not comprehensive but serves 

only to demonstrate the general concept. When this concept is expanded, it could offer significant 

value in ensuring that organizations adhere to the principle of data minimalization. As the original 

data format is also predefined, based on the other aspect of the ontology that regulates the way 

that data is stored and the relations that this data has, it would offer significant value if code is 

created beforehand that could be used to apply each relevant transformation to the original data 

values.  

 

 

   

Predicate Object Explanation 

hasSensitivity Entity The sensitivity of the variable e.g. None, Low, Medium, High 

hasDefaultLevelOfUsers Entity The default level of expertise of users that would normally 
have access to the variable. The entity would refer to a type 
of employee, such as a medical professional, call center 
employee, etc. Each of those entities could add variables 
used to describe them 

hasDefaultLevelOfInfo Entity The default level of information of the variable, as described 
in Table Table 13  

hasDefaultLevelOfInteraction Entity The default level of interaction of the variable, as described 
in Table 13. For example, the default level of interaction 
could be to never expose the variable but instead use it as a 
function.  

hasPublicDescription xsd:annotation A clear description of the variable, that can be understood by 
the general public. For example, in the context of a data 
subject request or included in a dashboard 

hasProjectUsageDescription xsd:annotation A clear description of how the variable is used in the system, 
clearly separating different use cases and different levels of 
information in those use cases.  For example, in the context 
of a data subject request or included in a dashboard 

isCommonPersonalData xsd:boolean The data variable is not a special category of personal data 

isCriminalPersonalData xsd:boolean The data variable is related to criminal convictions and 
offenses or related security 

isSpecialPersonalData xsd:boolean The data variable is a special category of personal data e.g.  
racial or ethnic origin, political opinions, religious or 
philosophical beliefs, or trade union membership, and the 
processing of genetic data, biometric data to uniquely 
identify a natural person, data concerning health or data 
concerning a natural person’s sex life or sexual orientation 

isLegallyIdentifying xsd:boolean The data variable is data used to legally identify someone 
e.g., the BSN, which is a unique number attributed to every 
citizen of the Netherlands.  

Table 12 - GDPR Related Data Variable Ontology 
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Object Description 

CompleteValue The data variable is returned to the user as the original value 

ConvertToAgeYears The data variable is converted to an integer age before being returned to the user. For 
example, a person's date of birth is converted to their age in years, which prevents 
the birth data from being exposed in the system 

CalculateToGroup 
 

The data variable is converted to another value before being returned to the user. For 
example, instead of a date of birth or age, the system would now return what it is 
used for. For example, age => 18 would indicate adult, and Blood pressure > 130/80 
would indicate high blood pressure. This return condition is best used as an 
annotation instead of an actual function 

NameInitials 
 

The data variable is converted to another value before being returned to the user. For 
example, instead of an individual’s name being Leendert van der Plas, it will be 
returned as L. van der Plas which would expose less information 

LastCustomDigits 
 

The data variable is limited to the final X digits before being returned to the user. The 
custom part refers to the ability to specify the number of digits instead of this being 
fixed. For example, instead of the full BSN being returned, it would now return the 
last X digits. 

LastThreeDigits 
 

The data variable is limited to the final 3 digits before being returned to the user. For 
example, instead of the full BSN being returned, it would now return the last 3 digits. 

 

Table 14 provides an overview of ways in which the user would be able to interact with the data 

variable. It is important to note that this interaction does not have to involve the complete data 

variable, but instead could be limited based on the level of information discussed in the previous 

paragraph. Additionally, even after user interaction, the information that is returned could be 

limited and still not be the original and complete data variable. The interaction itself can be divided 

into four main groups, with the first group not using any interaction, the second group requiring 

some sort of interaction to expose information, the third group using a confirmation function to 

verify information instead of revealing it and the fourth group using the data for the function which 

it is to be used for, instead of exposing any information.  Together with the previous table, this 

concept will be explained in more detail in Section 8.5.4. 

 

 

 

Table 13 - Level of Information Exposed of Data Variable 

Object Description 

Value The data variable is returned to the user, based on the extent of information described in 
the previous table.  

InteractionExpose The data variable is returned to the user, after user interaction. This variable could be 
combined with other classes that reduce the amount of information that is returned 

Confirmation The data variable isn’t returned at all but is instead used in the form of a confirmation 
function. The only value that is returned is a Boolean if the entered information matches 
the record information. This can be applied either to the full value, or any limitation of this 
value. 

FunctionalValue The data variable isn’t returned at all but is instead used for the function that it is used for. 
For example, instead of displaying an e-mail address, the system would simply mail the 
individual without exposing the number. 

Table 14 - Level of Interaction with Data Variable 
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8.2 Central Registry Implementation 
The content and design of the to be created ontology, as discussed in the previous section, can be 

used for a variety of purposes, depending on the information need of the individual. This section will 

discuss four of these uses, with information being accessible through the creation of a central 

registry containing this information, although downloadable datasets can also be offered for 

investigations exceeding the capabilities of the current implementation of the registry. It should be 

noted that these are examples of the use of the described ontology data, and not an exhaustive list 

of all possible uses. As the registry does not need to contain any personal data, only the described 

ontology data itself, the creation or use of this registry is unable to result in any potential risk to 

GDPR compliance. Instead, it can improve GDPR compliance across all governmental projects due to 

an increased amount of transparency and supervision and gaining better control over data usage 

across organizations. 

One potential obstacle to this approach is the fact that projects not based on the proposed FAIR-

based framework would have to be added as well to create a truly comprehensive record of projects 

and systems used by organizations. While it would be relatively straightforward to add these 

projects, adding the information specified in the Dutch Governmental Ontology, would most likely 

require some form of governmental intervention. The required information is only accessible in full 

at each organization, which will require some number of manhours to collect, verify and fill in the 

required information. This problem is increased with legacy systems, for which these records may 

not be easily accessible or have been stored at all. Due to this, in combination with a potential 

disinterest in additional oversight, at least some organizations would likely oppose this approach and 

either delay or neglect following this process unless it is mandated by the Dutch government. 

Especially because such comprehensive registers do not appear to currently exist, even though 

control over data is an important focus area.  

The first purpose of the central registry is to create an overview of projects and data usage across 

the Dutch government, which can be used to both identify similar projects as required in Section 8.6 

and to make recommendations and adjustments based on identified patterns. For example, based 

on the purpose of the project and the connected data variables, similar projects can be identified at 

different organizations to consider if these projects could offer value in the current situation. 

Additionally, by using included information such as the use of 2FA, the creation of DPIAs, or any 

other relevant information and combining that with the data variables that are processed, significant 

risks can be identified. This can then be used to address these issues that would previously not be 

transparent to any organization but the one managing the system. This purpose is most valuable for 

supervisory organizations, larger organizations responsible for many different projects, and the 

larger government as a whole. Although there could also be significant value for technical individuals 

or news organizations, with reports being able to lead to adjustments being made to the privacy and 

security of records in those systems. This is discussed in more detail in Section 8.2.1 

The second purpose of the central registry is to allow civilians to understand how specific systems 

process their data. This is a less complex version of the first purpose of the central registry, removing 

the need to run complicated queries and instead being focused on accessing singular projects. This 

overview offers project-specific details related to the overall project, as well as each data variable in 

detail, in addition to the purpose of each specific variable and the conditions under which that 

variable is made accessible to employees. This overview also contains some information that can be 

used to improve oversight, such as the inclusion of links to the created DPIA and a project's open-

source development location. If this information has not been included, it could imply a lack of 
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security in the system and therefore also offer some value. This is discussed in more detail in Section 

8.2.2. 

The third purpose of the central registry is to provide data scientists and other employees with a way 

to both identify relevant data sources and act as an interface in which queries can be sent to specific 

systems and results be returned. It is important to note that the registry functions solely as an 

interface and does not have access to any personal data. Instead, the registry stores the address of 

each system, allowing queries to be sent to any, or a combination of, specific systems.  This is 

discussed in more detail in Section 8.2.3. 

This aspect of the architecture is the most complex from both technical and organizational 

perspectives, as it requires both a common framework able to process these queries as well as 

shared variables following a shared ontology allowing variables to be processed the same in each 

system. Additionally, permission must be granted from the owner of the data source, with each data 

source potentially having different access conditions. The optimal scenario for this is a project within 

an organization like the GGDs, where the included variables and access conditions are similar, with 

the only variation being the region of data collection and the GGD organization responsible for 

processing it. Although this assumes that there are access conditions, which may not also be 

restrictive in these systems given that aggregational statistics would already prevent personally 

identifiable information from being exposed. Additionally, anonymized data sets could still be 

provided as a fallback method, to match the functionality of the previously mentioned Data register 

of the Dutch Government.  

The fourth and final purpose of the central registry is to enable data subjects with a simple and 

automated way to exercise their GDPR data-ownership-related rights. This can be achieved using 

two different approaches, with the first approach focusing on aiding the exercising of data-

ownership-related rights on singular systems and the second approach combining the information 

from multiple/all systems into one comprehensive overview to aid the exercising of data-ownership-

related rights on a far larger scale.  The first approach is discussed in more detail in Section 8.5.6, 

with the second approach being discussed in more detail in Section 8.2.4. 

In the context of healthcare data, both approaches can be achieved on a technical level by using a 

person’s BSN as the identifier. The BSN is a unique identifier for all citizens in the Netherlands and is 

legally required when processing medical data. Additionally, the BSN already allows citizens to 

access their data by utilizing DigID, using it as a secure authorization system to verify user identity 

and request individual records.  

Implementing this in other sectors might be more challenging, as these systems might not make use 

of the BSN and therefore prevent both the use of DigID as the secure authorization method and 

preventing data from being linked using a shared unique identifier. To address this, it would require 

either incorporating the use of BSN into systems that previously did not require it and jeopardizing 

the security and privacy of these systems, or implementing an alternative identifier that is itself 

linked to the BSN in some way. As the scope of this thesis is limited to the governmental healthcare 

sector, which does use the BSN in all instances, this will not be explored further but can be 

addressed through potential Future Work.  
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8.2.1 Regulatory Overview 
This section presents various uses of the regulatory overview, with the primary objective being to 

ensure control over data usage across organizations. This control extends not only to the data that is 

being processed in each system, but also to how this data is processed, and what organizational 

measures and procedures have been implemented. The security and privacy of personal data may 

also depend on a variety of other factors, which can only be identified if this data is both recorded 

and able to be analyzed. This section will discuss the content and design of the to be created 

governmental ontology in the context of these objectives, providing various examples of how this 

data can be used to promote the success of governmental projects in both their results and level of 

regulatory compliance.  

8.2.1.1 Overall ICT Implementation 
Given that this approach would result in a comprehensive overview of the usage of data in systems 

across a large number of organizations, this data can be used to monitor the overall implementation 

of ICT in the Netherlands. This can be done across a variety of different variables, not limited to what 

has previously been discussed in this thesis, but for the purposes of this thesis, only a few examples 

will be provided. These are the data processing in organizations, the extent of open-source 

development, the extent of 2FA usage, the usage of DPIAs, and the extent of legacy vs. non-legacy 

systems. 

The first example is the extent of data processing in organizations. Currently, organizations may 

often not have a comprehensive overview of the systems they use, how they interact, or what data 

they even process. This approach would be able to register these systems and define all of these 

relations, which can then be used in the future when any of these systems needs to be 

changed/updated. With a comprehensive overview of the data contained in systems, similar systems 

could be identified and any potential redundancy could be eliminated. It also becomes possible to do 

a risk analysis of various systems that would previously have been impossible due to a lack of 

information. 

The second example is the usage of 2FA in organizations. 2-Factor-Authentication is a simple 

technical measure that can be taken to prevent most unauthorized access in systems. While the 

measure itself is simplistic and does not impact the overall usage of any system, most older systems 

would lack such a measure as they would have been designed in a time before such 

implementations became standard. Currently, it would be difficult to determine how many, and 

which of these, systems, either have or have not implemented such a measure. With this ontology 

and organizations registering this information, this would become a simple query with the ability to 

directly measure progress in this area. While this specific example is about 2FA, this variable can 

realistically be applied to any technical or organizational measure. 

The third example is the usage of open-source development in projects, which is one of the aims of 

the Dutch government. Currently, the usage of open-source development is limited in scope, with 

each project that uses it being reported upon, but this should not be an assumption for the future. 

To be able to determine this in the future, it needs to be recorded and easily viewable, and 

comparable wherever projects are developed through open-source development.  

The fourth example is the usage of DPIAs in organizations. While DPIAs are created by default in 

many instances, not all systems have a DPIA. Limited registers for the creation of DPIAs exist, but 

these are not comprehensive and would only contain information about created DPIAs in any 

specific organization or overreaching other organizations. DPIAs also do not have to be made public, 
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requiring either a WOO request in the context of civilians or access to such a register in the context 

of the DPO of any such organization. As a result, there is no overview of the created DPIAs nor is 

there an overview of which organizations have a DPIA. This ontology would address this by 

registering DPIAs to the relevant project, providing both access to these DPIAs as well as registering 

which projects have and have not created one before processing personal data. As DPIAs are 

important documents, as described in Section 4.3.1, the identification of these projects as well as 

monitoring the overall usage would be of significant value to the overall state of ICT in the 

Netherlands.  

The final example is the extent of legacy versus not legacy systems in use in each organization. 

Legacy systems, being designed before the GDPR with no requirements to adhere to modern 

standards, can pose a significant risk to the privacy and security of the data within them. Creating an 

overview of these would offer substantial value. The information can be used, in combination with 

other information, to prioritize projects that could be updated to meet these modern requirements. 

If at any point, the system is updated to exceed the conditions of a legacy system, queries could 

identify such projects and either prevent the usage of the system under these conditions or prioritize 

the modernization of this system even further. 

8.2.1.2 Pattern Detection 
With a large amount of information from a variety of different projects, it also becomes possible to 

identify patterns in the development and success of projects. This approach shares some similarities 

with the Rijks ICT-dashboard but would be broader in scope. 

This information can be used to either address various issues with specific aspects that prevent the 

success of any given project, or it could be used to favor other combinations of aspects to ensure 

that any given project has the highest probability of success. It can also be used to compare different 

organizations and determine why some of these organizations have success while other 

organizations don’t, with the ability to implement changes on an organizational level.  

Examples of these comparisons are to for example compare the success of different ministries, 

which is a comparison that is often used in other types of reports. This distinction is made in the 

yearly review of the AcICT, the Rijks ICT-Dashboard, and data breaches as reported by the AP. 

However, the troubling aspect with each of these data sources is that this comparison is not done on 

any level lower than the Ministries themselves, for example, each of the relevant organizations that 

fall under the responsibility of the ministries. There is also no combined analysis that takes into 

account multiple factors. 

Other comparisons that could be made are to evaluate the success of projects alongside different 

categories, for example, projects that aim to increase “efficiency” or an “improved level of service”. 

Another comparison is the success of projects that are either internally or externally developed, to 

shape the development of governmental ICT in the future. Another comparison is the success rate of 

projects of various levels of budget, to determine what is the optimal size for a project and which 

types of projects would require additional measures to exceed. Another comparison is the success 

rate of the development of projects by any specific organization, which would indicate which 

organizations would be assigned projects in the future or where intervention would be required. All 

of these comparisons can also be combined, to evaluate this with additional conditions, for example, 

the efficiency of the external development of large-scale systems in the Ministry of VWS.  
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8.2.1.3 Compliance in specific projects 
With a large amount of information from a variety of different projects, it also becomes possible to 

follow up on certain events, based on meeting or not meeting certain conditions. While there are 

many possible conditions for this, the exact conditions would best be determined by the Dutch 

government and the supervisory organizations. This thesis will provide some examples, however, to 

demonstrate the value of this approach These examples are the usage of system version 

information, the creation of DPIAs, and evaluations by the AcICT. 

The first example of a condition leading to further action could be to signal when the system version 

of a system changes or data variables are added, as it is updated, without there being a 

corresponding update of the DPIA. There are various types of updates, not all of which should trigger 

such a signal, but this example will assume there to be a substantial change instead of a simplistic 

security update. When an update of this magnitude occurs, the DPIA should be updated to reflect 

the change in the processing of personal data. When no such update to the DPIA occurs, 

organizations should be ordered to either update the DPIA or provide the reasoning why they aren’t. 

In the case study into the GGD, this exact scenario happened, with CoronIT being used for a 

completely different purpose, without resulting in any update to the DPIA.  

The second example of a condition leading to further action could be to signal when projects that 

are not legacy projects proceed with development, or even being used to process personal data, 

without the creation of a DPIA. As the data variables themselves are included in the project, this 

information can be used to further evaluate if the creation of a DPIA would be warranted for the 

system. This signal would prevent systems processing sensitive personal data from operating 

without even an evaluation of the system’s impact and security standards.  

The third example of a condition leading to further action would be an evaluation by the AcICT. 

Depending on the nature of this advice, either being positive or suggesting various changes, the 

project could be examined at a later date to evaluate if these changes have been implemented to 

improve the system. When the status of a system changes, this could trigger an immediate 

investigation to determine if the required changes have been implemented.  
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8.2.2 Informational Overview 
This section presents various properties of the registry in the context of its informational purpose, 

alongside a possible implementation depicted in Figure 16. This example has used the information 

described in the to be created governmental ontology, but given the extent of the information, and 

the interest of citizens, different overviews could be created. The exact implementation of the 

features and UI as presented here may therefore differ from an actual implementation. The purpose 

of this example is solely to illustrate the value of such a registry, with an actual implementation 

being able to improve upon this initial design in the future. 

Instead of organizing this based on organizations, it may be more accessible for citizens if 

organizations and projects have been organized under the category of data they belong to. In this 

example, the categories are 'criminal' for criminal data and 'health' for health-related data. The 

'criminal' category can be expanded using the plus sign in the top-right corner, while the 'health' 

category is shown expanded with various sub-categories that may be useful for certain types of data. 

In the context of this example, the sub-categories correspond to the type of facility providing 

healthcare, with the sub-category ‘clinics’ being expandable and the sub-category ‘GGDs’ being 

expanded and depicting information. 

At a lower level, beneath categories and sub-categories, facilities corresponding to these values are 

displayed. In this example, these facilities are the GGD organizations in the Netherlands, with GGD 

Holland being the specific expanded facility. This section usually corresponds to a certain 

geographical location, with hospitals, clinics, and GGDs typically serving specific areas. However, this 

geographical information is also a part of the projects themselves. 

At an even lower level, beneath facilities, various projects corresponding to these values are 

displayed. In this example, these are the project for ‘source and contact tracing’, which could be 

either HPZone, HPZone Lite, or the new GGD Contact application, and the project for ‘health corona’, 

which could be CoronIT or its replacement. Only the project for ‘health corona’ has been expanded. 

Upon expanding the project, detailed information related to the project is displayed. It should be 

noted however that some organizations may have hundreds of different projects and systems, such 

as the Dutch tax office, which would almost certainly require a filter functionality to identify the 

correct project(s).  

At the lowest level, under the various projects, detailed information about specific projects is 

displayed. This displays aspects of both the Project layer and the Project variables layer. From the 

Project layer, this example includes the system's purpose, access reference, creation and 

discontinuation dates, storage duration and conditions, the presence of any sensitive information, 

region coverage, and whether the system uses the proposed FAIR-based framework. Documents like 

DPIAs can also be referenced here, which would remove the need to either contact an organization 

or submit a WOO-request to receive this information. From the Project variables layer, this example 

includes the specific data variables, their purpose in this specific system, and the conditions under 

which these can be accessed, which is discussed in more detail in Sections 8.3.1, 8.3.2, and 8.3.3. 

Considering the potential size and usefulness of the central repository, a search system should be 

included to filter results based on various conditions. It is important that, unlike the current 

government register, this search system would be able to search the internal values of these 

projects, as well as related terms. For example, if an individual were to search for Covid systems, this 

search query should return all systems related to Covid, no matter if this information is contained in 

the purpose of the system, the name, the category, etc. Related information should also be 

displayed in search results, accounting for misspellings or different definitions.  
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Figure 16 - Example implementation of the informational central registry 
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8.2.3 Data Science Overview 
This section outlines various properties of the central registry in the context of its data science 

purpose, which involves accessing one or more datasets for aggregational statistical analysis. An 

example implementation of the registry, depicted in  Figure 18, includes features aimed at 

enhancing its usefulness and increasing the likelihood of adoption. It is important to note that the 

features and UI presented here may differ in an actual implementation, but provide a solid basis for 

consideration. Any actual implementation should improve upon this proposed version.  

A limitation of this approach is that it can guarantee security, as explained further in Section 8.3.3, 

but only works when datasets do not need to be combined. This approach can combine the results 

of two separate queries run on two separate datasets with the same information, but not the 

datasets themselves. Combining datasets would necessitate transferring data from one or both 

facilities to another location, which is beyond the scope of this thesis but explored in Section 

11.3.1.3 of the future works section.  

The first issue to address is granting each user access to specific databases. While users do not need 

the same credentials at every facility, they must have valid credentials for each facility, necessitating 

a system for managing this. Facilities must either process access requests from users or utilize 

groups of users to grant access. 

This thesis proposes a system that combines these approaches, focusing on using user groups 

corresponding to each facility. User groups simplify the access provision process, as adding or 

removing users is no longer the responsibility of the organization managing the dataset. It is also 

unlikely that any external user would need different access conditions from a user group. If 

individual users require different access conditions, the same system can be employed, but it is not 

the intended protocol for this architecture. Relying on this method may indicate a problem at the 

facility requesting access due to misconfigured user groups. 

To illustrate how this system works, we first discuss user groups in the context of trusted third-party 

organizations, such as the CBS and RIVM, and then in the context of other organizations, such as 

research facilities, universities, and other organizations managing datasets referenced in the central 

registry. Trusted third-party organizations are organizations currently provided with access to data 

sets at various organizations in many instances, including in the case study discussed in the first part 

of this thesis.  

Organizations managing datasets begin by sending a reference to a file defining access for user 

groups and specific individuals to the central registry, which is then accessed by the central registry 

on a schedule. This file contains information about user groups and specific individuals granted 

access, including the level of access, based on the dataset's nature and the organization type. The 

user group is managed by the organization provided with access, allowing them to add or remove 

users without individually sending changes to the organization granting access. Trusted third-party 

organizations, like the CBS and RIVM, are included in this file by default, while other organizations 

can be added based on the project or upon request. The level of access can be adjusted depending 

on the research type and the risk posed to the data subject, with the default access level balanced 

concerning this fact.  
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User credential validation is separate from the central registry and is managed by the user's 

organization, which would process the login request. Ideally, this process would use two-factor 

authentication (2FA) for validation. Users could then log in to the central registry using credentials 

from organizations such as CBS or RIVM, which are also validated with 2FA. After successful 

validation, users gain access to each dataset associated with their user group, subject to the 

specified access conditions. However, the data file only indicates a user's access level, as the data-

providing organization is responsible for executing the actual query and denying it if the request is 

incorrect. The registry can only depict to the user, based on the information they have received, 

which data sets are accessible to the user or request access on behalf of the user.  

Upon successful validation, users are presented with a screen similar to the example in Figure 18, 

constructed like the screen in Figure 16. The key difference is that users can either select datasets 

they have access to or request access to a specific dataset. In the context of requesting access, this 

would show all projects and data sets that meet a filter requirement while in the context of normal 

operations, this would most likely use a filter depicting only projects and data sets to which access 

has already been provided.  

When only one dataset is chosen, all variables are shared by default, and the system performs 

similarly to the aggregation statistics system discussed in Section 8.3.3, although access conditions 

for external users may differ from those for internal users. When multiple datasets are selected, 

there may be differences in variables or user access to specific variables. This is visualized by dividing 

variables into two groups, 'shared' and 'other,' as shown in Figure 17. Since all queries are sent 

separately, 'other' variables can still be included and returned for the specific facility, but there may 

be issues with combining the data. For instance, if filtering is applied to a variable that does not exist 

or is inaccessible to the user, the query cannot be executed. This problem is exacerbated when 

datasets need to be interconnected, which is beyond the scope of this thesis and would be suitable 

for further study in a more comprehensive version of the proposed FAIR-based framework. 

 

  

Figure 17 - Example implementation of the data science central registry Query Implementation 
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Figure 18 - Example implementation of the data science central registry 
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8.2.4 Exercising Data Ownership-Related Rights 
This section outlines various properties of the central registry in the context of enabling data 

subjects to exercise their data ownership-related rights, as specified by the GDPR. While data 

subjects are always able to exercise their rights, this is often not an automated and easy process, 

requiring the data subject to contact an organization by e-mail, phone, letter, etc., and requesting 

one of these rights to be exercised. An example of a process that does meet these requirements is 

discussed in Section 8.5.6, which operates on the level of singular systems 

However, initiating this process requires the data subject to know which organizations process and 

store data related to the data subject. Given the number of organizations that are part of the Dutch 

government, although limited by the geographical region the data subject lives in, determining this 

would currently take a significant amount of time and effort.  

To address this, the central registry could be used to identify the processing of data related to the 

data subject across all projects and organizations that have been included at a single glance. To do 

this in a manner that respects the privacy and security of this information, as even knowing an 

individual has been included in certain systems could have significant implications, giving out this 

information should only be done to the data subject in question. The current method of verifying 

any person's identity online when interacting with governmental systems is DigID. 

For its implementation in the central registry, the primary challenges include DigID's reliance on the 

inclusion of a BSN in the data set and the uncertainty surrounding DigID's pricing structure. These 

will be further explained alongside an example implementation of the registry 

8.2.4.1 Potential obstacles 
Considering the system's goal to function across all projects and organizations processing data 

related to data subjects, the pricing structure for DigID could be particularly problematic due to the 

high number of requests required to access information. If a single identity validation can be used to 

prove a person's identity for multiple systems simultaneously, DigID integration would be relatively 

simple and affordable, with a current cost of 13 cents being charged per use [225]. However, if each 

system requires separate identity validation through distinct DigID instances or if multiple systems 

necessitate separate identity validation through multiple DigID instances, the system's costs would 

likely hinder implementation. In the worst-case scenario, assuming hundreds of systems are added 

to the registry, costs could escalate to dozens of euros per use. If every individual in the Netherlands 

were to use this registry once, even with a relatively low number of systems (100), the total cost 

would exceed Logius' entire 2020 budget of 223 million euros [226]. While the actual cost to Logius 

of an additional request is likely to be substantially lower, with computational costs being only a part 

of their total budget, this example aims to show the sheer number of requests that would be made. 

Even if the cost per use can be significantly decreased, this would still result in a significant cost.  

If the cost problem related to DigID occurs and cannot be addressed through changes at Logius, it 

may be addressed through the development of an authenticator similar to DigID. This could be done 

either by completely replacing the role of DigID or to use DigID to verify a person's identity to this 

alternative authenticator, which is then able to connect to all connected systems. However, the 

development of such a system might incur costs similar to those of creating DigID, given the high 

number of requests and stringent security requirements. As this system would be used to verify the 

identity of every citizen in the Netherlands and provide access to the most sensitive information 

about data subjects, security must be guaranteed. 
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An alternative implementation of this register in the context of data subject access could involve 

allowing users to access individual systems one at a time, with the central registry serving as a 

convenient access point. This approach might address the issue of numerous requests and the 

corresponding high costs associated with such a system, functioning similarly to the implementation 

described in Section 8.5.6. However, to be able to improve upon the current situations where it may 

not be clear which organizations process data of the data subject, this would require the central 

registry to know which systems contain information related to the data subject. 

Since knowing that a person is present in a specific system can be sensitive information, it might not 

be secure enough to simply inquire if a BSN or other identifier exists in a data set. Using a DigID 

request for each system is not feasible, as this method is intended as an alternative when the 

previous method would be unfeasible. However, it might be possible to use a single DigID request at 

the central registry to verify the data subject's identity. With this verification, the registry could send 

requests to each system to determine if any of them contain information related to the data subject. 

As this approach only discloses if the information is located in a system rather than revealing the 

actual data, it might be sufficiently secure, provided that the system's security remains a top priority.  

The last possible approach involves the central registry maintaining a record of which individuals 

belong to which data sets, circumventing the need to send requests to systems to determine the 

presence of their information. However, this introduces its own security vulnerabilities, as the list 

itself is sensitive information that requires protection, and creating a system that continuously 

updates a large data set with 18 million citizens belonging to multiple systems would be challenging. 

8.2.4.2 Implementation 
Assuming that the previous problem can be resolved, a solution of this kind would offer considerable 

value to the data subject. This section presents two possible approaches for creating a 

comprehensive overview of data usage across various organizations and systems. By providing this 

overview, the data subject is informed about the extent, value, and purpose of their data usage. 

Consequently, they can exercise their data ownership-related rights, which in this context include 

the right to request edits or rectifications for incorrect values, the right to restrict processing, and 

the right to request data deletion. Although various legal complexities prevent the system from 

being fully automated, necessitating some degree of organizational involvement, it represents a 

significant improvement over traditional methods such as contacting organizations by letter or 

email. Moreover, both approaches should incorporate a history of any interaction with data 

belonging to the data subject and the status of any GDPR requests that have been made.  

The first approach, depicted in Figure 19, offers an overview organized by the variable in use. In this 

example, the data subject's address value is displayed across multiple organizations. From this 

example, it becomes apparent that the address value of the data subject is inconsistent among these 

organizations, likely hindering effective communication with the data subject. In cases like this, it is 

reasonable that organizations such as the GGD may not possess the correct address, as individuals 

typically belong to a single region unless they relocate. If the address is not updated upon relocation, 

the information will remain inaccurate. In theory, the basisregister system, shown in Figure 60, was 

designed to resolve such issues, but it has not been entirely successful with organizations still storing 

this information instead of linking to this central data source, resulting in a data duplication error. 

This approach is also unable to prevent such situations from occurring but does make it easier to 

identify inconsistencies when they occur, or even to notify the data subject when accessing their 

data via the central registry.  
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The second approach, depicted in Figure 20, provides an overview organized by the system 

containing information about the data subject. This method offers a detailed view of all information 

related to the data subject within any specific system, meeting the requirements of the right of 

access by the data subject. In this example, the majority of values from CoronIT have been used to 

demonstrate how such a system would function.  

The example could also be expanded significantly by including additional and/or more detailed 

information. For instance, the current example does not contain information about when or how 

often their data has been accessed, which is information that is already stored in the system to be 

able to identify suspicious behavior. It also does not contain information about how the variable is 

processed beyond its general purpose, which could be divided into multiple different use cases, 

which each return a different level of information to an employee.  

 

Figure 19 - Example implementation of the data subject central registry (Per Variable) 
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Figure 20 - Example implementation of the data subject central registry (Per Facility) 
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8.3 System Implementation to Limit Data Access to Information Need 
Instead of returning the full data entry of a data variable by default, which would go against the 

principles of privacy and security by design, and data minimalization, data should instead be 

returned to the user based on their informational need. Section 8.1 described the content and the 

design of the to be created general Dutch governmental ontology according to which data is 

structured, Section 8.2 provided various use cases of this information in the context of a central 

registry of information. This section describes the way the information from the first section can 

expand upon to limit the extent of information revealed, in the context of processing the actual 

personal data in a facility. This section is divided into three parts, which correspond with three 

expected main use cases of any governmental healthcare system, as illustrated in Figure 21. 

Section 8.3.1 outlines the Accessibility of data used in the Search Query system, which identifies 

specific data subjects and enables further access through subsequent components. A metadata 

conditions table determines the fields accessible to different user roles, the requirements to initiate 

a search, and the extent of the information returned to the user. Additionally, this table can be used 

to automatically create the Search Query UI itself. This section includes a sample metadata 

conditions table, a flowchart, and pseudocode for the system. 

Section 8.3.2 outlines the Accessibility of data when more detailed information is needed, such as 

accessing a patient dossier in the medical field. A metadata conditions table specifies whether a user 

role can access the relevant patient dossier and the amount of information disclosed in that request. 

The table also determines if user interaction is permitted for specific user roles to obtain more 

detailed information. This section includes a sample metadata conditions table, a flowchart, and 

pseudocode for both use cases. 

Section 8.3.3 outlines the Accessibility of data used in the Search Query system for identifying 

trends, generating current information, updating dashboards, and facilitating deeper investigations 

by users. A metadata conditions table defines the fields accessible to different user roles, the level of 

the information returned, and a minimum threshold to ensure data anonymity. This section includes 

a sample metadata conditions table, a flowchart, and pseudocode for the system. 

Conditions  

Search Query Access 

• Less detailed information over 

numerous data subjects 

•Amount of information returned 

depends on the level of detail in the 

Query and the role of the user 

•Restrictions to return results 

oAmount of information in Search 

Query 

oSpecific variables in Search Query 

 

 

 

Conditions for 

Detailed Information 

•More detailed information over an 

individual data subject 

•Amount of information returned 

depends on the role of the user and 

user interaction 

 

 

 

 

 

Conditions for 

Aggregational Queries 

•Offers aggregational information 

over a large number of data subjects 

 

 

 

 

 

 

Figure 21 - Components of the Metadata Description 
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8.3.1 Search Query Access 
This section discusses the implementation of a FAIR-based framework in a search query system for 

identifying patient records. The framework governs all user interactions with the system through 

metadata description tables associated with the data. The metadata description table in this section 

provides information on the variables available to users for creating queries, the data format 

returned to users, and the variable sensitivity. 

Table 15 presents additional metadata for each variable in the database used for this search query 

system. The metadata includes a description of the variable's function in the context of the search 

query, its sensitivity (which depends on the variable itself and its use in the specific case), and the 

variable format that the user must follow. The metadata may differentiate based on the user's role, 

with different users having varying access levels and conditions. Section 8.5.1.1.offers a more 

detailed explanation of this user role system. 

The conditions under which information may be returned are described in the table, with a practical 

implementation illustrated in Section 8.5.3. The implementation depends on the inclusion of specific 

fields and/or the number of fields as well as the number of results returned by the search query. The 

number of results is used to determine the level of detail of the information returned to the user. A 

data transformation system, as described in Section 8.5.4, is employed for this purpose. 

  
 

Value  Explanation 

System Name General_Search Name of the System these conditions apply to 

Type of Table Search Description of the type of system these conditions apply to 

Variable Name Variable X The variable to which these conditions apply 

Sensitivity High Sensitivity of the variable in this specific context 

Available in Search? Role X: No 
Role Y: Yes 
Role Z: Yes 

A condition determining if the variable is accessible in the search Query, 
depending on the role of the user  

Search Form  Role Y:  
Role Z:  

A condition determining the form of the variable in the search query, depending 
on the role of the user. (YYYY-MM-DD, Integer for years or age, strings for 
surnames such as ‘Van der Plas’/’Plas, Van der’, last digits, per digit entree, etc.) 

Must be included? Role Y: Yes 
Role Z: No 

A condition requiring this variable to be included in the search query before results 
may be returned, depending on the role of the user. 

Minimal number of fields Role Y: 4 
Role Z: 4 

A condition requiring a certain number of variables to be included in the search 
query before results may be returned, depending on the role of the user. 

The threshold for Low 
information 

Role Y: 50 
Role Z: 100 

A threshold that determines when a low amount of information can be revealed, 
depending on the role of the user  

Low information Role Y: XX 
Role Z: YY 

The form of the information returned to the user when a low amount of 
information can be revealed, depending on the role of the user 

The threshold for 
moderate information 

Role Y: 20 
Role Z: 50 

A threshold that determines when a moderate amount of information can be 
revealed, depending on the role of the user 

Moderate Information Role Y: XX 
Role Z: YY 

The form of the information returned to the user when a moderate amount of 
information can be revealed, depending on the role of the user 

The threshold for Detailed 
information 

Role Y: 10 
Role Z: 20 

A threshold that determines when detailed information can be revealed, 
depending on the role of the user 

Detailed Information Role Y: XX 
Role Z: YY 

The form of the information returned to the user when detailed information can 
be revealed, depending on the role of the user 

 

 

  

Table 15 - Metadata Conditions for the Search System 
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Figure 22 presents a flowchart of the Search Query system, which consists of four components: the 

user, the security validator system, the metadata table, and the database. The process begins with 

the user initiating a request by sending a query containing their role, credentials, and intended 

search query information. The security validator verifies the user's role and credentials. If incorrect, 

an error is returned, and the monitoring system takes further action. If the credentials are correct, 

the process proceeds to the metadata table. 

The metadata table component evaluates the query to determine if it meets the required conditions 

for initiating a search and whether the search query contains the necessary information. If the query 

includes information that the user's role does not have access to, the query is either deemed 

incorrect and an error is returned or the information is disregarded. If the query meets the required 

conditions, it is sent to the database, where initially only the number of results is returned. 

The number of results is compared to various thresholds listed in the metadata table. If the lowest 

threshold is not exceeded, an error is returned to the user. If the threshold is exceeded, another 

request is sent to the database, returning the actual results but limited by the constraints listed in 

the metadata table. This response is then returned to the user, who can either refine their search 

query or access specific patient dossiers. 

 

  

Figure 22 - Flowchart of the Search System 
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The proposed system ensures that information is returned to the user in a privacy- and security-

focused manner. If search systems are required for different system sections, another metadata 

description table can be created using a different API to describe the conditions for various use cases 

while adhering to the same principles. 

The metadata conditions table can also serve as a tool for automatically creating the search system 

UI and API based on the processing requirements of a specific use case. This approach ensures that 

the metadata conditions table accurately reflects the organization's data processing needs and 

enables quick changes to be made without requiring technical expertise. 

Within the search system UI context, three variables are essential: "Variable Name," "Available in 

Search?", and "Search Form." The "Variable Name" corresponds to the respective variable and acts 

as the label for the data entry field. The "Available in Search?" variable determines the accessibility 

of variables to different user roles, ensuring data security. The "Search Form" variable indicates the 

proper data entry format for each variable. For instance, a data subject's surname would be input in 

a simple string field, while various formats could be used to enter a date of birth, such as selecting 

the month, day, and year, or using a simplified format like DD-MM-YY or the data subject's age in 

years. Similarly, a data subject's BSN could be entered in various formats, such as eight 1-digit entry 

fields or a 3-digit entry field for the BSN's last three digits. 

The "Must be included?" and "Minimal number of fields" variables are primarily used in the API, 

which will be discussed later in the section. Nevertheless, these variables also offer crucial 

information to the user regarding the search system requirements. Section 8.5.3.1 provides a more 

detailed explanation of this implementation. 

The API's pseudocode for the search system is illustrated in Figure 23, aligning with the flowchart in  

Figure 22. The pseudocode depends on the creation of other functions; however, these functions are 

independent of the actual data being processed. These functions can be continuously developed, 

independent of any specific project, to further enhance the security of the system. 
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def General_Search_Search(Identifier, Role, User_Query): 

    Metadata_Conditions_Table = Tables_data(General_Search) 

 
    #This function validates if the identifier of the user is valid and if 

their role matches this identifier  
    if not Validate_identity(Identifier, Role) 
        return("Error: Invalid Credentials") 
 

    #This function validates the query of the user, based on the format and 

if the user role has access to these specific fields as defined in the 

metadata conditions table 
    if not Validate_Query(User_Query, Role, Metadata_Conditions_Table) 
        return("Error: Invalid Query due to X") 
 

    #This function converts the query of the user into a query that only 

returns the number of results before storing this number 
    Database_Query = Query_Formatter_Number_of_Results(User_Query) 
    Number_of_results = Database_Function(Database_Query) 
 

    #This function determines if the number of results returned by the 

query meets the thresholds set to return information. 
    if not Threshold(Number_of_results, Role, Metadata_Conditions_Table): 
        return("Error: Threshold not exceeded, Query is too generic") 
    #If the threshold set to return information is met, the system 

determines the level of information that can be returned based on the 

number of results and the user role 
    else:  
        level_of_information = Threshold_level(Number_of_results, Role, 

Metadata_Conditions_Table) 
     

    #This function converts the query of the user into a query that returns 

results, restricted by the level of information that can be exposed 
    Database_Query = Query_Formatter_Level_of_Information(User_Query, 

level_of_information) 
 

    #Another Query is sent to the database, this time restricted by the 

level of information that can be exposed 
    Results = Database_Function(Database_Query) 
 

    return(Results) 
     
 

 

 
 

.  

Figure 23 - Pseudocode for the Search System 
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8.3.2 Detailed information – Patient Dossier 
This section describes the implementation of the FAIR-based framework in a patient dossier system 

used to provide detailed information about a specific data subject. The framework regulates all user 

interactions with the system through metadata description tables attached to the data. There are 

two types of metadata description tables used in this section, with the first being used to regulate 

the extent to which information is provided to the user, and the second being used to provide the 

user with access to functionalities and limit the amount of information exposed through this 

process. 

To increase security even further, accessing a patient dossier could be limited to only being 

accessible via the search query system. This could be achieved by making use of the information 

from the search query results and adding this information to the query to access the patient dossier 

as a form of validation. As a patient dossier would normally be accessed only after searching for a 

specific user, the impact this would have on users is minimal. However, malicious actors would be 

unable to make use of the API to access patients’ dossiers as they would lack the required validation 

information. Through this, the malicious actor would be forced to make use of the search system, 

thereby allowing the monitoring system to spot their behavior.   

8.3.2.1 Accessing Information 
Table 16 presents additional metadata for each variable in the database used for returning 

information in the patient dossier system. The metadata primarily dictates the level of information 

that is provided to the user without user interaction. The metadata may also make a distinction 

based on the role of the user, with different users having different levels of access, and with 

different conditions. A more detailed explanation of this system of user roles can be found in Section 

8.5.1.1. 

 

A flowchart of the initial opening of the patient dossier is presented in Figure 24. The system consists 

of four lanes, namely the user, the security validator system, the metadata table, and the database. 

The process starts with the user initiating a request by interacting with the functionality to open a 

patient dossier in the Search Query menu, which includes their role, credentials, and the exposed 

information belonging to that data subject. The security validator validates the role and credentials 

of the user. If they are incorrect, an error is returned, and the monitoring system takes further 

action. If the credentials are correct, the process continues to the metadata table. 

The metadata table component verifies the request by testing if the exposed information from the 

Search Query menu matches the information from the patient dossier the user is attempting to 

open. If this information doesn’t match then the request is invalid and the monitoring system takes 

Table 16 - Metadata Conditions for the Patient Dossier 

 
Value  Explanation 

System Name Access Patient 
Dossier  

Name of the System these conditions apply to 

Type of Table Detailed Information Description of the type of system these conditions apply to 

Variable  Variable X The variable to which these conditions apply 

Sensitivity High Sensitivity of the variable in this specific context 

Available in overview? Role X: No 
Role Y: Yes 
Role Z: Yes 

A condition determining if the variable is included in the overview, 
depending on the role of the user 

Level of information 
before user interaction 

Role Y: Yes 
Role Z: Yes 

The form of the information returned to the user when a patient dossier is 
accessed, depending on the role of the user 
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further action. This is especially important here as this check should only be invalidated if the user 

was attempting to bypass the search query system.  

If the information does match the information from the patient dossier, then a final check is done to 

verify that the user can access the information from the specific patient record, which is reliant on 

the role of the user although additional patient records specific flags could be made in certain 

instances. If the role of the user is unable to access the patient dossier, then an error is returned, 

else the system continues to the final step.  

The final step is to send another request to the database, returning the actual results but limited by 

the constraints listed in the metadata table. This response is then returned to the user, who can use 

the information presented to him for their responsibilities, or make further use of this system to 

access functionalities or request for more information to be made available. 

The metadata conditions table can serve as a tool to create the API to retrieve the Patient Dossier 

while limiting the amount of information that is exposed to the user. The Pseudocode of this 

approach has been depicted in Figure 25, with the only difference between different projects and 

different data being contained within the metadata conditions table. 

 

Figure 24 - Flowchart of the Initial Opening of the Patient Dossier 
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def Patient_Dossier_Access(Identifier, Role, User_Query): 

    Metadata_Conditions_Table = Tables_data(Access_Patient_Dossier) 

 

    #This function validates if the identifier of the user is valid and if 

their role matches this identifier  

    if not Validate_identity(Identifier, Role) 

        return("Error: Invalid Credentials") 

 

    #This function validates if the information in the request matches the 

information contained in the database 

    if not Validate_Information(Patient_Dossier_Key, Patient_Information) 

        return("Error: Invalid request, Patient Information does not Match 

Patient Dossier") 

 

    #This function validates if the user role has access to the patient 

record 

    if not Validate_Access(Role, Metadata_Conditions_Table) 

        return("Error: Invalid request, the user role does not have access 

to this patient dossier") 

 

    #This function retrieves the level of information the user role has ac-

cess to 

    level_of_information = Threshold_level(Role, Metadata_Conditions_Table) 

     

    #This function generates the query sent to the database to retrieve in-

formation from the patient dossier, restricted by the level of information 

that can be exposed 

    Database_Query = Query_Formatter_Retrieve_Patient_Dossier(level_of_in-

formation) 

 

    #Another Query is sent to the database, this time restricted by the 

level of information that can be exposed 

    Patient_Dossier = Database_Function(Database_Query) 

 

    return(Patient_Dossier)   

 

  

Figure 25 – Pseudocode for Opening a Patient Dossier 
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The same approach used to increase security when accessing a patient dossier may also be applied 

to the system that allows users to receive more information upon user interaction. Given that this 

system should only be used from the patient dossier menu, the information in the patient dossier 

can be used as a validator to receive more detailed information.   

 Table 16 presents additional metadata for each variable in the database used for returning 

information in the patient dossier system. The metadata primarily dictates the level of information 

that is provided to the user without user interaction, if user interaction is possible, what level of 

information is provided to the user upon this user interaction, and if the value can be adjusted by 

the user. The metadata may also make a distinction based on the role of the user, with different 

users having different levels of access, and with different conditions. A more detailed explanation of 

this system of user roles can be found in Section 8.5.1.1. 

A flowchart of user interaction used to increase the level of information in the patient dossier is 

presented in Figure 26. The system consists of four lanes, namely the user, the security validator 

system, the metadata table, and the database. The process starts with the user initiating a request 

by interacting with the functionality that allows for more information to be exposed, which includes 

their role, credentials, and the exposed information belonging to that data subject. The security 

validator validates the role and credentials of the user. If they are incorrect, an error is returned, and 

the monitoring system takes further action. If the credentials are correct, the process continues to 

the metadata table.  

The metadata table component verifies the request by testing if the exposed limited amount of 

information from the patient dossier matches the more detailed information from the patient 

dossier the user is attempting to request. If this information doesn’t match then the request is 

invalid and the monitoring system takes further action. This is especially important here as this check 

should only be invalidated if the user was attempting to bypass the system used to request more 

detailed information.  

If the information does match the information from the patient dossier, then a final check is done to 

verify that the user can access more detailed information and in what form, which is reliant on the 

role of the user. If the role of the user is unable to access more detailed patient information, then an 

error is returned, else the system continues to the final step.  

The final step is to send another request to the database, returning the more detailed information in 

the form of the format listed in the metadata table. This response is then returned to the user, who 

can use the information presented to him for their responsibilities.  

 

 
Value  Explanation 

System Name Patient Dossier 
Access Detailed 

Name of the System these conditions apply to 

Type of Table Detailed Information Description of the type of system these conditions apply to 

Variable  Variable X The variable to which these conditions apply 

Sensitivity High Sensitivity of the variable in this specific context 

Is user interaction 
possible?  

Role Y: Yes 
Role Z: Yes 

A condition determining if the variable can expose more information upon 
user interaction, depending on the role of the user 

Level of information 
after user interaction 

Role Y: XX 
Role Z: YY 

The form of the information returned to the user when the variable is 
exposed through user interaction, depending on the role of the user 

Are user adjustments 
possible? 

Role Y: No 
Role Z: Yes 

A condition determining if the variable can be adjusted by the user, 
depending on the role of the user 

Table 17 - Metadata Conditions for user interaction in the Patient Dossier 
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The pseudocode described in Figure 27 for disclosing additional patient information bears a strong 

resemblance to the pseudocode used to gain entry into the patient dossier, as shown in Figure 25. 

The sole differentiation lies in the fact that instead of authenticating the user's eligibility to access 

the patient dossier, a corresponding check is performed to verify whether the user can access more 

detailed information than is currently available. Upon successful verification, the same processes as 

in Figure 25 are executed, but with an elevated access level. Resulting in the user being provided 

with more detailed information about the data subject. 

  

Figure 26 - Flowchart of the user interaction used to receive more detailed information in the Patient Dossier 
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def Patient_Dossier_Access_Detailed(Identifier, Role, User_Query): 
    Metadata_Conditions_Table = Tables_data(Access_Patient_Dossier) 
 

    #This function validates if the identifier of the user is valid and if 

their role matches this identifier  
    if not Validate_identity(Identifier, Role) 
        return("Error: Invalid Credentials") 
 

    #This function validates if the information in the request matches the 

information contained in the database 
    if not Validate_Information(Patient_Dossier_Key, Patient_Information) 
        return("Error: Invalid request, Patient Information does not Match 

Patient Dossier") 
 

    #This function validates if the user role has access to more detailed 

information 
    if not Validate_Additional_Access(Role, Metadata_Conditions_Table) 
        return("Error: Invalid request, the user role does not have access 

to more detailed information") 
 

    #This function retrieves the level of information the user role has ac-

cess to 
    level_of_information = Threshold_level(Role, Metadata_Conditions_Table, 

Detailed=True) 
     

    #This function generates the query sent to the database to retrieve in-

formation from the patient dossier, restricted by the level of information 

that can be exposed 
    Database_Query = Query_Formatter_Retrieve_Patient_Dossier(level_of_in-

formation) 
 

    #Another Query is sent to the database, this time restricted by the 

level of information that can be exposed 
    Patient_Dossier = Database_Function(Database_Query) 
 

    return(Patient_Dossier)  

 

  
Figure 27 – Pseudocode for exposing additional information in the Patient Dossier 
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8.3.2.2 Using functions  
Table 18 presents additional metadata for each variable in the database able to be used for any 

specific function in the patient dossier system. Every function would have its own metadata table, 

specifying for each variable what the sensitivity of the variable is in the current context if the 

variable is allowed to be used by the user in the specific function, and what level of information 

would be provided to the user within that function. The metadata may also make a distinction based 

on the role of the user, with different users having different levels of access, and with different 

conditions. A more detailed explanation of this system of user roles can be found in Section 8.5.1.1. 

The same approach used to increase security in the rest of the patient dossier may also be applied to 

functions related to the patient dossier. Given that this system should only be used from the patient 

dossier menu, the information in the patient dossier can be used as a validator to ensure that the 

correct workflow is followed. 

A flowchart of the use of functions in the patient dossier is presented in Figure 28. The system 

consists of four lanes, namely the user, the security validator system, the metadata table, and the 

database. The process starts with the user initiating a request by interacting with the functionality 

used to access any specific function menu. The security validator validates the role and credentials of 

the user. If they are incorrect, an error is returned, and the monitoring system takes further action. If 

the credentials are correct, the process continues to the metadata table.  

The metadata table component verifies the request by testing if the exposed limited amount of 

information from the patient dossier matches the information from the patient dossier. If this 

information doesn’t match then the request is invalid and the monitoring system takes further 

action. This is especially important here as this check should only be invalidated if the user was 

attempting to bypass the system used to write information to the database itself.  

If the information does match the information from the patient dossier, a check is done to verify that 

the user has access to the functionality, which is reliant on the role of the user. If the role of the user 

is unable to access the function, the request is denied and an error is returned to the user. 

 If the user can access the function, another check is done to determine the amount of information 

the function menu is allowed to expose. If the user is allowed access to information, a request is sent 

to the database, retrieving the amount of information that can be exposed to the user. Based on 

this, the user is always presented with a function menu, although the level of information can differ 

between roles and may also not expose any information. From this menu, the user can make use of 

the functionality and send a statement to the database, either creating new information or updating 

existing information.    

 
Value  Explanation 

System Name Patient Dossier 
Function X 

Name of the System these conditions apply to 

Type of Table Function Description of the type of system these conditions apply to 

Variable  Variable X The variable to which these conditions apply 

Sensitivity High Sensitivity of the variable in this specific context 

Available in function? Role X: No 
Role Y: Yes 
Role Z: Yes 

A condition determining if the variable can be used in the function, depending 
on the role of the user. This dictates if the user can make use of the function in 
the first place. 

Level of information in 
function? 

Role Y: XX 
Role Z: YY 

The form of information returned to the user when the function is used, 
depending on the role of the user 

Table 18 - Metadata Conditions for any function in the Patient Dossier 
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The metadata conditions table can serve as a tool to generate APIs for diverse functions, while also 

controlling the amount of information that is visible to the user. However, this process requires a 

distinct approach compared to previous elements because functions are specific to each project and 

cannot be entirely automated. To address this, the FAIR-based Framework standardizes aspects 

unrelated to the function itself, while providing developers with the ability to define how data 

should be utilized and modified only in certain sections. This allows developers to create any 

function needed for the program while adhering to the metadata conditions table requirements. 

Specifically, developers are unable to generate their own database calls or transactions and instead 

must use the information from preceding lines and submit the query to the validator that is 

automatically generated at the end of the function. 

The Pseudocode of this approach has been depicted in Figure 25, which includes two distinct 

functions. The initial function controls the display of the function menu and the information that is 

presented to the user. The second function includes the developer's personal code, which is finalized 

by a validator to ascertain if the user can send the database transaction, and then returns the 

transaction outcome to the user. This aligns with the flowchart displayed in Figure 28. 

Figure 28 - Flowchart of the use of functions in the Patient Dossier 
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def Patient_Dossier_Function_X_Open_Function_Menu(Identifier, Role, Pa-

tient_Dossier_Key, Patient_Information): 

    Metadata_Conditions_Table = Tables_data(Patient_Dossier_Function_X) 

    #This function validates if the identifier of the user is valid and if 

their role matches this identifier  

    if not Validate_identity(Identifier, Role) 

        return("Error: Invalid Credentials") 

 

    #This function validates if the information in the request matches the 

information contained in the database 

    if not Validate_Information(Patient_Dossier_Key, Patient_Information) 

        return("Error: Invalid request, Patient Information does not Match 

Patient Dossier") 

 

    #This function validates if the user role has access to the function 

    if not Validate_Access(Role, Metadata_Conditions_Table) 

        return("Error: Invalid request, the user role does not have access 

to this function") 

 

    #This function validates if the user role has access to detailed infor-

mation, before creating a menu instance 

    if not Validate_Detailed_Information(Role, Metadata_Conditions_Table): 

        Menu = Function_Menu(Detailed_Information=False) 

    else: 

        Menu = Function_Menu(Detailed_Information=True) 

     

    return(Menu) 

 

def Patien_Dossier_Function_X_Function_Menu(Previous_Information, Role): 

    Metadata_Conditions_Table = Tables_data(Patient_Dossier_Function_X) 

     

    # Write own code for functionalities, which is unable to execute any 

database transactions  

    # The developer only has access to the data already accessed in the 

previous automatically generated lines 

    # Database_Query = X 

     

    #This function determines if the user is able to execute the specific 

transaction 

    if not Database_Access(Database_Query, role, Metadata_Conditions_Table)   

        return("Error: User Role is not allowed to execute this transac-

tion") 

     

    #The Database Transcation is sent to the database, if this fails an er-

ror is returned 

    try: 

        Database_Function(Database_Query)  

    except: 

        return("Error: Transaction was unsuccesfull") 

         

    return(Results) 

     
 

 

  Figure 29 - Pseudocode for Functions in the Patient Dossier 
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8.3.3 Aggregational Queries 
This section describes the implementation of the FAIR-based framework in the context of 

aggregational queries, which are utilized by organizations to obtain information regarding trends 

and specific groups. The framework serves as a regulatory mechanism for all user interactions with 

the system by employing a metadata description table that is linked to the data. Within this 

particular system, the metadata description table is constrained in its scope, given that the 

extraction of statistical data from the data through data visitation is already an inherent component 

of the FAIR framework. Consequently, the metadata description table is solely utilized in instances 

where data visitation is incapable of ensuring data security. 

Depending on the nature of the data contained in the system and its relevance to the public, 

scheduled queries could be created that, through the principle of data visitation, provide either the 

public or public institutions with valuable information without them having ever received access to 

the data. Thereby guaranteeing its security. However, in many of these instances, data has already 

been anonymized to such a degree as to remove the need for security altogether. This would make 

this an alternative solution to the creation of dashboards instead of being able to provide 

dashboards with new information.  

For example, In the context of the Covid-19 pandemic, the Dutch government created 

Coronadashboard, which utilizes data from the RIVM, the LCPS, the CBS, the various GGDs, and 

Dutch hospitals [227]. Offering overviews of trends (Figure 30 - Left) [228], current information 

(Figure 30 - Right) [228], and in some instances the anonymized raw data files used to create the 

figures [229]. In this instance, the FAIR-based framework would be able to be used to generate the 

information used to generate this dashboard, but it would not offer any improvement as there is no 

privacy or security problem to improve in the first place. Organizations already use data visitation as 

there is no need to send anything but the results of any query to the dashboard.  

The FAIR-based framework in the context of aggregational queries would be fully compatible with 

the previously described system, with the possibility of generating these kinds of dashboards 

automatically. The addition of metadata to FAIRify the data according to Section 0, would increase 

the usability of these kinds of anonymized raw data files, which may have significant value in some 

instances but is unlikely to be able to offer significant value in the limited amount of information 

used to create such dashboard overviews. 

Figure 30 - Dashboard Example of a Trend (Left) and current information (Right) 
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Instead, the main value of the FAIR-based framework is that it allows for the creation of such trends 

and current information overviews based on data that cannot be anonymized. With queries being 

able to be applied to limited groups using sensitive information that would normally not be allowed 

to be used. As not even employees at any organization would be required to see the data, privacy, 

and security cannot be compromised. 

Table 19 presents additional metadata for each variable in the database able to be used for the 

aggregational query system. The metadata table specifies for each variable what the sensitivity of 

the variable is in the current context if the variable is allowed to be used by the user in the query if 

the variable is returned in the results, and what the minimum number of entrees are for results to 

be provided. The metadata may also make a distinction based on the role of the user, with different 

users having different levels of access, and with different conditions. A more detailed explanation of 

this system of user roles can be found in Section 8.5.1.1. 

 

 

 
Value  Explanation 

Variable  Variable X The variable to which these conditions apply 

Sensitivity Low Sensitivity of the variable in this specific context 

Available in Filter? Role X: No 
Role Y: Yes 
Role Z: Yes 

A condition determining if the variable can be used in the aggregational query 
filter, depending on the role of the user.  

Access to specific values? Role Y: Yes 
Role Z: Yes 

A condition determining if specific values can be used in the aggregational 
query filter, depending on the role of the user. E.g., age between 22 and 25 
instead of age > risk factor 

Available in Results? Role X: No 
Role Y: Yes 
Role Z: Yes 

A condition determining if the variable can be included in the results of the 
aggregational query filter, depending on the role of the user. 

Minimal number of entrees Role Y: 100 
Role Z: 50 

A condition determining the minimal number of filter entrees there need to be 
before statistical results may be returned, depending on the role of the user. 
This prevents filters from becoming too specific, which would eliminate the 
anonymity aggregational statistical data offers. 

Table 19 - Metadata Conditions for the aggregational query system 
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Figure 31 - Flowchart of the Aggregational Query 
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8.4 Data/Information Flow 
This section will describe the data flow of a FAIR-based framework as it is being used in support of a 

healthcare activity. As such, it will involve the processing of personal data that has not been 

anonymized and can pose a significant risk for the data subject if the security or privacy of it was 

ever compromised. In contrast to processing data for scientific research, any such system will 

require both read and write access depending on the role of the employee that will be processing 

the data. 

Given these conditions, the core concepts of FAIR alone aren’t able to ensure that data is safely 

processed regarding the risk to the data subject. For example, a data visiting approach eliminates 

the need to share data files, which significantly increases security due to maintaining complete 

control over access to the data. The common standards allow for data to be used to support 

processes in many locations while ensuring that data has the same meaning everywhere. The clear 

agreements over the use of data ensure that data is only processed under approved conditions. But 

none of these concepts address any kind of internal risks from employees using their level of access 

to gain access to data beyond the confines of their responsibilities. At best, these FAIR concepts 

make it more difficult as there would not be any export functionality by default or monitoring can be 

significantly improved as organizations can control and monitor all access.  

However, by extending the concepts of FAIR, you could minimize both the amount of information 

employees are exposed to and you could minimize the impact on a data subject if a personal data 

breach were to ever occur. In combination with the previous concepts, such an approach may even 

be able to able to completely prevent any malicious actor from even trying to leak information 

outside of the confines of the system as the risks of getting caught are increased and the gain from 

leaking information is significantly decreased. An Entity-Relationship Diagram of this has been 

depicted in Figure 32, with an in-detail explanation of various elements being described in Section 

8.5.1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Data Access: 

• Employees have access to the data from 
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• Access is based on their specific role 
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Figure 32 Entity-Relationship Diagram Healthcare Process 
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The user processes of the FAIR-based framework, previously discussed in Sections 8.3.1 to 8.3.3, 

have been combined in a simplified representation of the complete system and is depicted in Figure 

33. A more detailed representation of the various sub-processes can be found in Sections 8.3.1 to 

8.3.3, which include a flowchart of each of these sub-processes in the context of the healthcare 

process and the aggregational statistics. More detailed information about the information flow in 

the context of the monitoring system is discussed in Section 8.5.2. More detailed information about 

the information flow in the context of data subjects having access to their own records is discussed 

in Section 8.5.6. 

8.4.1 FAIR Data Ownership and GDPR-compliant backups 
This section will describe a backup solution that can be used in the healthcare sector, while still 

respecting the concepts of data visiting and data ownership at healthcare facilities. In addition to 

this, this solution is also designed to be GDPR compliant by being able to address the issue of 

changes based on data subject rights requiring technical or organizational measures to also be 

implemented in the backup system.  

This solution will use the 3-2-1 backup strategy, referring to having three copies of data, stored on 

two different media, with at least one copy off-site. While other solutions can also be utilized, this 

should be seen as the minimum requirement. This form of redundancy ensures that data is unlikely 

to be lost due to either hardware failures in your primary system or any event that would be able to 

affect the entire facility. This has become of greater importance due to the significant rise of attacks 

on healthcare facilities as discussed in Section 7.3.1, where a ransomware attack would be able to 

encrypt all data which without a backup solution would be entirely lost.  

The storage of data is duplicated over three elements, which are the primary system in which data is 

actively being processed, a write-only data storage solution at the same facility as the primary 

Figure 33 - Simplified representation of the FAIR-based Framework 
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system, and a write-only data storage solution at an off-site location. For the off-site location, a 

specialized governmental facility such as one of the four centralized data centers intended for use by 

the central government could be considered. These facilities are already set up to securely store 

sensitive data and would not require significant investments. This has been visualized in Figure 34. 

The transfer of data to these storage solutions can be done in multiple ways, although the minimal 

requirements are that the data is encrypted both in transit and at the facility. With an incremental 

back-up instead of a full backup, the amount of data that needs to be transferred should be limited 

enough to allow for the real-time transfer of data instead of scheduled transfers. This ensures that 

the data that is transferred is most up-to-date. Another advantage of this approach is that instead of 

having the database reflect a certain point in time, you could instead create a list of changes that 

could be applied to the database. This eliminates the need for a backup of any certain date and 

prevents the loss of data due to mistakes entirely.  

It should be noted however that while the transfer of data to the on-site backup solution should not 

realistically be bandwidth limited, the same cannot be said for the off-site backup solution which 

requires an internet connection. Realistically, no system of this kind should be able to exceed the 

current levels of bandwidth but in locations where this does apply, the transfer could be done via a 

physical method where a data medium is transferred to the off-site solution based on a certain 

schedule. This carries the risk that, if something were to ever happen to the facility, the data 

between two cycles is likely lost. 

 

 

 

 

 

 

 

 

 

 

 

The process of restoring data from backups necessitates either read-only or ownership access to the 

dataset, which is initially write-only to prevent unauthorized access. Additionally, a decryption key is 

required to access the actual data in its unencrypted form as the data is encrypted to increase 

security even further. This process has been depicted in Figure 35. 
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Figure 34 - Backup Approach 
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To enhance security, additional credentials such as a hardware key can be used to restore backups. 

Two options are available, each with its own advantages and disadvantages. Storing the key on-site 

increases the risk of it being compromised in the event of an attack or a disaster. Conversely, storing 

it off-site removes the risk but raises concerns about the organization's data ownership. While digital 

keys can also be used, they increase the risk of the key being compromised even further. Other 

additions could be the use of a time-based lock with any request being able to be interrupted by an 

administrator-level user, although this would also increase the time required to restore a backup. 

In the previous example, data has been stored in a write-only form which ensures that data can 

never be accessed without requiring additional action. This ensures that data will only be processed 

at the location itself, even while backups have been created. If a different approach is chosen, the 

key requirements are to ensure that data should never be able to be accessed by anyone outside of 

the organization the data belongs to. By following this requirement, the creation of a backup does 

not violate the principle of data visitation and ensures data ownership at the facility level. 

 

 

 

 

 

 

 

Figure 35 - Process to restore a back-up 
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8.5 System Design  
This section presents the implementation of the various components within the proposed FAIR-

based framework, which prioritizes data minimization and privacy by design and by default. Sections 

8.5.1 to 8.5.4 detail the core components of any system, while Sections 8.5.5 and 8.5.6 discuss 

valuable additions that enhance the system's success or help it meet and surpass GDPR 

requirements, empowering data subjects with greater control over their data. It is important to note 

that this is merely the initial version of the proposed framework, which has been designed with 

continuous improvement and future expansion in mind. Additional components may be 

incorporated either as default components or as valuable additions to specific projects or sectors. 

Section 8.5.1 describes the implementation of the access control system, which uses roles to 

regulate data and functionality access. Instead of employing a traditional permission matrix, users 

access assigned roles containing subsets of data and functionalities, considering the enhanced 

privacy, security, and usability this approach offers. In most cases, data access is limited to a single 

facility, with additional access provided only through the aggregational query system in Section 

8.3.3, which does not expose any information. 

Section 8.3.2 describes the implementation of the monitoring system, which collects various types of 

information from the login process, secure working environment, user search queries, and patient 

dossier activity. This data feeds into three distinct elements comprising the monitoring system: 

performance indicators, a Trained Behavior Engine, and a list of individuals of interest. The system's 

three functions are to store data for manual investigations, flag users for manual investigations, and 

automatically respond to instances that meet a certain threshold. 

Section 8.5.3 describes the implementation of the search system, providing a detailed example of 

the user perspective for the system described in Section 8.3.1. The patient dossier in Section 8.3.2 is 

also further discussed. 

Section 8.5.4 describes the Data Transformation System used throughout the entire framework. The 

main objective is to transition from an approach where users have access to a limited number of 

columns to one where even accessible columns have restricted information exposure. This section 

offers various examples, but numerous other implementations are possible. If implemented 

correctly, even unauthorized copying of returned information would not be able to result in a severe 

personal data breach. 

Section 8.5.5 describes the implementation of a secure environment for users to ask and answer 

questions. In the GGD case study, it was found that employees often sought help from colleagues in 

insecure environments, compromising data security. The FAIR-based framework addresses this issue 

by providing a secure environment integrated into the platform, enabling organizations to maintain 

data control and implement measures to conceal sensitive information. Any attempt to bypass the 

integrated tool can be considered malicious and punished accordingly. 

Section 8.5.6 discusses the implementation of a portal for data subjects. The GDPR grants data 

subjects specific rights regarding data ownership, as previously mentioned in Section 2.1.1. 

Organizations must respond to data subject requests within a certain timeframe or risk significant 

fines. This framework incorporates an online portal, accessible after identity verification, for data 

subjects to exercise their data ownership rights. This feature requires complete control over all 

processed data related to the data subject, enabling full automation. The portal offers data subjects 

a centralized location to exercise their rights, leading to time savings and reduced costs for 

organizations, as much of the system can be automated. 
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8.5.1 Access Control System 
In the proposed FAIR-based framework, data should always be controlled and stored by 

governmental organizations or healthcare facilities to ensure data security. These entities bear full 

responsibility for managing this data, including securely providing access through data visiting and 

monitoring access by authorized users. Additionally, the entity must ensure the monitoring process 

is effective and take action when necessary. In the event that third-party organizations are required, 

those organizations should be provided with the required amount of data access but should not be 

controlling or storing any of this data. 

The access control system of the proposed framework has been designed with crisis conditions in 

mind, such as the need to employ a large number of individuals lacking prior knowledge or 

connection to the healthcare sector. During the COVID-19 pandemic, the government extensively 

utilized external organizations to work within the same systems as healthcare facilities. In the event 

that external organizations are required, those organizations should be provided with the required 

amount of data access through data visitation, while data control, storage, and monitoring would 

still be managed by the data-managing entity. 

Considering the high number of employees and the likelihood of adding new ones daily, data access 

could be granted to entire external organizations simultaneously, which would then provide low-

level access to employees as needed. This also creates a hierarchy of data access, enabling the 

detection of organizational issues as they arise.  

The following two sections will describe the conditions under which access will be granted to users 

and a description of the monitoring system used to monitor the processing process.    

8.5.1.1 Roles 
Since healthcare systems process highly confidential and personal data, access must be limited to 

authorized individuals who require data access for their duties. Each access instance should require 

valid user credentials. However, user credentials alone can be insecure and easily compromised 

through guessing, data breaches, or careless handling. To address this, a minimum two-factor 

authentication security level should be required, mandating users to approve access requests on a 

separate device. 

 Authorized platform users should not have unrestricted access to 

all database data. Instead, access should be limited to the data and 

functionality necessary for their specific roles. This practice is 

already commonly used in the healthcare sector and beyond, with 

access regulated through an authorization matrix or roles and 

permissions matrix (as shown in Figure 36).  

Traditionally, higher-ranking and technical staff are granted greater 

access by default. An example of which can be seen in Figure 36, 

where an administrator has access to most functionalities. This, 

however, may violate the GDPR principle of privacy by design and 

by default as access to such an extent isn’t necessarily required in 

the context of an employee’s responsibilities. Thus, this 

architecture improves upon this system with user accounts and 

tiered access, where the user's access level is determined by their 

account-associated roles, as visualized in Figure 37. Figure 36 - Roles and permissions matrix 
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Figure 37 - User Login Procedure with User Roles 
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The first and second steps of this process resemble a traditional system, requiring users to enter 

credentials and verify their identity using a two-factor authentication method. The third step differs 

significantly, with the user being presented with a new page upon successful authentication. On this 

page, the user selects a specific health facility with granted access, limiting the current instance to 

data from that facility. The user is also presented with certain user roles based on their provided 

access level. Combining this approach with the logging system discussed in the next section allows 

for monitoring and tracking when an individual accesses a role with higher-level access or 

functionalities. 

For example, a manager may have access to different roles with varying functionality levels 

depending on specific task requirements. Higher access levels could be separated into multiple roles 

with restricted functionality. One such functionality is record deletion, which could be included in a 

separate role from other functions. A technical developer would only have access to internal code 

and test cases necessary to verify system functionality, rather than unrestricted data access. While 

this is a logical restriction, it should still be stated as Mustafa indicated that this still occurs in 

governmental projects, including projects he was working on [191]. A call center worker would only 

have access to data and functionality necessary for their role, requiring login based on the roles their 

user account allows them to access. 

Additionally, this proposed framework also addresses the issue of individuals receiving excessive 

access or retaining access after it is no longer needed. Which the case study found to be a prevalent 

issue at both the GGD and the various external organizations. To tackle this problem, access should 

be granted on a time-limited basis, avoiding extended periods of access. For instance, granting 

access for a year does not address the underlying reasons for implementing time-based access. A 

safer and more effective approach involves continuously granting access to employees as needed 

and revoking permissions when they are no longer necessary. This time-based system ensures that 

any mistakes will eventually be resolved without intervention. Furthermore, if a user has not logged 

in for a specified period, their access should be automatically revoked. 

Even with the proposed data access regulation scheme in place, certain functionalities may pose 

inherent risks. In such cases, access to these functions should be limited based on an additional 

security system, such as a one-time approval system that only a select group of high-level employees 

can authorize. For example, exporting personal data from the system warrants this level of security. 

While the architecture aims to keep data within the system, situations may arise where data export 

is necessary. However, this introduces a significant security risk, and as a result, strict security 

measures must be enforced. 
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8.5.2 Monitoring 
The monitoring system used in this architecture does not significantly differ from monitoring 

systems that could be implemented in other systems. However, as this architecture has focused on 

maximizing control over data by ensuring that all data is contained in the system, it becomes 

possible to record nearly all interactions with the healthcare data. Therefore, while the monitoring 

system itself isn’t new, this approach to data management makes the system more effective. An 

overview of the specified monitoring system Is depicted in Figure 38. 

The monitoring system relies on data gathered from four elements where the user interacts with the 

platform. These are the login process, a secure working environment, user queries, and the user’s 

activity in patient dossiers. The secure working environment refers to a client-based approach 

instead of a browser-based platform, which allows for more data to be gathered beyond what is 

possible in a browser environment. The user interaction aspect of the monitoring system will be 

discussed in more detail in Sections 8.5.2.1 to 8.5.2.4. 

The data gathered by the monitoring system through user activity is used by three different 

elements that all aim to detect malicious activity. The first element consists of performance 

indicators measuring simplistic values which are easy to understand and implement but may be 

easily circumvented. The second element is a trained behavior engine that applies more complex 

models which are difficult to understand and implement but are also difficult to circumvent and 

User Interaction Monitoring System Components Functions 

Login Process 

+ Location 

+ Device 

+ Time 

+ Number of attempts 

 
Secure Working Environment 

+ Background Processes (malware, virtual 

environments, screen recording software) 

+ User activity and inactivity  
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+ Time between queries 

+ Content of queries  
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+ Level of Information Access 
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List of Individuals of Interest 
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of being in a personal data breach 
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Figure 38 - Overview of the Monitoring System 
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would be able to detect less blatant malicious activity. The third element is a list of individuals of 

interest, for example, celebrities and people under police protection, that will flag any employee 

that interacts with one of these individuals. These elements will be discussed in more detail in 

Section 8.5.2.5. 

The monitoring system itself has three main functions based on the information gathered by the 

components of the monitoring system. The first function is to store information for a significant 

amount of time, measured in years instead of months, to support both manual investigation and any 

future automatic investigation with modern models being applied to historical data. The second 

function is to be able to flag employees that display possible malicious activity, which can then be 

manually investigated using the previously mentioned storage of data. The third function is to take 

automatic action, which in most cases would be to lock the user out of the system if the malicious 

activity exceeds a certain threshold. These functions will be discussed in more detail in Section 

8.5.2.6. 

8.5.2.1 Login Process 
The login process is divided into the stage where a user enters his credentials and the stage where 

the user verifies their login attempt using a second method of authentication. For the credentials 

stage, the most valuable information is the location of the user, the device that is used, the time that 

the user logs in, and the number of login attempts. If the location of the user differs from the normal 

location, the user may be in a different location but it may also be a possible indication that the 

user's credentials have been compromised. If the device of the user differs from the normal device, 

the user may have a new device but this shouldn’t happen often or not with more devices than a 

laptop and a home desktop. If the time of the login attempt differs from the user's normal working 

hours, or the time differs from when the health facility would even be active, this is a significant 

indication that the user is either compromised or may be acting maliciously. Finally, the number of 

attempts may also be an indication that credentials are compromised or the user simply forgot his 

password. In both instances, the user could be requested to change their password for additional 

security. 

For the second method of the authentication stage, the most valuable information is the device that 

is used and the location of the user. If the device of the user differs from the normal device, the user 

may have a new device but this shouldn’t happen often as it would only occur in the event of the 

user losing access to their 2FA device which is likely going to be their phone. If the location of the 

user differs from the normal location, the user may be in a different location or the user may be 

compromised although this is significantly more unlikely given that this would require either the loss 

of a physical device or some form of social engineering to be able to use a different device as the 

second method of authentication. The location can also be used by comparing the location of the 

second method of authentication and the location of the user, which should match. If they do not, it 

is unlikely that the user is the one instigating the login attempt. This is especially important as a user 

that is not careful could have their credentials compromised and then authorize an authentication 

request from someone else entirely by mistake. 

8.5.2.2 Secure working environment 
The secure working environment aims to detect suspicious behavior and prevent personal data from 

being able to be extracted in the most common ways. It is technologically impossible to detect all 

avenues of attack or completely prevent personal data from being extracted, however. This section 

discusses the properties of a client created for the health portal, instead of being limited to the 
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properties of a web-based client, including which attacks are mitigated through these properties. 

The final paragraphs discuss areas that are unable to be completely prevented by this element, 

requiring other elements of the FAIR-based framework to be used. 

As the secure working environment is an installed client on the user's computer, the client would be 

able to monitor background programs and detect the environment in which it is run. The detection 

of background programs could detect the use of keyloggers, screen capture tools, and potential 

malware which could compromise the security of the data. The detection of a strange environment 

such as a virtual machine is not an indication of the malicious activity itself, but it could be flagged 

for further investigation as this situation will represent a fraction of the total user count and could 

potentially be used to circumvent security measures. 

The client also allows for the recording of additional information related to user activity which could 

be used to both detect malicious activity as well as tracking performance and functioning as a way to 

log users out of their sessions based on a period of inactivity. There is a significant amount of 

possible customization using this approach but one example is to flag users that copy information 

from the client by detecting data that is being highlighted or by detecting the copy command. 

In addition to monitoring, the client could also prevent more simplistic attacks from working by 

implementing existing standards aimed to prevent the copying of digital content. Using ‘High-

bandwidth Digital Content Protection’, many screen recording software, as well as capture devices, 

are unable to make a copy of any digital content. The screen would be replaced by a black image, 

preventing any information from becoming compromised. 

However, these methods are only able to improve the detection of malicious activity and prevent 

some attacks from working. As such, it is unable to guarantee security. Yet, this does not mean that 

these methods are unable to significantly increase security. While these methods can be 

circumvented through something as simple as taking a picture from a mobile phone or by using any 

screen recording software or capture device that can circumvent the HDCP standard, it can detect 

and deter more opportunistic criminals. 

8.5.2.3 Search Queries 
User search queries can be used to monitor user interaction in multiple ways. While the information 

offered by a query is more limited than the information offered in a patient dossier, information is 

still being exposed to the user. Which in most instances can still have significant value, especially in 

the use of targeted phishing attacks based on the data subject's health. The main sources of 

information in this element are the number of queries, the similarity of queries, the time between 

queries, and the content of queries. This information can then be compared with what would be 

expected activity from a normal user, to determine if there is any indication of malicious activity. 

The number of queries conducted by a user can be used to detect the most blatant attempts of 

extracting information. The number of queries could be measured per day, per hour, or any other 

metric and then compared to the value of a normal employee. If this value is significantly exceeded, 

this could indicate the user is not using queries in support of his responsibility and instead uses them 

to extract information. The GGD case offers a good example of this, as discussed in Section 5.5.3, a 

user accessed hundreds of patient records which likely require hundreds of queries in a very short 

period. Measuring this metric would have immediately detected this blatant malicious activity. 

The similarity of queries conducted by a user can be used as a mitigating factor for the previous 

metric, to distinguish more efficient users from less efficient users using the system for malicious 
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activities. Given the increased query requirements in this FAIR-based framework, which will be 

discussed in Section 8.5.3, it is likely that the number of queries required by a user will increase.  A 

normal workflow would show the user continuously expanding on an initial query, which the 

monitoring system could record. If there is a high number of queries, with a low level of similarity 

between them, this would indicate that the user is not acting in support of this responsibility and 

should be flagged for malicious activity. 

The time between queries conducted by a user is another metric that can be used to support the 

previous ones. In a normal workflow, there should be some time between queries as the user 

interacts with a new data subject. In the workflow of this FAIR-based framework, this metric should 

show relatively little time between queries that deepen initial queries, while there should be 

relatively more time between completely different queries. If this is not the case, this would indicate 

that the user is not acting in support of this responsibility and should be flagged for malicious 

activity. 

The content of queries conducted by a user is another metric, which is especially valuable for the list 

of individuals of interest. Instead of measuring the similarity between queries, this metric looks at 

the actual queries, including which information is being returned to the user. This may differ from 

normal behavior if there is a significant increase in the number of individuals of interest, or if a 

specific group of people is targeted, such as older people in wealthier regions of the Netherlands 

which would be the prime victims of malicious activity. It should be noted, however, that in a 

healthcare system, a significant number of people would belong to this group as older people are 

generally at a heightened risk compared to younger ones. The activity needs to differ from regular 

behavior to be considered a possible malicious activity. 

While it is likely that significantly more metrics can be created related to user activity in search 

queries, these are beyond the scope of this thesis. The purpose of this section is to present a 

practical implementation of this concept, which can always be extended with additional metrics.  

8.5.2.4 Patient Dossier Activity 
The information in patient dossiers is of additional value compared to the more limited value offered 

by a query and therefore requires additional monitoring. Given the increased value of information, 

malicious activity detected via this component should also be considered as having a higher value. 

The main sources of information in this element are the opening duration of the patient dossier, 

user activity within it, the frequency of patient dossiers being opened, and the amount of exposed 

information. This information can then be compared with what would be expected activity from a 

normal user, to determine if there is any indication of malicious activity.  

The opening duration of the patient dossier is the first metric that will be discussed in this section. In 

the context of malicious activity, this duration would likely be low as the user requires little time to 

make a copy of the information in the patient dossier. If the opening duration does not match the 

normal duration of other employees, this could be an indication of malicious behavior. Depending 

on the way the transformation feature discussed in Section 8.5.4 is implemented, this could increase 

the duration patient dossiers are opened as more user interaction is required to access information.  

Another metric is the user activity in a patient dossier. This activity would likely differ from the 

normal workflow when it is accessed in the context of malicious activity. Although this metric has 

significant overlap with the monitoring of user activity in the secure working environment, which 

also monitors which fields are interacted with, or when the copy command is used for example. 
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The frequency in which a user opens patient dossiers is another metric that can be used, although it 

shares some overlap with the metric for the opening duration of patient dossiers. The previous 

example where a user accessed hundreds of patient records in a short period would result in a very 

high frequency and likely a low opening duration. However, a lower frequency that is still higher 

than normal behavior could display a normal opening duration with a high frequency that would 

otherwise not be detected as possible malicious activity. 

The amount of information that is exposed is another metric that can be used, which offers 

significant value if one of the later methods of data transformation as discussed in Section 8.5.4 is 

used. As data is locked behind functions that require user activity to expose them, the monitoring 

system is offered another avenue for collecting data which also makes it possible to know exactly 

which data was accessed. If this differs from regular behavior, this could be marked as possible 

malicious activity. 

While it is likely that significantly more metrics can be created related to user activity in search 

queries, these are beyond the scope of this thesis. The purpose of this section is to present a 

practical implementation of this concept, which can always be extended with additional metrics.  

8.5.2.5 Components 
The first component of the monitoring system is a series of performance indicators, based on the 

metrics discussed in the previous sections. These are simplistic values that are easy to understand 

and can easily be implemented in any such system. While they may have significant value, they are 

also easy to circumvent and only able to detect the most blatant malicious activity. Making this 

component has some value but requires additional components to be fully effective. 

This problem is addressed through the second component, the trained behavior engine. The data 

input for this component remains the same, which is then processed into more complex models. The 

downsides of which are that the models become difficult to understand and implement, nor is it 

easy to measure the effectiveness of the approach. This could even be achieved through the use of 

black models that have learned to classify suspicious behavior but are unable to be easily explained 

by system developers involved with the system. This approach is difficult to circumvent as even with 

information from the system itself, it’s still unclear what is being detected, making it possible to 

detect even less blatant malicious activity. 

The last component of the monitoring system is a list of individuals of interest which is already 

currently used in the healthcare sector. The purpose of which is to prevent users from looking up 

individuals of interest if they do not require this in the context of their responsibilities. While this 

does not entirely prevent his behavior, as these events still occur in the healthcare sector as 

discussed in Section 7.5.3.2, the significantly increased probability of being caught should reduce it 

significantly. This concept would work best with a centralized list created by the Dutch government, 

which could then be re-used across all layers of government as this problem is not exclusive to the 

healthcare sector. If such a list does not exist yet, it could be expanded from partial lists currently in 

existence until the creation of such a centralized list. 

While the focus of the monitoring system is to prevent personal data breaches from occurring, the 

individuals on this list could be significantly more affected by a personal data breach than others. 

While the release of contact information such as a phone number could be seen as an annoyance for 

many people, the release of address details of celebrities to a stalker of the address details of 

individuals under police protection to criminals could be a serious threat to their life. Given the 

simplicity of this approach and the potential value, this is a required inclusion in any such system. 
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8.5.2.6 Functions 
It is of critical importance that the data recorded via the monitoring system is stored for a significant 

period, measured in years instead of months. There are two main purposes to this, the first of which 

is to make it possible to manually or automatically investigate users and the second of which is to act 

as a deterrent the first one is to act as a deterrent as all activity is stored for a significant amount of 

time so that even if a user’s malicious activity is not detected initially, this is no guarantee that it will 

never be detected. In the future, better models could be applied to the data set to detect malicious 

activity that previously went undetected. 

If monitoring data is not stored for an appropriate time, it is impossible to accurately determine the 

scope of any personal data breach, which would result in many data subjects becoming affected 

without being made aware of the fact. Something which likely occurred during the GGD case, as 

discussed in Section 5.5.3, where monitoring information was stored for only a single month, making 

any investigation into the true scale of the personal data breach impossible. 

Given the nature of the data that is stored in a monitoring system, and its critical value in ensuring 

the security of the data processing process, it is unlikely that any restrictions under the GDPR would 

prohibit the storage of this data for a longer period. Especially due to its continued value long after 

the user activity as better models could be applied to historical data in the future, which implies that 

the data continues to remain of use and therefore should be deleted.   

The primary function of the monitoring system is to flag users if there is a suspicion of malicious 

activity. This term refers to adding a mark to a user, indicating that the user should be subject to 

manual review. The manual review process would consist of a human carefully investigating the 

user, either in the specific instance for which the user was flagged or in a more general situation, to 

determine if the user was indeed acting maliciously and what the scale of the personal data breach 

is. In the event of a data breach, the event would be reported to the Autoriteit Persoonsgegevens. 

Using this approach, the probability of an employee being unfairly sanctioned is very low. However, 

given the time required for manual review, it requires a significant number of employees to perform 

these investigations. To limit this, an addition could be made to the flagging system to indicate 

various priorities which address the users with the highest probability of malicious behavior first. 

However, this does not address the fact that if a user was acting maliciously, continued access would 

only increase the probability of another personal data breach or increase the scope of the current 

one.  

To address this, the final function of the monitoring system is to employ automatic responses. Which 

would involve locking the user out of any access to the system, which can only be restored upon 

manual review. While the exact conditions of such a system are highly customizable, in general, such 

a system would be employed in instances where there is a significant indication of malicious activity, 

or the most blatant attempt to commit malicious activity. In any such system, there should be a 

balance between restricting access, which could affect normal employees and reduce efficiency on 

one side, and reducing the probability and scope of a personal data breach with highly sensitive 

information. 
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8.5.3 Search functionality 
As discussed in Section 2.2.1, digital resources should be easily found and identified by both humans 

and computers. To achieve this, digital resources must be indexed by search engines and other 

discovery tools using a unique identifier, described with detailed metadata, and properly linked and 

labeled. Which extends to the design of both the search process and the application or website 

itself. However, in the context of supporting a healthcare process, a search engine that has 

implemented this principle may provide access to too much information, beyond what Is required 

for a certain role.  

To address this issue, the proposed architecture will include improvements to the search 

functionality that support data minimization and privacy by default and by design. These 

improvements will increase the amount of information required to initiate a search and limit the 

information that is initially returned. This is further improved through a balance of the amount of 

information that is provided and the amount of information that first requires interaction. 

8.5.3.1 Increased requirements for initiating a search query 
If the data in a database is accessible via a very general search query, this poses a potential security 

risk as healthcare data is highly confidential and valuable. Even data displayed in an initial search 

could be sensitive and allowing such broad access would violate the principles of privacy by default 

and by design. Additionally, this approach allows for a simple attack that is difficult to detect, as 

recording the search results would not differ from normal behavior and would not be flagged by 

automated or manual controls. As accessing this data is both required and justified, this should be 

addressed in a manner that does not prevent employees from carrying out their job.  

To address this issue, the search functionality in the FAIR-based framework will require a certain 

amount of information to be entered before initiating a search query to limit the number of results 

that are returned to the user. There are two possible approaches, however, both aim to prevent 

search queries from being too generic and exposing information unnecessarily.  

The first approach is to set either a minimum number of fields that need to be entered or certain 

specific fields that need to be entered or a combination of both before initiating a search. For 

example, the search engine could require the user to enter four fields in order to be able to initiate a 

search (Figure 39 - Left). Or when specific fields are required, the search engine could require the 

user to enter both a surname, a date of birth, and the last three digits of a BSN (Figure 39 - Right). 

Both approaches could also be combined to require both a minimal number of fields and certain 

specific fields to be filled before initiating a search query. 

Figure 39 - Search Query based on Fields 
Number of fields on the left VS. Specific fields on the Right 
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The second approach is similar to the previous approach but instead of determining the number of 

fields or requiring certain fields to be filled in, this approach determines a search query to be too 

generic by evaluating the number of results that would be returned. Only if the number of results 

that would be returned is below a certain threshold would the results be displayed to the user. For 

example, the search query for data subjects with the surname of Van der Plas in Katwijk aan Zee 

would be a query that is too generic given the number of results that would return (Figure 40 - Left). 

The addition of a date of birth significantly reduces the number of results to an acceptable level 

where results may be returned to the user (Figure 40 - Right).  

This approach places fewer restrictions on the user, but may also be combined with the previous 

approach to require specific fields, with additional fields being required depending on the number of 

results the query would return. This may be a requirement as the amount of information available 

about data subjects may still allow an employee to access records, they have no reason to access. 

For example, all information except for their BSN, their phone number, and e-mail address is likely to 

be available for any given person of interest in the Netherlands. Given this information, it is possible 

to construct specific queries that this approach would allow. Therefore, it may be advisable to 

require the entering of certain fields such as a partial BSN to prevent this (Figure 41Figure 40). 

 

 

 

Figure 41 - Search Query Based on the Number of Results & Specific Fields 

Figure 40 - Search Query Based on the Number of Results 
Generic Query on the left VS. Specific Query on the Right 
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8.5.3.2 Limiting the amount of information returned by queries 
Instead of using the number of results as the condition for which records may be returned, it can 

also be used to vary the amount of information returned to the user. Using this approach, different 

levels of information would be returned to the user, depending on the number of search results. 

Generic queries with many results would return only the most basic information for each entry 

(Figure 42), while a more specific query with a limited number of results would show more detailed 

information (Figure 43). 

 

Figure 43 - Detailed Search Query Results 

Figure 42 - Generic Search Query Results 
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This approach provided an additional layer of protection for sensitive data, while not necessarily 

impacting the way search queries are used. As the goal of any such query is to find and access 

information from a specific data subject, nothing about this process is changed. The amount of 

information that would be returned to the user also matches this purpose, as more generic queries 

with a higher number of results would be easily filtered using non-sensitive information while more 

specific queries with a limited number of results would need specific and more detailed data field to 

be able to distinguish them and identify the correct data subject.  

8.5.3.3 Patient Dossiers 
In addition to addressing aspects of the search query function, adjustments can also be made to the 

balance of information that is returned to the user without further user interaction. By making use 

of a more detailed patient dossier upon accessing a sub-menu via an individual returned result, 

access can be provided to more sensitive information without compromising security. This approach 

is not necessarily new or even unique to the proposed FAIR-based-framework but is an important 

inclusion in the context of the secure processing of data as while patient dossiers have become the 

standard in the healthcare sector, systems can be designed without them or standards can be 

forgotten to be included when developing new systems.  

This approach is inherently safer as access now requires user interaction, as depicted in Figure 44, 

which leads to there being a clear record of individuals that accessed specific information and 

reduces the effectiveness of the previous attack where search results would be recorded in some 

manner. This reduces the probability and scope of a personal data breach as it has become more 

difficult to access information without being monitored which would make individuals less likely to 

do so maliciously and the reduction of sensitive information being initially visible would reduce the 

scope of a personal breach.  

 

 

  

Select Entry from Search Results

Open 
Dossier

Patient Dossier

• Register the Employee that accessed 

the file, the date and the frequency this 

record was accessed 

• Connect this activity with the rest of 

the monitoring system  

Figure 44 - Patient Dossier Access Process 
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8.5.4 Data Transformation 
The processing of data often involves access to the full set of columns and values as specified in the 

processing description, however, this is not necessarily what a user requires. The actual requirement 

for the user is to be able to accomplish their task using the information from the data. Therefore, 

having access to the complete values stored in the database is not by definition a user requirement. 

By limiting the amount of data returned to the user to only what is strictly required, for example 

through transformations, menus, and functions, it is possible to make significant improvements to 

the principle of data minimization. This reduces the potential severity of personal data breaches and 

may also decrease the likelihood that confidential information will be leaked, as malicious actors 

would be less likely to accept the risk in return for the lower value. 

It is worth noting that these methods can be combined and applied to any database, depending on 

the specific needs of the users and the functions of the system. By implementing these approaches, 

it is possible to improve data minimization and reduce the risks associated with data processing. Due 

to this, this method isn’t exclusive to a FAIR-based framework, although certain conditions have to 

be met to ensure that this approach is effective in preventing personal data breaches.  

If the transformation is done on the computer of the user, while the original data is transmitted in 

full, then malicious actors would still be able to gain access to the original information. This would 

make this approach function only as a deterrent for less motivated malicious actors, while more 

experienced malicious actors would be able to extract the information directly from the transfer.  

This concept of Data Transformation is illustrated in Table 20 to Table 25, which show different 

approaches to limiting the amount of data returned to users. Table 20 displays the full data entry for 

an individual, including all columns stored in the database, which is meant to be the benchmark to 

which these transformations will be compared. The columns themselves are based on the 

information that was included in the CoronIT system and most if not all of these columns are 

standard for any system used in the healthcare sector. 

Table 21 demonstrates the removal of certain columns based on user needs, reducing the amount of 

high-value personal data and therefore the potential impact of a data breach. Although this 

technique is not limited to high-value personal data. It can and should be applied to all data that the 

user does not require. 

Table 22 shows the transformation or limitation of data to display less information while still 

allowing for various checks. This is mainly related to checks of identity. As it is rarely required to use 

the entire value as a confirmation check, the user does not have any requirement to access the 

entire value. However, if other systems also use the final digits of a data field to perform verification 

checks, even this limited amount of information has significant value.  

Table 23 introduces a simple change to increase security by making data fields visible only upon user 

action. This reduces the likelihood of a "screenshot attack" by requiring users to actively reveal 

sensitive information, such an example has been discussed in Section 5.5.3. Combined with a proper 

monitoring system, it would be significantly easier to distinguish malicious users from other users. 

This does come at a performance loss, with the exact loss needing to be determined in a system 

design study. 

Table 24 illustrates a data processing approach where the user now asks the individual for 

information, which they then enter into the system and the system will respond with either a 

validation or denial. While the same amount of information is being shared, there is next to no risk 
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of individuals processing data beyond their duties. The only time when information is processed is 

when the data subject can give consent. While users are still able to write down this information, it 

has become impossible to make a picture of screens to share data that way.  

Table 25, like Table 24, presents a more radical approach to data processing, using functions to 

perform tasks without displaying personal data. For example, when sending an email, the user does 

not necessarily need to know the recipient's email address. By creating a function that enables the 

user to send the email to the correct recipient without displaying the data entry, it is possible to 

prevent the leak of personal information. This approach has the potential to significantly reduce the 

risks associated with data processing while still allowing users to perform necessary tasks. 

The effectiveness of these concepts is enhanced when they are integrated into other parts of the 

architectural framework. For example, by connecting this system to the user's role (as discussed in 

Section 8.5.1.1), it is possible to provide different users with different levels of access. By connecting 

this system to the user activity tracking system, it becomes possible to report exactly which data has 

been accessed for each data subject, making it easier to distinguish between accidental mistakes and 

malicious activity (as discussed in Sections 8.5.2.3 and 8.5.2.4). Additionally, this system of data 

transformation can also be applied in the academic sharing aspect of the framework (discussed in 

Section 11.3), allowing the user to access different levels of information while still processing the 

actual data in the database. 
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Identifier First 
Name 

Surname Date of 
Birth 

Zip Code House 
number 

Street  Place of 
residence 

Country Linked 
GGD 

Phone 
number  

E-mail BSN 

23098283 Leendert Van der Plas 01/01/1999 2311 EZ 70 Rapenburg Leiden Netherlands 
Hollands 
Midden 0612345678 Leendert@leiden.nl  123456782 

Identifier First 
Name 

Surname Date of 
Birth 

Zip Code House 
number 

Street  Place of 
residence 

Country Linked 
GGD 

Phone 
number  

E-mail BSN 

23098283 Leendert Van der Plas 01/01/1999 2311 EZ X Rapenburg Leiden Netherlands 
Hollands 
Midden X X X 

Identifier First 
Name 

Surname Date of 
Birth 

Zip Code House 
number 

Street  Place of 
residence 

Country Linked 
GGD 

Phone 
number  

E-mail BSN 

23098283 L. Van der Plas 20-25 EZ 70 Rapenburg Leiden Netherlands 
Hollands 
Midden xxxxxxxx78 Leen.…@leiden.nl xxxxxx782 

Identifier First 
Name 

Surname Date of 
Birth 

Zip Code House 
number 

Street  Place of 
residence 

Country Linked 
GGD 

Phone 
number  

E-mail BSN 

23098283 Leendert Van der Plas 01/01/1999 2311 EZ 70 Rapenburg Leiden Netherlands 
Hollands 
Midden  

 

 

Identifier First 
Name 

Surname Date of 
Birth 

Zip Code House 
number 

Street  Place of 
residence 

Country Linked 
GGD 

Phone 
number  

E-mail BSN 

23098283 Leendert Van der Plas 01/01/1999 …… 70 Rapenburg Leiden Netherlands 
Hollands 
Midden 0612345678 Leendert@leiden.nl  ………. 

Identifier First 
Name 

Surname Date of 
Birth 

Zip Code House 
number 

Street  Place of 
residence 

Country Linked 
GGD 

Phone 
number  

E-mail BSN 

23098283 Leendert Van der Plas 01/01/1999 2311 EZ 70 Rapenburg Leiden Netherlands 
Hollands 
Midden 

 

 

123456782 

 

Table 20 - Database Entries 1 

Table 21 - Database Entries 2 - Removing Columns 

Table 22 - Database Entries 3 - Reducing Entries 

Table 23 - Database Entries 4 - Visibility Functions 

Table 24 - Database Entries 5 - Verification Functions 

Table 25 - Database Entries 6 - Data replaced by Function 

Show Show Show 

Call 

Number 

Send E-

mail 

Verify Zip Verify BSN 

mailto:Leendert@leiden.nl
mailto:Leendert@leiden.nl
mailto:Leendert@leiden.nl
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8.5.5 A safe environment to ask and answer questions 
Another component of the platform is to provide a safe environment for employees, where they can 

ask and answer questions in. The reason for this is that it is unlikely that training will ever be 

effective to the degree that no user will have any questions, especially given the expected large 

number of employees and the expected lack of time for lengthy training programs. Therefore, 

organizations must anticipate this need and create an environment where this can be done safely, 

without leading to additional data breaches such as the ones discussed in Sections 5.4.4 and 5.6.5. 

This subsection will elaborate on the benefits of this component and provide a practical 

implementation of this concept, which has been combined with aspects from open-source 

development and the wisdom of the crowd effect. 

The idea itself also isn’t exclusive to a FAIR-based framework, as it could be implemented in any 

network. However, the data-visiting concept of FAIR may make this a requirement as this is the only 

way to ensure that data remains contained within the system. Therefore, while it would be a 

valuable addition to any framework, it may be a requirement for any comprehensive 

implementation of FAIR. 

The benefits of this component are that no data will leave the confines of the system, that 

appropriate technical measures can be taken in this environment to make it safer than alternatives, 

and that any attempt to circumvent this environment can be regarded as malicious and be 

sanctioned accordingly. Additionally, this specific practical implementation adds the benefits of 

previous knowledge so that users do not have to wait for an answer in some instances and the 

benefit of collaborating with a large group of employees, by making questions open to all employees 

and keeping a record of previous questions.  

This framework’s implementation of this component goes beyond the minimum requirements, 

taking inspiration from the way tickets are created in technical projects on platforms such as GitHub. 

This approach has several benefits, including the ability to store and search tickets in a database, the 

ability to share detailed configuration data, and the ability to automatically track the history of 

actions taken to resolve issues. The minimal requirements of this component would be to 

incorporate the environment into the system directly and remove all information that could result in 

a personal data breach.  

When the user encounters a problem or has a question they want to ask, they would make use of a 

menu button incorporated into the platform, which would open a menu comparable to the menu 

depicted in Figure 45. The menu includes a search function and filter options, allowing users to 

investigate whether their problem has already been reported and potentially find a solution. If no 

solution exists, the user can create their own ticket using a standardized format that automatically 

includes relevant information such as the system version and time. Other users can also open and 

comment on existing tickets, providing assistance and contributing to the "wisdom of the crowd" 

effect. While the exact details of the implementation may vary depending on the specific project, 

the features included in this example should be considered the minimum requirements for such a 

system. 

The approach discussed above could also be separated into two buttons with one opening a menu 

and the second directly creating a ticket for their problem, however, that approach would likely 

result in many unnecessary tickets being created as problems faced by users and the questions they 

may have are unlikely to be unique. By opening a menu first where the user can search through 

previous tickets, they would likely be able to find their problem there already answered.  
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Three example tickets have already been created. The left ticket 

depicts an issue with logging in to the system. There are 10 comments 

which indicate that people are either also encountering the issue or 

that there is an explanation for why the problem occurs. The green 

checkmark at the top shows that the problem has been resolved. The 

middle ticket depicts an issue with searching in the system. In this 

case, there are only 2 comments. Searching for null has caused the 

query to be thrown out, resulting in no results. This has identified an 

issue with queries that need to be resolved by a developer. The right 

ticket shows a person that needs help. In this case, the user has 

deleted records that need to be recovered.  

When clicking on the button ‘create ticket’ at the top right of the 

platform, the menu depicted in Figure 46 will open. This opens a 

menu with a standardized format for reporting issues, allowing users 

to clearly describe the steps they took, the resulting outcome, and 

their expected outcome. Screenshots of the software can also be 

included, with confidential information automatically removed to 

prevent data breaches.  

When clicking on an already created ticket, the menu depicted in 

Figure 47 will open. This depicts the information from the ticket that 

has been created, as well as comments that have been placed by 

either the original poster or other individuals. If the issue appears to 

be linked to other issues, this information is displayed as well. 

Figure 46 – Example of the Ticket Creation Menu 

Figure 45 - Example Implementation of the Help Platform 
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8.5.6 Data Subject Access 
Another component of the platform is to provide the data subject with read-only access to their 

data. Using a technological solution, in addition to the normal organizational measures that have to 

be in place to comply with the rights of the data subject. This subsection will elaborate on how the 

various rights of the data subjects can be addressed using this approach, in addition to providing a 

practical implementation of this concept. It should be noted however that this cannot completely 

replace the traditional way of contacting an organization to make use of these rights as a purely 

technical solution would likely exclude many older individuals. Which would likely be a violation of 

the GDPR in its own right. 

The idea itself also isn’t exclusive to a FAIR-based framework, as it could be implemented in any 

network. However, to do this successfully does require many of the elements that FAIR addresses to 

be implemented. For example, to be able to provide the data subject with an overview of all their 

data, including their usage, requires an organization to have a complete overview of all data usage in 

their organization, as well as whoever data was shared to. It would also require organizations to 

Figure 47 - Example of the Ticket Interaction Screen 
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make use of a common standard so that data may be erased, updated, or restricted in all locations 

where data related to the data subject is being processed. Without these requirements, this 

component would only be able to offer an incomplete overview that would still require significant 

actions from the organizations to fully comply with the rights of the data subject. 

This framework’s implementation of this component is based on using the BSN of the data subject as 

the primary key, which all healthcare systems are required by law under the “Wbsn-z” to register as 

well as to use whenever data about any patient is exchanged [230] and on using DigID, which is the 

primary authentication method for government organizations and organizations with a public task 

such as ministries, local governments, organizations in the healthcare sector, education, pensions, 

and regional water authorities [231]. Using DigID, the data subject can verify that the BSN belongs to 

this individual, and by giving access permission to the holder of the BSN by default, secure access 

can be given to all data belonging to the data subject. This process has been visualized in Figure 48. 

After the data subject gains access to their data, the data subject can then exercise their data 

ownership-related rights. A concept mockup of which is visualized in Figure 49. However, this does 

not mean that no organizational involvement is required anymore. While a user can always be 

allowed to access their data, the other rights are more complicated and would require an 

organization's permission in many instances. The platform could aid the right of rectification by 

allowing the data subject to provide the correct information directly, but an organization could 

require manual approval for any such changes. The right to erasure and the right to restrict 

processing could also be initiated by the data subject, but depending on the specific categories, the 

organization might not want to make this an automatic process. While categories that already have 

Figure 48 - Data Subject Login Process 
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an evaluation that determines that they could be removed or restricted could be handled 

automatically, in instances where such an evaluation has not taken place or where it was denied, the 

organization would have to process this manually or process any objections based on a denied 

decision. The right of portability can be fully automated on a technical level, as FAIR standards are 

already machine-readable by default, however, organizational approval may still be warranted 

before initiating any transfer.  

 

This component is also able to exceed the requirements set out by the GDPR, giving an even higher 

level of control to the data subject. Data subjects could be given the option to decide for what 

purposes their data could be re-used, for example in the context of research. Using an opt-in or opt-

out approach could make significantly more data accessible for research in a user-friendly way, 

however, the legality of such an opt-out approach would have to be investigated and an opt-in 

approach would have to be actively encouraged to make as many people as possible provide access 

to their data. It should also be noted that the GDPR technically does not require this, as Article 87 of 

the GDPR provides exceptions where data subjects do not have to give consent for the processing of 

their data. However, as organizations are hesitant to provide access to their data when consent is 

not given by the data subject, even with the existence of Article 87, this approach would eliminate 

this reasoning. 

  

Figure 49 - Concept Mockup of the Data Subject Portal 
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8.6 Governance Process 
The proposed FAIR-based framework can be 

applied to project development in three 

primary circumstances, resulting in three 

distinct approaches: creating a project 

based on the default version of the 

framework, developing a project using a 

similar project as a starting point, and 

deploying another instance of a project 

when minimal or no changes are needed. 

The central registry can be utilized to 

determine which approach to select by 

identifying any existing similar projects that 

match the desired specifications and 

requirements, as illustrated in Figure 50. 

Regardless of the chosen approach, some 

level of facility-specific changes and 

additional configuration will be necessary, 

with approaches 2 and 3 reducing or eliminating other required modifications. 

The first approach is employed when no similar projects based on the common framework exist, 

requiring developers to start from the default version of the framework. As the framework's usage 

expands, this approach will likely become less frequent, with more similar projects serving as better 

starting points for new projects. Although the default version contains all components described in 

this thesis, it lacks functionalities tailored for specific projects. This approach is discussed in more 

detail in Section 8.6.1. 

The second approach is employed when existing projects provide a better foundation for new 

project development. As projects are rarely unique and can benefit from previous implementations, 

this approach will likely become the most common method for developing projects using the 

proposed FAIR-based framework. By reducing the workload needed to achieve a certain level of 

functionality, the second approach streamlines the development process. For example, starting from 

another implementation of a source and contact tracing investigation system would be more 

efficient than using the default version of the framework. This approach is discussed in more detail 

in Section 8.6.2. 

The third approach is implemented when previously created projects can be deployed in another 

location without extensive changes. This method enables new facilities to quickly adopt a proven, 

safe, and secure system. It is particularly useful for similar organizations with identical tasks, such as 

hospitals, clinics, and GGDs. For instance, any hospital could use the same software since they 

perform the same tasks, allowing for swift deployment and full data control. In crisis situations, this 

approach facilitates rapid capability increases when needed, such as creating a federated version of 

CoronIT with each facility only accessing its own data. This approach is discussed in more detail in 

Section 8.6.3. 

Section 8.6.4 discusses how data from systems not built using the proposed FAIR-based Framework 

could be imported into a system that was built based on the proposed FAIR-based Framework. While 

this is not the intended use case of this Framework, there are two situations that would make this 

likely, either when migrating from a previous system or in a wrongful application of the Framework.   

Figure 50 - Selecting Project Development Approach 
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8.6.1 Creating a Project Based on the Default Framework 
The first step in each approach is to deploy an iteration of the proposed FAIR-based framework, 

generating the necessary components, data files, and organizational documentation to both comply 

with GDPR and create an efficient, effective system. This can be achieved using a git or container-

based solution. Initially, the framework applied consists only of its core components, lacking 

implementation of functionalities and metadata descriptions of FAIR data, as no data is included in 

the default framework. A DPIA template, based on the technology related to the framework, is 

provided but incomplete due to the absence of data processing information and processing 

rationale. Figure 51 illustrates the deployed core framework, while Figure 52 provides an overview 

of all steps. 

To promote transparency and align with the government's open-source objectives, software 

development should occur in a public development branch. A version should only be deployed and 

made accessible to employees upon receiving approval and a positive DPIA report. Critical security 

updates are exempt from this process but should never introduce new functionalities, to prevent his 

process from acting as a workaround to the approval process. The open-source nature of the FAIR-

based framework minimizes the likelihood of any such attempt going undetected. 

After successful deployment, facility-specific metadata must be added to customize the project for 

the particular facility. Section 8.1 details this information, such as facility name, system purpose, 

operation, and data storage duration. 

The development process follows an Agile methodology, using iterative cycles to implement 

specifications and requirements, gather feedback, and make improvements. Alternative 

methodologies are possible but should be suitable for rapid development and feedback processing. 

For example, the waterfall methodology's linear progression may hinder development speed and 

feedback integration, especially during a crisis, and therefore be an ineffective methodology for us in 

combination with the proposed FAIR-based framework.  

Additionally, the common framework may prove to be a benefit even if another project has not been 

chosen to act as the starting point. Any project can benefit from the specific implementation of 

individual system components and functionalities that have been created for another system based 

on the common framework, by more easily incorporating these elements in a new system. This saves 

development costs, and time. Additionally, any already implemented feature is less likely to result in 

a security vulnerability given that any released version would have to be in full compliance with the 

GDPR.  

Upon sufficient development progress, a new or updated DPIA can be created using the template 

DPIA for the default framework. If a DPIA has already been created, a newer version can be created 

by updating the previous one. This process can further be improved if features are incorporated 

from previously existing systems, by incorporating the corresponding section of the DPIA from that 
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Figure 51 - Completion status after deployment - Approach 1 
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system. In the event that the DPIA contains any significant risk that cannot be mitigated, the DPIA 

must be reported to the AP for them to evaluate the DPIA and either allow or bar the current version 

of the system from being released. This framework has incorporated this legal requirement, yet 

given the importance of any such system, it may be warranted to make the submission of the DPIA a 

requirement for any project, no matter the presence of any significant risks. While there would be 

no legal obligation to wait for a response from the AP in these instances, the AP would be able to 

provide advice on any of the content or may even prevent an unsafe project from continuing.  

If the AP delivers a negative judgment, the project returns to the development cycle to address their 

concerns. Once adequately addressed, the DPIA must be updated and reviewed by the AP again. 

Upon release approval, changes are made at both the central registry and the corresponding facility. 

The approved version is deployed at the facility and made available to users. If this is an entirely new 

project, the system must first be made accessible to clients by registering the internal ports and local 

IP address to a publicly accessible address and uploading this information to the central registry. 

After user creation and role assignment, users can access the system with their credentials and 

perform their duties and responsibilities. At the central registry, the DPIA is uploaded and made 

accessible directly at the projects page on the registry, in addition to all other relevant information 

that has been previously created. 
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Figure 52 – Flowchart of Steps in Approach 1 
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8.6.2 Creating a Project Based on a Similar Project 
The first step in each approach is to deploy an iteration of the proposed FAIR-based framework, 

generating the necessary components, data files, and organizational documentation to both comply 

with GDPR and create an efficient, effective system. This can be achieved using a git or container-

based solution. In this approach, the version of the framework that is deployed is based on a project 

sharing similarities with the to-be-developed project, offering a more developed starting point. 

Figure 53 illustrates the deployed similarity-based framework, while Figure 54 provides an overview 

of all steps. 

To promote transparency and align with the government's open-source objectives, software 

development should occur in a public development branch. A version should only be deployed and 

made accessible to employees upon receiving approval and a positive DPIA report. Critical security 

updates are exempt from this process but should never introduce new functionalities, to prevent his 

process from acting as a workaround to the approval process. The open-source nature of the FAIR-

based framework minimizes the likelihood of any such attempt going undetected. 

While this approach also requires a development cycle, this cycle is likely to be less substantial than 

the previous approach which would only deploy the essentials of the framework. Development work 

has already been done on the implementation of functionalities, the metadata description of the 

data contained in the system, and a DPIA containing this information. The to-be-developed project 

can then build on this project, adding additional features according to the specifications and 

requirements of the system. It should however be noted that this approach needs to carefully 

examine legacy functionalities as any of these functionalities are likely to be created based on 

different situations and different requirements. The to-be-developed project needs to either remove 

such features if they are not required or keep them included in the DPIA, as these functionalities can 

potentially become a vulnerability or security risk.  

The development process of this second approach is similar in the steps that are followed compared 

to the first approach, however, this is intended. The main difference between the two approaches is 

the amount of work that is required to create a system that meets the specifications and 

requirements of the project. Using this approach, the amount of work should be substantially lower 

due to the possibility of re-using previously implemented functionalities. This becomes more 

effective as the framework matures and more projects would exist for any circumstance, resulting in 

more similar projects existing that can serve as an even better starting point. Additionally, the same 

concept of borrowing implementations from all other projects can also be applied to the second 

approach, resulting in an even more efficient development process. 

After successful deployment, facility-specific metadata must be added to customize the project for 

the particular facility. Section 8.1 details this information, such as facility name, system purpose, 

operation, and data storage duration. 
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Figure 53 - Completion status after deployment - Approach 2 
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The development process follows an Agile methodology, using iterative cycles to implement 

specifications and requirements, gather feedback, and make improvements. Alternative 

methodologies are possible but should be suitable for rapid development and feedback processing. 

For example, the waterfall methodology's linear progression may hinder development speed and 

feedback integration, especially during a crisis, and therefore be an ineffective methodology for us in 

combination with the proposed FAIR-based framework. 

Upon sufficient development progress, a new or updated DPIA can be created using the template 

DPIA for the default framework. If a DPIA has already been created, a newer version can be created 

by updating the previous one. This process can further be improved if features are incorporated 

from previously existing systems, by incorporating the corresponding section of the DPIA from that 

system. In the event that the DPIA contains any significant risk that cannot be mitigated, the DPIA 

must be reported to the AP for them to evaluate the DPIA and either allow or bar the current version 

of the system from being released. This framework has incorporated this legal requirement, yet 

given the importance of any such system, it may be warranted to make the submission of the DPIA a 

requirement for any project, no matter the presence of any significant risks. While there would be 

no legal obligation to wait for a response from the AP in these instances, the AP would be able to 

provide advice on any of the content or may even prevent an unsafe project from continuing.  

If the AP delivers a negative judgment, the project returns to the development cycle to address their 

concerns. Once adequately addressed, the DPIA must be updated and reviewed by the AP again. 

Upon release approval, changes are made at both the central registry and the corresponding facility. 

The approved version is deployed at the facility and made available to users. If this is an entirely new 

project, the system must first be made accessible to clients by registering the internal ports and local 

IP address to a publicly accessible address and uploading this information to the central registry. 

After user creation and role assignment, users can access the system with their credentials and 

perform their duties and responsibilities. At the central registry, the DPIA is uploaded and made 

accessible directly at the projects page on the registry, in addition to all other relevant information 

that has been previously created. 
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Figure 54 - Flowchart of Steps in Approach 2 
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8.6.3 Deploying Another Instance of a project 
 The first step in each approach is to deploy an iteration of the proposed FAIR-based framework, 

generating the necessary components, data files, and organizational documentation to both comply 

with GDPR and create an efficient, effective system. This can be achieved using a git or container-

based solution. In this approach, the version of the framework that can be applied requires only 

minor changes, which will be specific to the current facility. An overview of what has been deployed 

can be seen in Figure 55, which depicts that all aspects of the system are either fully or nearly 

complete immediately after deployment. An overview of all steps has been depicted in Figure 56. 

After successful deployment, facility-specific metadata must be added to customize the project for 

the particular facility. Section 8.1 details this information, such as facility name, system purpose, 

operation, and data storage duration. Unrelated to the data files, this requires setting up protocols 

for access to these files as well as protocols related to the monitoring system such as who is 

responsible for manually investigating users that have been flagged or blocked for their activity.   

The next step is to update the nearly complete DPIA with protocols related to who can access 

sensitive files and the monitoring system. If the DPIA of the previous project has been determined to 

be safe enough to be allowed to process data, the DPIA of this project would likely be determined to 

be safe enough to allow for the processing of data as well. Resulting in a GDPR-compliant system 

that can be released.  

If the AP delivers a negative judgment, given previous approval for the project this project has been 

cloned from, the most likely reasoning is an incorrect implementation of sensitive protocols. These 

protocols must therefore be adjusted to ensure that they are in line with the GDPR. Once adequately 

addressed, the DPIA must be updated and reviewed by the AP again. 

Upon release approval, changes are made at both the central registry and the corresponding facility. 

The approved version is deployed at the facility and made available to users. If this is an entirely new 

project, the system must first be made accessible to clients by registering the internal ports and local 

IP address to a publicly accessible address and uploading this information to the central registry. 

After user creation and role assignment, users can access the system with their credentials and 

perform their duties and responsibilities. At the central registry, the DPIA is uploaded and made 

accessible directly at the projects page on the registry, in addition to all other relevant information 

that has been previously created. 

Considering that this approach entails utilizing a pre-existing system with minor, facility-specific 

modifications, it is optimal for all facilities to collaboratively develop updates related to security or 

functionality. This is particularly crucial for security updates that tackle vulnerabilities affecting all 

facilities. Although one facility may implement functionality updates that could benefit others, this is 

likely an exception rather than the norm. The collective resources and capabilities of all facilities 

utilizing the same system significantly surpass those of an individual facility. 
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Figure 55 - Completion status after deployment - Approach 3 
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Updates can be seamlessly applied through the same system used for the initial deployment, 

replacing existing data with verified information from a trusted source. Validation methods, such as 

checksums, ensure that the downloaded data matches the intended information from the trusted 

source. Importantly, this process should not overwrite any facility-specific modifications. 

A key advantage of this approach is the ability to rapidly scale capacity without compromising 

privacy and security. However, it cannot guarantee absolute privacy and security since this relies on 

more than just technology. Although the necessary organizational measures are integrated into this 

framework, they cannot ensure their proper execution. For instance, establishing protocols for 

accessing the central files of the project poses a significant security risk; if compromised, the entire 

facility's database would be endangered. Additionally, no technical solution can address the issue of 

granting excessive access to numerous users. Therefore, while this approach streamlines and 

secures the process, it does not guarantee security, emphasizing the importance of properly 

executing each step. 
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Figure 56 - Flowchart of Steps in Approach 3 



201 
 

8.6.4 Importing Data into a FAIR-based Project 
Given the prevalence of legacy systems that currently have not been required to meet modern 

regulatory and security standards, there is a significant number of systems that will need to be 

replaced by more modern counterparts. More modern systems may also need to be replaced in the 

event that they are unable to meet these same standards. To promote the development of these 

projects using the proposed FAIR-based framework, it is important to make this transition as easy as 

possible, using the existing data that was already stored in these previous systems. This section will 

describe this process in more detail.  

The first step of this process would be to develop the project based on one of the three previous 

development methods. Deploying the default framework if no similar projects have previously been 

created, or deploying a previously created project or even a different instance if a similar project has 

been created before. After this step is completed, a fully completed system without any data will 

have been created. 

After completion of the system, data needs to be added to the system. However, given that the data 

from the previous system has not been FAIR-ified it is currently unable to be directly imported. Not 

only is it unlikely that the data variables will share a common terminology and/or format with the 

new project, but it also lacks any relations between data that are part of the ontology. To ensure 

that data remains interchangeable, the data must first be processed and transformed to fit into this 

ontology.  

Therefore, the second step of this process is to prepare the data for use in the ontology. To do this, 

all data columns need to be examined to determine if they represent entities, attributes, or 

relationships in the ontology. Data columns that represent ontology elements can then be mapped 

to their corresponding elements. Data may also require additional processing, for example, if the 

information is stored in a different format than what is specified in the ontology. For example, dates 

may be stored in a string format in the original system, while the governmental ontology requires 

this information to be stored in the form of a “DateTime”. 

However, even with this process, some data may remain incompatible with the ontology in which 

this data should not be included as it would lead to inconsistent values. For example, the previous 

data set may have stored the fever attribute, with no reference to what constitutes a fewer. The 

ontology meanwhile uses a strict definition with a fever being defined as a body temperature 

exceeding a certain body temperature. In this instance, the information could be included using a 

different relation, to temporarily make use of it in the primary healthcare process, but should not be 

used in any kind of analysis.  

The third and last step of this process is to create RDF triples based on the mapping of the data 

columns with the corresponding ontology elements. The creation of the triples itself can be achieved 

using a simple script that reads the format the previous data has been stored in, applies all relevant 

transformations, and then creates the RDF triple itself. The triples can then be imported into an 

ontology file, after which the ontology data can be validated against the ontology’s restraints 

concerning consistency, completeness, and correctness. Any mistakes in this process need to be 

corrected in the previous step. Upon completion of this process, all relevant information has been 

imported into the new, FAIR-based, system. 
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8.7 Security Vulnerabilities 
This section discusses the security vulnerabilities inherent to the proposed FAIR-based framework, 

which are not necessarily unique to the proposed FAIR-based framework but are instead 

vulnerabilities that cannot be fully eliminated. These vulnerabilities can be divided into two 

categories: security vulnerabilities related to network intrusion and vulnerabilities related to 

incorrect implementation of the proposed FAIR-based framework. 

The examples provided are not an exhaustive list of possible attacks, and should not be considered 

the only types of attacks an organization must address. Instead, the aim is to raise awareness that, 

while this architecture is designed to ensure privacy and security, no system can guarantee it. 

Especially given the concept of zero-day exploits, which are unknown flaws or vulnerabilities, that in 

some instances cannot even be anticipated.  

Continuous work is required to ensure the sensitive personal data of numerous individuals remains 

secure. The framework's intention to establish a common standard with transparent development 

significantly increases resources dedicated to addressing these security vulnerabilities and expands 

the number of eyes on the project to aid in detecting vulnerabilities. However, even this is not a 

guarantee of security. Project-specific additions and changes also need careful review to ensure they 

do not result in additional security vulnerabilities. 

8.7.1 Network intrusions 
Network intrusions pose a major threat to any computer system. Like traditional systems, the 

proposed FAIR-based framework must protect its data from external attacks. Although this thesis 

has not extensively covered protection from external attacks, it will discuss the possible effects of a 

network intrusion by describing the potential impact on specific components and how these can be 

mitigated. This section will not cover preventing network intrusion, as this is unrelated to the 

framework itself and depends on organizational security measures or potential flaws in system 

protection. 

A significant network intrusion could result in the database being transferred to a malicious actor. 

While this would constitute a major personal data breach in scope, with large-scale breaches 

affecting millions of people, any database should be strongly encrypted, reducing the actual impact 

on affected individuals. Encryption does not guarantee data privacy and security, though; exposure 

of the decryption key or flaws in database implementation could still allow malicious actors to 

recover valuable information. Thus, the focus should be on preventing malicious actors from 

accessing the database, preventing database transfer, and monitoring and shutting down any 

transfer attempts quickly. 

A less significant network intrusion, or one where the malicious actor does not expect to recover 

information from the encrypted database, might target metadata files regulating data access. By 

altering these files, an attacker could adjust the level of information exposed to specific users and 

user roles. For example, an attacker might modify the search query system to expose complete 

information on all data subjects without limiting the information returned. Although such an 

attempt would be noticeable to other users with that role, making it a highly visible attack, an 

attacker might create a new role and assign themselves to it to avoid detection.  

However, these attacks can be prevented by making metadata files immutable, except under very 

specific and secure circumstances. Any changes in metadata files should be logged with high-security 

flags or time-based, so any attack can be discovered before a malicious actor can make or exploit 
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these changes. The framework itself could also be designed to disallow such extreme changes, 

although a malicious actor might then opt for more subtle changes. If the previous system is 

implemented correctly, even minor changes would be immediately apparent and unlikely to 

succeed. 

The most sophisticated attack would target metadata files only when there is a reason for them to 

be changed. For example, if a framework is constructed and a specific project is created or updated 

at a location from a central repository, a malicious actor might target this time to weaken the 

system's security. Instead of using the central repository, the project could be based on a forked 

repository with hard-to-detect but significant changes. However, even these kinds of attacks can be 

detected by employing a hash validation function to ensure updates use the correct project files.  

The least significant network intrusion, or ones where the malicious actor aims to remain entirely 

undetected, involves adding themselves to the user database. By doing this, they would gain access 

to the same information available to users of a specific role. This type of attack is relatively 

challenging to detect, although a system could be designed to identify anomalous additions to the 

user database. 

A more subtle and less detectable method would involve using social engineering to add users to the 

database by exploiting the credentials of an authorized individual. This should be prevented by the 

multi-factor authentication system required for account access or by a monitoring system that 

identifies such attempts as aberrant behavior. Furthermore, the monitoring system should detect 

unusual behavior when the malicious actor logs in as a legitimate user and tries to extract 

information that deviates from the activities of regular employees.  

8.7.2 Incorrect implementation of the FAIR-based framework 
In addition to network intrusions, security vulnerabilities may also arise from mistakes made during 

the creation of the proposed FAIR-based Framework or from how an organization configures the 

system developed using the framework. 

To give an example of the first category, the entire system around data access is only able to 

guarantee the privacy and security of the data subject if the system itself doesn’t contain any 

exploitable flaw. While this could be exploited through a network intrusion, there is also a major 

danger from internal employees that already have legitimate access to the system. Through 

exploiting vulnerabilities, they would be able to access information beyond the restrictions of their 

user account and user role. 

To prevent this, every API call, a user's role, identity, and level of access must be validated at every 

step. The various flowcharts and pseudocode included in Sections 8.3.1 to 8.3.3 offer an example of 

this with it never being assumed that a user has the required level of access simply because the user 

was able to call that function. However, there are many exploits related to bypassing lines of code 

execution such as a buffer flow for example, which could prevent these checks from being executed. 

Meanwhile, there are also various techniques to prevent these exploits, such as Address space 

layout randomization to counter the specific previous example. To try to guarantee the privacy and 

security of the data subject, this will need to be done for everyone's known exploit, as well as 

anticipation of future possible exploits. While this would likely be beyond the level of resources 

committed to a single project, this is entirely possible to commit to the further development of the 

common framework, as this proposed FAIR-based framework has been designed to be. 
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To give an example of the second category, while the access and control system can effectively 

restrict data and information access to any user and thereby guarantee the privacy and security of 

the data subject, the highly flexible nature of this system allows organizations to determine 

themselves what these restrictions are. In the event that organizations aren’t restricitive enough in 

providing access, users could still end up in situations where they have access to far more data than 

they would require. This would result in a repeat of what happened to CoronIT, even with a system 

that is superior concerning the protection of privacy and security in every way. Given that these 

problems are organizational instead of technical, a technical solution cannot address this without 

hampering the flexible nature of the system. 

The proposed FAIR-based framework contains some elements to prevent this from happening, 

however, the effectiveness of these techniques is uncertain. For example, a DPIA would state the 

risks contained in the system, but as this is the way that systems traditionally operate, Data 

Protection Officers may not see these decisions as a risk. With the system containing no significant 

risks, It is not legally required to report the DPIA to the AP. While the proposed FAIR-based 

framework suggests making this a mandatory step, this can only be enforced by the Dutch 

government. AcICT supervision would theoretically be able to spot such decisions, however, given 

both the budgetary restrictions of the organization and their mandate is limited to larger projects, 

not all projects would be able to be reviewed. 

The open-source nature of the FAIR-based Framework and the increased level of transparency 

through the use of the central registry may aid in such decisions being detected, but from an outside 

point of view, these decisions aren’t necessarily wrong and depend on the expertise of the staff 

involved in processing the data and their requirements and responsibilities. It is likely that in many 

circumstances, these things would go unnoticed. Especially at the start of the use of the common 

framework where nobody has experience with either its potential or normal mode of operation. 

However, such information could be included from the start in the central registry. 

Another possibility would be to limit the flexibility or create some sort of warning system based on 

previous knowledge with specific data fields and the number of employees and level of access that is 

provided. This is a realistic solution but needs additional development to determine the exact details 

of its implementation, as well as the decisions to allow development but provide a warning, or to 

prevent a project from being released. Additional considerations need to be made concerning the 

fact that users are added at a later time, which would change the number of users with access and 

therefore the potential risks of any level of data access.  

Another example of the second category is an incorrect implementation of the monitoring 

procedure. This risk is not related to the organization's decision to implement a monitoring 

procedure, nor the fact that such a procedure could be inadequate. While these are possibilities, this 

thesis will assume that these problems would be spotted through the creation of the DPIA, either by 

the public, the AP, or the Data Protection Officers involved in the project. Instead, the main risk is in 

the organization not carrying out its created procedure. No supervisory organization or component 

guarantees that an organization carries out this process correctly.  

A possible solution to address this could be to have organizations report the number of incidents 

they have, including the number of incidents that required manual review and what the outcome of 

these reviews was. This would measure the effectiveness of the organization’s procedures regarding 

the monitoring system. Although with the major caveat that if the monitoring system itself would be 

unable to distinguish behavior, or only able to catch the worst offenders, the results would be 

positive. 
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9. Discussion 
The discussion section has been divided into four sections. Section 9.1 discusses the case study into 

the GGD during the Covid-19 pandemic, in the scope of HPZone (Lite), CoronIT, and the further 

context of the governmental IT environment in the Netherlands. Section 9.2 discusses the reasoning 

behind the choice to make the proposed FAIR-based Framework a common framework instead of a 

purely crisis-specific one. Section 9.3 discusses the use case and considerations that this thesis has 

found for the proposed FAIR-based framework 

9.1 Case Study into the GGD during the Covid-19 Pandemic 
This case study investigated the role of the GGD during the Covid-19 pandemic, primarily focusing on 

the main systems used to support source and contact tracing processes (HPZone and HPZone Lite) 

and testing and vaccination processes (CoronIT). In addition to examining these systems, the study 

explored alternative options and the broader Dutch IT environment to contextualize the findings. 

This comprehensive investigation covered potential strategies for system development, including 

utilizing or improving legacy software (HPZone and HPZone Lite), acquiring commercial off-the-shelf 

software (CoronIT), and developing software internally (Corona Melder App). 

The primary focus was on CoronIT and HPZone (Lite), as they were significant support tools requiring 

extensive human interaction. These systems were used by tens of thousands of individuals and 

needed to meet privacy, security, and internal security standards to protect against malicious actors 

with system access. In contrast, the Corona Melder App was a phone app with less human 

involvement, reducing internal security risks. However, privacy and security by design remained 

crucial. Since human presence was the most significant challenge during the pandemic, the Corona 

Melder App was only used for comparison in certain aspects and was not investigated in detail. 

Crisis situations are unique and difficult to anticipate or prepare for, and often require a rapid 

response. This results in a complex question, where on the one hand a quick response is needed 

which would imply that any solution needs to either be quickly developed or developed in advance, 

while on the other hand, the uniqueness of a crisis situation makes it difficult to impossible to either 

have a solution on hand or to develop one quickly. This case study addresses the global pandemic 

crisis, with systems supporting source and contact tracing investigation and testing and vaccination 

processes as the solution. Other crises, whether in healthcare or elsewhere, may pose unique 

challenges with distinct solutions. Consequently, while the findings apply to this crisis, they may not 

entirely apply to other situations, although many insights are broadly applicable to other 

organizations and projects. 

In theory, the Dutch government should have been well-prepared for this crisis, as the necessary 

infrastructure and experienced personnel were in place. The HPZone system, used for years for 

source and contact tracing investigations, was employed during the pandemic, albeit on a larger 

scale and with a revised version (HPZone Lite) sharing the same database and architecture. For 

testing and vaccination processes, Praeventis, the system supporting the Dutch national vaccination 

program since 2003, would have been used. However, the government decided to use CoronIT, a 

newly acquired commercial system, instead. As a result, the Dutch government could not fully 

benefit from the existing systems that would otherwise have been utilized to address the crisis. 

HPZone was not designed to support the scale it was used at during the pandemic, with tens of 

thousands of employees instead of the usual hundreds. The system also failed to meet modern 

requirements before the pandemic, raising questions about its continued use. The GGD and the 

Dutch government were aware of these issues but chose to use the system due to a lack of 
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alternatives and a desire to maintain continuity. This contrasts with the decision to replace 

Praeventis with newly developed software. 

A detailed examination of HPZone Lite and CoronIT revealed that despite differing initial approaches 

to data management, design decisions led to both systems sharing similar flaws and vulnerabilities. 

Initially, HPZone was a highly federated system with each GGD region managing its instance. Activity 

by users was generally not monitored and any monitoring logs were only kept for a short duration.  

During the Covid-19 pandemic, HPZone Lite was created without addressing existing issues but 

separating Covid-19 information from other diseases and allowing employees from one region to 

operate in another's instance. This resulted in a system where employees could access information 

on data subjects across the Netherlands, with unlimited access levels and minimal monitoring 

systems. 

CoronIT, specifically acquired for the crisis, was designed as a unified system allowing employees to 

access information related to data subjects regardless of their security region. While technical 

information related to CoronIT is limited, it can be expected that due to being acquired specifically 

for a major crisis, it was built with respect to the high number of employees that would be 

interacting with it. Which is supported by the limited technical disruptions related to this system. 

While being designed for a high number of likely less experienced employees, every employee would 

still have a high level of access, being able to fill in for any job in any region. Monitoring systems 

were referenced in the DPIA, and deemed to be required due to the substantial value of the 

information contained in this system, but were never properly implemented. Resulting in a second 

system where employees would be able to access information from data subjects across the entirety 

of the Netherlands, with an unlimited level of access and few to no monitoring systems in place.  

Both HPZone and CoronIT systems show substantial evidence of non-compliance with legislation. 

Section 5.6.7 reveals that the procedures for creating and updating Data Protection Impact 

Assessments (DPIAs) were not adhered to. Although HPZone's legacy status might justify the 

absence of a DPIA, the significant changes introduced by the derivative system, HPZone Lite, 

certainly necessitate the creation of one. CoronIT, as a newly developed or acquired system, always 

requires a DPIA. While an initial DPIA was created, it was not updated as legally required, resulting in 

the deployment of a system inconsistent with the corresponding DPIA. Moreover, the 

recommendations and findings of this DPIA were not integrated into the updated version, which is 

typically a prerequisite for using a system with substantial risks. In contrast, the Corona Melder App 

continuously created and updated its DPIA, in compliance with GDPR requirements. 

If the legislation regarding DPIA creation and updating had been followed, these systems would 

likely have needed to be reported to the Dutch Data Protection Authority (AP), which would have 

prohibited their use until privacy and security risks were mitigated. In severe cases, the Dutch 

Central Agency for ICT (AcICT) may have been asked to intervene, provide advice, and take further 

actions to improve the systems' success. However, this thesis cannot definitively determine the 

outcome of such a hypothetical situation. 

There is some evidence supporting the theory that the Dutch government deliberately chose not to 

create these DPIAs to expedite the systems' deployment, despite the necessary changes to minimize 

data subject risks. Given that the Dutch government creates thousands of DPIAs annually for most, if 

not all, projects under its jurisdiction, it is unlikely that they lacked the resources or awareness to 

create one. The GGD and the Ministry of VWS were aware of HPZone's issues before the pandemic 

and still proceeded with HPZone and HPZone Lite without creating a DPIA. A data protection officer 

at one of the Dutch ministries suggested that the government might sometimes choose not to create 
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a DPIA if other factors were deemed more important. In this case, the government may have 

prioritized rapid response to the pandemic over DPIA compliance, fearing that admitting the health 

systems' privacy and security risks would discourage individuals from using healthcare services 

during a crisis. This would also explain the lack of response to internal reports related to the lack of 

security within the GGD, as well as match observations shared by management-level individuals at 

one of the GGDs. However, this theory remains unconfirmed, and only a governmental inquiry could 

definitively verify it. 

These kinds of situations are made possible by a general lack of transparency in project development 

and their corresponding organizations. The remarkable openness and transparency demonstrated by 

the Corona Melder App is the exception rather than the rule, with this approach not being applied to 

other projects. For instance, while any DPIA corresponding to an in-use system should not be able to 

contain any unmitigated risks, these documents are typically kept private and when released make 

use of excessive redaction of information. Neither is it easily accessible if DPIAs have even been 

created for any system, requiring WOO requests for any organizational information. This thesis has 

relied on WOO requests from Stichting ICAM and my own additional requests to access this 

information, as these requests are limited to the exact information that has been asked, to confirm 

that DPIAs have indeed not been created or created incorrectly. In the context of CoronIT, this was 

only possible because this system was ordered by the Ministry of VWS, as GGD GHOR does not fall 

under the mandate of the WOO. Without this, CoronIT would have been inaccessible to any 

investigation except for a governmental inquiry. In the context of HPZone, information was only 

accessible to WOO requests at each individual GGD, which could lack information that would only be 

present at GGD GHOR.  

The same applies to the quality of CoronIT and HPZone's code and the flaws in their software. Since 

the project was not open-source, unlike the Corona Melder App, and in contrast to the government's 

intentions since 2020, the public had no way of learning about these issues. A DPIA could have 

identified areas of risk, but as previously mentioned, these were either not created or improperly 

executed, and even if they had been, public access would have been unlikely.  

While CoronIT and HPZone may have been employed during a crisis, this thesis finds it improbable 

that the crisis situation itself was the primary cause of the numerous issues encountered. Time 

pressure may have played a role, but it should not have hindered the implementation of minor 

adjustments that could significantly improve these systems. For instance, no level of time pressure 

justifies the failure to activate monitoring functions or the lack of data storage for more than a 

month. Similarly, time constraints cannot explain the absence of protocols to review logged data or 

the inability to disable an export functionality accessible to all employees for an entire year. If the 

public had been informed about these issues before the major personal data breach in January 2021, 

the problems and resulting consequences might have been less severe. 

9.2 Common and Open-Source Framework Vs. Crisis Specific 

Framework 
Given the fact that crisis situations are unique and difficult to predict, it is difficult to adequately 

prepare and develop systems in advance. Therefore, the only realistic way to adequately prepare for 

crisis situations is to ensure that any given project is able to be quickly developed, to address any 

kind of crisis scenario. This thesis has chosen to address this through the development of a 

framework that offers a high level of flexibility, allowing for a variety of projects to be built, and 

offers the ability to develop projects quickly. In addition to this, it is important that any such 
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framework should not reduce the level of privacy and security of any system and no shortcuts should 

be taken to enable the quick development of any such system.  

Based on these facts, this thesis has chosen to create a common and open-source framework that is 

used for general situations as well as crisis situations, instead of a crisis situation-specific framework. 

The primary reason for this is that, in the creation of a framework flexible enough to be used in any 

crisis situation, the same framework would be flexible enough to be used to develop regular projects 

as well. In addition to sharing this overlap, the development of a common framework, and the 

significantly increased level of use, would make it significantly more likely for any such framework to 

be successfully adopted as will be discussed in further detail in this section.  

The first major obstacle to the development of the proposed FAIR-based framework is related to 

economics. While the development of such a framework will require significant investments, 

investing resources to prepare for future situations isn’t popular and it will be difficult to maintain 

the level of resources required to make this successful.  In contrast, investing resources in a common 

framework that sees constant use is significantly easier to justify. A framework that sees constant 

use would see significantly higher levels of resources allocated to it. This would allow further 

development of the framework, making it more effective when it is used, either in a general or a 

crisis situation.  

The second major obstacle to the development of the proposed FAIR-based framework is related to 

expertise. Closely related to economics, resources will need to be used to hire and pay for 

experienced personnel that would develop the framework. Considering the fact that the Dutch 

government already has a shortage of technical employees, reducing this number even further to 

create a framework in preparation for crisis situations that may happen in the future is an unlikely 

scenario. In contrast, using technical employees to develop a common framework to improve the 

general state of IT in the Netherlands is a far more likely scenario and matches the intentions of the 

Dutch government. By making projects easier to develop, standardizing data usage across entire 

sectors, and making personal data more private and secure and less likely to result in personal data 

breaches and political incidents this goal can be achieved.  

This same obstacle also applies to the Dutch government’s reliance on outside contractors. Given 

that the proposed FAIR-based framework is an entirely new standard, with contractors having little 

expertise related to FAIR given its age and less prevalent use outside the academic sector, expertise 

cannot easily be found. While the Dutch government is big enough to offer up a profitable market 

for any kind of standard they specify, a more limited and crisis-specific framework, would reduce the 

future number of contractors with expertise compared to the adoption of a more common 

framework.  

The third major obstacle to the development of the proposed FAIR-based framework is related to 

capability. Considering that crisis situations aren’t common, and each situation is unique, a 

framework that would solely be used in crisis situations would see little use. While the development 

of such a framework is already unlikely at best, based on the previous obstacles, such a low level of 

use would prevent individuals and organizations from gaining expertise in developing projects based 

on the framework. Without this expertise, no matter how well-constructed the framework is, any 

project developed based on the framework has a drastically lower probability of success. While 

continuous test projects could be created to try to establish this level of expertise, this faces the 

same obstacles related to economics and expertise, making it unlikely that tests will be conducted in 

the quantity required for this approach to be effective.  
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The fourth major obstacle to the development of the proposed FAIR-based framework is related to 

efficiency. In addition to gaining of expertise, a common framework that sees constant use would 

also result in numerous successful implementations of systems and functionalities, across a variety 

of projects. In a crisis situation, these previously created projects have significant value for the 

development of new projects, being able to be used as either the starting point of a new 

development or to reuse specific implementations of functionalities. However, this concept is only 

effective when there is a variety of previous projects available, which is unlikely for a framework that 

is only used for a limited number of crisis situations. 

The fifth and final major obstacle to the development of the proposed FAIR-based framework is 

related to supervision. The level of oversight in projects is a major issue found in the GGD case study, 

with organizations such as the AP and the AcICT not being, or not being able to be, involved with the 

supervision of projects. While the AcICT may not have the resources or intention to evaluate every 

project they are mandated to evaluate, a common standard would address this by reducing the time 

it takes to evaluate projects. With a common standard, the AcICT would only have to evaluate the 

common standard itself, and any project-specific changes, which are likely to be minor and thus 

require less time. This also addresses the main goal of the AcICT, which is to improve the general 

state of governmental ICT in the Netherlands, as the common standard would apply to a larger 

number of projects. A framework that is only used in crisis situations would not have this same level 

of importance, making it unlikely that it would be prioritized over the evaluation of other projects.  

9.3 Proposed FAIR-based Framework 
The proposed FAIR-based Framework consists of three main areas of improvement, of which the 

first and the last areas will be discussed in detail in this section. The first area is the Dutch 

governmental ontology, which increases the level of transparency from the organizational layer 

down to the specification of the variables used in a project. Creating the ontology itself was beyond 

the scope of this thesis, instead opting for a description of the content and design of the ontology, to 

aid in the development of the Dutch governmental ontology, by the Dutch government, in the 

future. The third and final area is the common system framework, which allows for the easy 

deployment of either a default version or any other previously created projects based on the 

proposed FAIR-based framework.  

9.3.1 Dutch Governmental Ontology 
The creation of the Dutch governmental ontology used to support the proposed FAIR-based 

framework is the easiest to develop from a technical point of view, requiring a comparably small 

amount of development time and can easily be expanded through the addition of additional 

relations to other entities and information. Although it was beyond the scope of this thesis. 

Collecting and storing this information will be a far greater change however, as while much of this 

information has already been recorded, this has been recorded over a large number of different 

sources and a variety of different formats. However, this primarily applies to large projects with an 

ICT component of more than 5 million euros, that have been developed or are in development 

around 2017 and later. Smaller projects, and older ones, especially ones that are considered legacy 

systems, have also not completed a DPIA, resulting in this information not being readily available. 

Large organizations can also have a large number of systems that would need to be recorded, such 

as the “Belastingdienst” which utilizes more than 800 systems, which would be a significant task to 

successfully investigate and store.  
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Storing this information and providing the public with access can have significant value as it 

increases transparency in government, but the information exposed to the public should likely be 

limited. In the creation of this ontology, it will create a comprehensive overview of all projects, but 

given the general state of ICT in the Netherlands, many of these projects may not be up to modern 

security standards. In this event, the creation of a comprehensive overview would be damaging to 

privacy and security as this would create an overview identifying valuable targets for malicious 

actors, which can then be used to determine the ones with the weakest level of security.  

Based on this information, whether made public or not, significant investments should be made to 

address these flaws and ensure that systems are protected. This is both a requirement of the GDPR 

and as this information is stored somewhere, it is possible that a malicious actor would gain access 

to this list, which would expose the information even if it was not made available to the public. 

Which would increase the need to address these flaws even further. 

The overall value for this specific component, even if the other components of the framework are 

not implemented, is significant. Creating a comprehensive overview of actionable information that 

currently simply doesn’t exist. Allowing for automatic analysis of aspects that would previously have 

taken a significant number of manhours, or be impossible to do in general.  

For example, the information included in the ontology would make it possible to automatically 

assess the general state of ICT across the entire Dutch government, based on the implementation of 

security measures, the creation of a DPIA, or even the number of projects built using the proposed 

FAIR-based framework. This information can then also be compared between various ministries, 

categories of data, or even specific organizations to identify and address any potential issues.  

Another example is the ability to review project developers based on previous performance based 

on a wide variety of factors, to assess which vendors would be suitable to develop any specific 

project. For example, in the context of the case study, such an analysis would have identified that 

GGD GHOR is not the traditional developer of healthcare projects, and has a small budget, with the 

tender being a significant share of that budget, making it exceedingly less likely to be chosen 

compared to a different organization. If GGD GHOR was the only organization offering to undertake 

the project, the same approach could have resulted in a notification that this choice would have a 

lesser chance of success, potentially being connected to the supervisory organizations as the threat 

to privacy and security is high and the probability of success of the project without involvement is 

low. 

Another example is the ability to more effectively prioritize which projects should be further 

investigated by supervisory organizations. The current approach of the AcICT, a sampling-based 

method is unlikely to be the most effective approach. If the purpose of the AcICT is to improve the 

general state of ICT in the Netherlands by sharing findings so that all projects can benefit, then 

projects should be chosen to maximize this effect. Either projects that are different in some regard 

from other ones to address unique issues or projects that are most likely to have problems that 

other projects would also have to have the most impact. Additionally, if the purpose to improve 

singular projects is the most important, then projects should be selected based on the size of their 

budget, to result in the most significant cost reduction. Or it should be focused on projects with a 

low probability of success to intervene in the projects that need intervention the most. Or it should 

be focused on projects that process the most sensitive data for a larger group of data subjects.  

The current approach of the AP is to take action either when they receive a DPIA or when they 

receive actionable reports. However, this approach isn’t effective when an organization decides to 
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not create and/or report a DPIA or when no such reports are made specifically to the organization 

while problems still exist. To address these problems and more effectively utilize the resources of 

the AP, or even to request additional resources, the information contained in the ontology could be 

used to identify projects that would most likely benefit from the involvement of the AP. For 

example, legacy systems are not required to make a DPIA while they may process sensitive data 

without security measures. Currently, there is unlikely to be an overview of this system, which is why 

creating such an overview is so important. With this information, the AP would be able to warn each 

of these organizations that they need to make adjustments to these systems, and even though this 

recommendation is voluntary, it is ill-advised to ignore this advice as any incident based on the 

refusal of this advice would reflect badly on both the organization and the people involved with 

these decisions. Any other system that processes sensitive information, without the creation of a 

DPIA, or with the creation of a DPIA but without the implementation of certain security measures, 

could also trigger an investigation by the AP.  

9.3.2 Development and Deployment 
The proposed FAIR-based framework developed in this thesis is tailored to the specifications and 

requirements of the Dutch healthcare system, but it is not inherently unique to the Netherlands. 

Since the GDPR applies to the entire European Union, a system compliant with GDPR in the 

Netherlands can also be deployed in other member states, with minor adjustments for specific local 

laws. Moreover, countries outside the EU typically have lower data protection standards, and many 

are aligning their data processing laws with the stringent GDPR. Consequently, a GDPR-compliant 

system is likely to be compatible with local data processing laws in non-EU countries, although minor 

changes may be needed. 

While the FAIR-based framework may be legally suitable, its practical implementation across 

countries is also crucial. The Netherlands is a wealthy country with considerable technical expertise. 

However, the framework does not require cutting-edge technology or extensive resources, making it 

feasible for countries with less wealth or expertise to implement it in their healthcare systems. The 

success of the VODAN Africa project, a FAIR network built with minimal resources, in Africa, supports 

the claim such a FAIR-based framework could be constructed all over the world. It should however 

be noted that VODAN Africa was able to benefit from a substantial number of partners, which is 

unlikely to be the case for other projects. 

This is addressed however through the development of a common base that can be used to further 

develop and deploy projects. As this would be developed ahead of time, this would reduce or 

eliminate the significant technical requirements of developing a project based on FAIR. Additional 

parties could also be contacted and used to ensure that this development would result in a usable 

common base. Other countries could then make use of the developed common base, as well as 

continue its development in their own country. Through this, the Netherlands could then also 

benefit from the created improvements and projects by those different countries and organizations.  

While the FAIR-based framework would offer a privacy and security-oriented way to develop 

projects, this does not necessarily address the unique nature of a crisis situation. Ideally, any crisis 

situation would already be addressed through a technical project advance, which is unlikely given 

the fact that any crisis situation is unique and likely to require its own unique approach. As such, any 

project to address any specific crisis may likely only be constructed during the occurrence of a crisis, 

at which point the system would already be required. This thesis has proposed the creation of a 

common standard that could be used to quickly construct such systems based on the principles 

discussed in the previous section, which would be addressed this limitation. However, the difficulty 
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of developing such a common framework also exceeds the difficulty of building any individual 

project based on the FAIR-based framework. Making the creation of such a common framework 

difficult and requires a significant amount of support. 

Another aspect related to this common framework that needs to be discussed is the fact that while 

there are many advantages to such an approach, such as an increased number of resources as 

resources can be re-used, a higher level of expertise with the common standard, and the 

standardization of the development of any project, this is not without risk. If a large number of 

projects were to be built on this standard, they would also share the standard’s security 

vulnerabilities, increasing the amount of data that could be breached when such a vulnerability 

would be discovered. While the probability of such vulnerabilities would be minimal given the 

number of resources a common standard could receive while remaining economical, this is only 

when the standard remains properly supported. If at any point the Dutch government, after the 

standard’s adoption, would decide to reduce its investments in the standard, the probability of such 

vulnerabilities would drastically increase, potentially affecting any project built based on the same 

standard. 

Additionally, the FAIR-based framework aims to enhance transparency and public involvement in 

development. While this aligns with the Dutch government's intentions, the GGD case shows a lack 

of transparency, suggesting that some governmental organizations may oppose this trend. As the 

approach discussed in this thesis surpasses the intentions of the algorithm register and the 

intentions behind the development of the Corona Melder App, this may decrease the likelihood of 

the standard's adoption even further.  

Increased transparency and open-source development can reduce mistakes and flaws in systems but 

also highlights them. If these flaws are not addressed quickly, they may lead to negative public 

perception and political repercussions. For example, if HPZone (Lite) had adopted the proposed 

FAIR-based framework's level of transparency or followed DPIA creation rules, security 

vulnerabilities, and risky design decisions would have been discovered more rapidly. This could have 

deterred people from interacting with the GGD or led to a political scandal, reducing the likelihood 

of the standard's adoption. 
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10. Conclusion 
This study aimed to determine to what extent the FAIR guidelines can enhance GDPR compliance 

within governmental healthcare systems during crisis situations. To fully comprehend the findings of 

this investigation, it is essential to first understand the various components making up this 

investigation and research question. The first component, ‘FAIR guidelines’, relates to the flexible 

FAIR principles that can be implemented in diverse ways, as long as the core principles are adhered 

to. The second component, ‘GDPR compliance’, relates to the privacy and security of personal data 

processing in any kind of system as well as the additional data ownership-related rights data subjects 

have under the GDPR. The third component, ‘governmental healthcare systems’, relates to systems 

processing highly sensitive (medical) information, demanding rigorous security standards and 

protocols to ensure the privacy and security of this processing to align with the requirements of the 

GDPR. Given their critical role in public health, healthcare systems carry additional importance 

compared to other systems, as any potential problems could have implications beyond individual 

data subjects. For example, endangering public health as a whole due to either a lack of information 

availability or distrust in and avoidance of the healthcare process. The fourth component, ‘crisis 

situations’, relates to an unexpected and unique situation characterized by the inability to either 

anticipate or prepare for. Combining these components results in an investigation focused on 

applying the FAIR guidelines to address data privacy and security concerns within systems processing 

highly sensitive information during unpredictable crises. 

In investigating this question, it has become evident that developing a solution exclusively for crisis 

situations would be either ill-advised or impractical. Such a solution would likely see limited usage 

compared to those designed for general situations, resulting in reduced resource allocation and 

expertise availability. Consequently, the overall probability of success would significantly decrease. 

Given the unforeseen and unique nature of crisis situations, any effective solution must prioritize 

flexibility and a high level of customizability, which would result in a solution that could be used for 

the development of many different projects. Therefore, there would be no reason not to make use 

of this solution in the development of projects beyond a crisis situation. Using this approach, any 

solution would also be more effective in a crisis situation, establishing a widely supported standard 

with substantial investment and expertise gained through constant use in various situations. 

Any solution, regardless of its design, will inherently fall short of guaranteeing complete GDPR 

compliance for a system. While technical and organizational measures can be specified and made 

more accessible for implementation, achieving GDPR compliance remains project-specific, with the 

potential for mistakes to occur in any project. Even with increased transparency, the likelihood of 

detecting mistakes may rise, but there is no assurance that they will be promptly detected and 

addressed. Furthermore, certain GDPR violations may not result from mere mistakes but rather 

deliberate decisions, driven by a desire to enhance efficiency or expedite system releases. 

Transparency can contribute to revealing such decisions, but it cannot ensure their prevention or 

timely resolution. The most any solution can achieve is an improved level of GDPR compliance 

through the specification of technical and organizational measures to bolster security, while also 

facilitating the detection and resolution of both inadvertent errors and intentional decisions. 

Furthermore, numerous smaller violations of the GDPR are often not related to technical or 

organizational measures. These violations can involve minor data breaches affecting only one data 

subject. For instance, a simple example would be the inadvertent delivery of information intended 

for a specific individual to a different recipient, such as when a letter or package is sent to the wrong 

address. The underlying causes of such incidents can vary, ranging from errors by the postal service 

to individuals providing incorrect information or data duplication errors. While potential solutions, 
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like utilizing the basisregister Persoonsgegevens to eliminate data duplication errors, could be 

implemented, this investigation did not specifically address such minor violations. 

The application of the FAIR guidelines in this thesis, following the proposed FAIR-based Framework 

outlined in Section 8, aims to enhance GDPR compliance in three key areas. Although the proposed 

Framework is purely theoretical, it does not rely on exotic or advanced technology, making it 

feasible to construct with resources beyond the scope of a Master's thesis. The first area of 

improvement involves creating a Dutch governmental ontology, for which thesis has described the 

content and design to aid the creation of the Dutch Governmental Ontology in the future. This 

future ontology expands the existing FAIR ontology for Dutch governmental organizations to include 

a projects and projects variable layer. The projects layer consolidates information related to projects 

that currently reside in numerous data sources, while the Projects Variable layer combines the 

traditional use of the FAIR principles, to standardize data formats and common terminology, with 

GDPR-related information. The main purpose of this area is to increase transparency and allow the 

use of information that currently would not have been easily accessible and/or queryable, to shape 

decision-making.  

This area of improvement also has substantial value for the general state of Dutch ICT as a whole as 

due to the increased amount of information in a well-structured overview, it allows the ability to 

compare and monitor organizational and project-based information. Through the previous results of 

organizations in project development in any specific context, a better judgment can be made 

regarding which organizations should be in charge of developing any specific project. At a greater 

level, when specific information is added, it can function as a way to determine the implementation 

status of any governmental initiative in projects and organizations, allowing for both reports, 

comparisons between organizations, and the ability to more effectively address issues. The 

information contained in systems themselves, especially concerning their sensitivity and other 

GDPR-related information in combination with the implementation of security standards and GDPR-

related procedures, can also be used by supervisory organizations to more effectively use their 

limited number of resources compared to their sampling-based approach. Allowing for either an 

earlier intervention, or increasing the probability of success in the most important projects.  

The second area of improvement leverages the to be created governmental ontology by specifying 

the scope of information accessible to individual employees based on their roles, the specific data 

variables, and the context. This step aligns with the core GDPR principles of privacy and security by 

default and by design and data minimalization. 

This area is especially important in the context of systems used by a large number of individuals, that 

lack expertise and a connection with the healthcare organization, as is likely in the event of a crisis 

situation. While systems used by a limited number of individuals, that are highly experienced, could 

be regarded as secure even when a significant amount of information is exposed to the user, this 

approach to data processing should not be the default for the development of systems. Any such 

system should therefore structure the access to data around the actual requirements of the user 

instead of the full data entry value. While the full data entry value could still be revealed to users, 

this should be done according to this structured approach instead of being the default. This way, the 

potential for data breaches from internal employees is significantly reduced or even eliminated. 

The third area of improvement centers on establishing a common base framework that facilitates 

the development and deployment of FAIR-based projects. This concept is integrated with the Dutch 

governmental ontology, as the project-specific information is added to the ontology, and makes use 

of the second area of improvement to limit information exposure to reduce the risk to the privacy 
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and security of the data subject. This is likely to be a critical requirement for the development of 

projects using FAIR, given the lack of experience with FAIR within the Dutch government and any 

possible contractors. Making it easier to develop and deploy projects would also significantly aid in 

crisis situations, where a quick but privacy and security-oriented development is required to develop 

a GDPR-compliant system.  

Continued adoption of the common base framework improves the entire framework and every 

project built based on the framework, based on the ability to commit significantly more resources. 

With more projects being built based on the framework, other projects could benefit from re-using 

certain aspects or using these projects as a starting point for their own project. The increased level 

of experience with a single framework will also allow the Dutch government to be less reliant on 

outside contractors, while also increasing the probability of success even if outside contractors are 

hired as the government is now able to clearly communicate their requirements and monitor that 

these requirements have been implemented correctly.  

However, it is important to note that the aforementioned improvement is dependent on correct 

implementation. If the findings from this case match the general situation, it is unlikely that all 

elements of the framework will be implemented correctly. While the introduction of even some of 

these elements may improve the current situation, it is important to recognize that it also introduces 

a major flaw. The use of any element of this framework results in a more secure data processing 

method, but an incorrect implementation may give actors the false impression that the entire 

system is secure because they have ‘applied the FAIR principles’. 

One critical side note is that while the increasing adoption benefits the entire network, this can also 

cause a potential security vulnerability. With a high number of projects being built on a common 

standard, these projects will also become vulnerable to the same flaws. While this can easily be 

managed through the increased number of resources being allocated to the development of the 

framework, the danger resides in if these investments are ever decreased. If the government ever 

decides to stop supporting this framework, reducing the number of security updates addressing 

security vulnerabilities, the entire network will become vulnerable, risking a series of the biggest 

personal data breaches in Dutch history.  

Ultimately, the FAIR principles and the proposed FAIR-based Framework presented in this thesis 

hold significant promise for enhancing GDPR compliance, but their successful implementation 

requires substantial commitment and support from the Dutch government. The first area of 

improvement is easy to implement on a technical level but requires significant organizational 

support to actually add the required information. The second area of improvement is easy to specify, 

which would at least ensure that recommendations can be provided, but offers no value if 

organizations are unwilling or not mandated to implement them. The third area of improvement 

requires a substantial number of resources to initially develop, after which the development costs 

are equal to or lower than current development costs due to development being shared over many 

different projects. As this approach aligns with governmental objectives, with there being significant 

benefits, the development of this area becomes more likely but it cannot be guaranteed. 
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11. Future work 
This section explores the future direction of the proposed FAIR-based framework discussed in 

Section 8, along with its potential to encompass scientific data analysis. Section 11.1 outlines future 

work that may be done to aid in making use of the significantly increased amount of information 

contained in both the Dutch governmental ontology and the various systems they are connected to. 

Section 11.2 outlines the future work necessary to establish the feasibility and practicality of utilizing 

this framework within the governmental healthcare sector. Future work may also be done to explore 

the use of the same principles used in the FAIR-based framework to allow scientific data analysis 

without comprising the privacy and security of the data subject, which has been outlined in Section 

11.3.  

11.1 Usage of Automated Tooling 
While the proposed FAIR-based framework would result in a significantly increased amount of 

information, in a structured format, making full use of this data would still require a certain level of 

technical expertise. Given that many individuals lack this experience, additional technological aid 

could be used to make the information contained in the Dutch governmental ontology even more 

accessible, and even allow data contained within systems to be more easily processed and used to 

fulfill various purposes. This section discusses future work that can be done in aiding the creation of 

queries, in Section 11.1.1, and utilizing large language models trained on this specific domain, in 

Section 11.1.2.  

11.1.1 Aiding the Creation of Queries 
Making full use of data, beyond having a well-structured overview, requires the creation of queries. 

Currently, most experience technical individuals will have will be in the context of current data 

standards using for example SQL. As ontologies based on RDF use a different format of queries, using 

for example SPARQL, this knowledge will first have to be gained by these technical individuals which 

would act as an initial barrier to make full use of data. Additionally, most people lack even these 

technical skills, which would prevent them from making use of this data at all, unless more easily 

accessible dashboards and interfaces are created to create these kinds of queries for them. Based on 

this, there is substantial value in being able to create queries, without users necessarily interacting 

with the query language itself. This section will discuss two approaches in which this can be 

addressed, which are the creation of these more accessible dashboards and the usage of an 

interpreter that can convert text into these kinds of queries. The second approach is discussed in 

further detail, with specific use cases, in Section 11.1.2.  

The first approach is to create some kind of dashboard or interface that can be used to create 

queries while avoiding having to interact with the query language itself. This can be achieved by 

creating structural elements in which variables can be selected, in addition to specifying specific 

filters and transformations which can then be used to formulate the queries in the background. 

Using this approach, a user can write queries, without needing to have any experience with the 

query language. Based on the structured nature of ontologies, it should be possible to create this 

automatically, based on the data included in any data set. Either as part of querying the Dutch 

governmental ontology at the overview level or within the data sets themselves. This way, it would 

no longer be required to create dashboards and interfaces on specific (parts of) datasets, but a 

previously existing and elaborate mechanism could be used instead automatically. Of particular 

importance would be the ability to more easily create groups based on various conditions, and then 
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use these groups to either combine these groups or use them as filters to find either joining or 

disjointed data.  

The second approach uses natural language processing as a more easily accessible, although 

potentially more limiting, way to be able to create queries without having knowledge of the 

querying language. The limiting factor is the interpretation ability of the natural language processing 

model, which can be expanded over time to increase the complexity of sentences being able to be 

interpreted and the complexity of the queries being able to be generated. This is already possible 

through various large language models such as ChatGPT, Google Bard, and Bing AI chat, but by both 

integrating either one of these or a similar model into systems and by training the model on the 

Dutch governmental ontology and the information included in systems, this would be easily 

accessible to users. While this would require a more substantial investment, it is technologically 

feasible. 

11.1.2 Usage of Large Language Models 
Based on the recent significant advances in the area of large language models, it may now have 

become technically and economically feasible to apply this technology to make it easier to interact 

with the significantly increased amount of information that would be provided by the Dutch 

governmental ontology. Which would require the training of either new large language models are 

the expansion of current ones to create a large language model with domain knowledge of natural 

language, query creation as specified in Section 11.1.1, and information and descriptions from the 

Dutch governmental ontology. This approach has benefits far beyond the context of Dutch 

governmental health systems but could be applied to any sector and any form of information, as 

long as this information has been included in the Dutch governmental ontology.  The feasibility of 

this has been demonstrated by the creation of GPT-3, GPT-3.5, and the most current model GPT-4 

[232], which can be used far beyond the context of natural language interpretation, in use cases as 

diverse as the writing of code, debugging, and the creation of queries in both SQL and RDF. This 

section describes various ways in which such a model could be used. 

In the context of the Regulatory use case by governmental officials, the application of these models 

could reduce the reliance on data engineers with significant expertise in the creation of queries. 

While the creation of such queries could be made simpler via the creation of a more easily 

interpretable interface, this approach would go one step further replacing this selection with natural 

language interpretation. For example, if a government official would be able to simply write a 

sentence describing exactly which information he requires, the model could translate this to an 

actual query and return the results of what normally would have been a complicated query. While 

this approach would be able to lead to the same result as one written by a data engineer with 

significant expertise, this approach is significantly faster, or would even be possible at all, versus the 

current situation where there is a clear lack of IT personnel in the Dutch government. An additional 

step would be to convert these results into various graphs, for example, the creation of a timeline 

where the implementation of governmental initiatives could be visualized over a certain period of 

time. Such a graph could then be used either by organizations themselves or could be used in 

support of political actors using this information to shape policy.  

In the context of the Data Science use case by data scientists, the application of these models could 

make it easier to move from an initial investigation question to an investigation outcome. The 

investigation question would be used to first of all identify relevant information sources based on 

their description in the Dutch governmental ontology. After this, the model would interpret the 

information needed by the user and create queries that would send a request to the relevant parties 
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and return the results of this investigation. When the investigation is simple, and information is 

directly accessible, this approach would allow such research to quickly complete or function as an 

initial investigation which can then be used for further research. When information is not directly 

accessible, this approach would also have significant value as it could communicate to the user that 

they would have to request access to these data sources. Based on the capabilities of the large 

language model, and the creation of a structured approach to request this access, it would be 

technologically feasible for this process to be done by the model itself. Which would then be able to 

further process the query and return the results at a time when such access has been provided. 

Similar to the previous use case, the results of these queries could be visualized across various 

graphs such as a country-level overview of the required information, a timeline, or a combination of 

both. With differences between periods being returned as well. 

In the context of the informational need of citizens, who would most likely not have the technical 

expertise to write such complicated queries, or would lack experience with using structured 

information, the large language model would make it relatively easy to access any kind of 

information quickly. In many instances, information is available, but to make use of it would require 

the creation of interfaces and simplistic dashboards for there to be any way for the average citizen 

to interpret this information. Using this approach, such additional work is no longer required, and 

would instead be achieved through the development of a single model. Although this thesis is not 

able to estimate if this would reduce the number of resources required. While it would reduce the 

requirements to the creation of a single model, this model would be incredibly complicated by 

nature and require significant investment, while the creation of dashboards and interfaces would 

require few resources individually, but may exceed it through the sheer amount of data for which 

this would have to be created.  

In the context of the need for information about any specific individual, this approach would make it 

significantly easier to interact with the Dutch government, for any possible need they may have. This 

will be illustrated through two different use case examples, with the first being used to get 

information from the Dutch governmental ontology itself, and the second being used to get 

information from specific systems about their situation. In both instances, there may be substantial 

value in adding the additional technical component of speech-to-text in the interaction between the 

user and the model for the request, and text-to-speech in the interaction between the model and 

the user for the results. This would make this useable for individuals who are visually impaired and 

individuals that are unable to interact with a computer. While this would still require the individual 

to be able to access the specific portal where voice interaction can be used, such interaction would 

be significantly reduced compared to situations where the individual would be required to type and 

visually interpret the complete process. With advanced in text-to-speech, making use of AI, natural-

sounding speech can be created to make such an interaction resemble an interaction with an actual 

human.  

In the context of the overall view of the Dutch governmental ontology, this approach would make it 

simpler to identify systems as this could be done via a general description of the system instead of 

more detailed knowledge. For example, a user could simply state that they want to view information 

about the system storing Covid-19 vaccination information, which could then be further narrowed 

down by additional questions instead of being presented with a list of all systems that process Covid-

19 information or requiring the user to be aware that such a system is managed and used by the 

GGD of their specific region. Based on this approach and the information included in the Dutch 

governmental ontology related to specific projects, a user could then also use it to find out how their 
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data is stored, which security measures were taken, and any other information that has been 

included.  

In the context of getting information specific to the situation of the user, this approach can be 

extended to gathering the data within the systems themselves. Using DigID to authenticate the 

identity of the user, such information could be provided to the user securely, although this relies on 

the projects and systems that have been created to have implemented a standardized way to do so. 

The ultimate goal of this approach would be for users to have a single point of contact with the 

Dutch government to be able to accomplish any task, without needing to know which organization 

they would need to contact. Being able to use the functionalities provided by any such system. As an 

example of such a use case, a user may want to know which benefits they could apply for, however, 

they have neither the knowledge of which benefits exist nor which organizations they would have to 

contact to apply for these benefits. A sufficiently advanced large language model, and significant 

interoperability between systems, would make it possible to provide the user with exactly which 

benefits they could be eligible for to improve their personal situation and even be able to directly 

apply to any of these. Another, simpler, example would be for the system to be able to answer 

general questions such as what taxes there are on a specific income, or even be able to get the exact 

figures for the data subject and be able to easily explain how this is calculated.   

11.2 FAIR-Based Framework 
This section outlines the investigations required to determine the potential value of the FAIR-based 

Framework within the Dutch governmental healthcare sector. The first investigation entails 

exploring the feasibility of constructing such a platform, first in a general situation and then in a 

crisis situation, as discussed in Section 11.2.1. Subsequently, it is necessary to demonstrate the 

privacy and security by design aspect of the platform and compare it with other existing systems, as 

discussed in Section 11.2.2. Assuming that the platform can be constructed and provides enhanced 

benefits compared to conventional systems, it is imperative to investigate the framework's high level 

of customization to determine the most suitable implementations of each component in different 

circumstances, which is discussed in Section 11.2.3. 

11.2.1 Demonstrating Feasibility 
The proposed FAIR-based framework has been designed in a manner that eliminates the need for 

new or untested technologies, has general applicability to be used to support any crisis that involves 

data processing, and does not require significant resources. Despite these features, the framework 

remains a theoretical construct. The VODAN project serves as an indication of the framework's 

feasibility; however, it is imperative to note that the project is still in the development stage and has 

yet to demonstrate its ability to act as the primary support system for millions of people. Moreover, 

the development of the VODAN project was aided by several partner institutions, which may not be 

accessible to a platform established by or for the Dutch government. 

Therefore, in order to demonstrate the feasibility of developing projects operating at the scale of the 

entire Netherlands based on the proposed FAIR-based framework, it is crucial to develop a 

prototype of that magnitude. The feasibility of the project could be initially demonstrated by 

constructing it without the constraints and limitations posed by a crisis situation, which would 

establish the framework’s overall feasibility. 

In order to demonstrate the feasibility of projects based on the proposed FAIR-based framework, it 

is necessary to first construct the open-source and common framework that deploys various aspects 

of an initial system and includes some level of documentation such as a pre-created DPIA. However, 
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the creation of such a mechanism poses a significant challenge, as the way the common framework 

is built heavily influences the projects built using it, and developing a mechanism that can be used 

for a variety of projects is likely to be significantly more difficult than the creation of singular systems 

that are based on the same FAIR-based framework. This poses a hindrance to demonstrating the 

viability of the framework in general. 

Furthermore, the benefits of the common framework become more apparent with increasing use of 

the framework. Through this, both government employees and outside contractors would become 

more familiar with the underlying techniques and principles, which would increase the viability of 

the framework. However, without any previously created projects based on the framework, there 

would naturally be no similar projects, limiting the creation of any new project to using the first 

approach of project development as discussed in Section 8.6.1. Additionally, while this approach is 

the least standardized and most difficult way to develop a project using the proposed FAIR-based 

framework, this also cannot be mitigated by copying components from other systems, which would 

have been possible in a more mature and established implementation of the framework. 

Upon creating the open-source and common framework, the next step would entail utilizing the 

framework to develop a project under the absence of constraints on time and resources. Although 

this scenario is not reflective of crisis situations, the primary objective of this initial test is to 

establish the effectiveness of the common framework and its ability to support the development of 

successful projects. It is important to note, however, that a failed test does not necessarily imply 

that the project is infeasible. Rather, it indicates that the specific project, with its level of expertise, 

was unsuccessful. 

Depending on the outcome of this test, the next iteration of the project would learn from these 

errors and rectify them in the future, although it should be noted that the failure of any version may 

be viewed by some as a failure of the entire framework in general, which could result in the ceasing 

of all development on both the proposed FAIR-based framework. This presents a significant problem 

given the complex nature of developing a framework that can be adapted to different contexts, as 

well as the challenges inherent in project development. Particularly in light of the Dutch 

government's track record with ICT projects and their limited experience with the FAIR standard. 

Therefore, it is improbable that any first iteration would succeed. 

The second phase of demonstrating feasibility involves showcasing the project's capabilities within 

the constraints and limitations of a crisis situation, after successfully building the platform. However, 

replicating a crisis scenario presents challenges as such situations are often unique, and many 

constraints and pressures cannot be duplicated in an experimental setting. For instance, the political 

pressure exerted on the GGD while creating the system cannot be replicated, yet it is highly 

probable that future systems developed during a crisis will face comparable political pressure. 

Furthermore, the platform's issues stemmed from the activities of a large group of employees who 

lacked adequate training or demonstrated malevolent behavior. Testing the platform with a similar 

number of employees would be prohibitively expensive and would not accurately replicate the 

behavior of individuals accessing information, whether by accident or for personal gain. Although 

activities can be simulated to test the system's ability to handle a particular level of activity, they 

cannot replicate actual human behavior. 

Two constraints that can be replicated to imitate crisis situations are the limitations of time and 

budget. Tight deadlines can be set to simulate the time pressures that arise during a crisis. Similarly, 

budgetary restrictions can be simulated to test the project's capabilities in situations with limited 

resources. However, it is uncertain if all crisis situations are associated with budgetary constraints, as 
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highlighted in one of the interviews with the GGD. During the Covid-19 epidemic, any budgetary 

restrictions the GGD faced were eliminated, suggesting that not all crises have limited resources. 

11.2.2 Demonstrating Privacy and Security by Design 
The proposed FAIR-based Framework has been developed in line with the principles of privacy and 

security by design, with the understanding that the security and privacy of the implemented system 

are dependent on its adequate implementation. While the use of the common framework can 

guarantee a baseline level of security, given that certain aspects of the system have been pre-

created and proven to be secure, improper deployment or a lack of organizational security measures 

could potentially compromise the system's integrity. As a result, the presence of vulnerabilities could 

undermine the effectiveness of implemented protections, allowing for the circumvention of security 

measures. Therefore, it is crucial to ensure that the FAIR-based Framework is deployed following 

proper procedure and is supported by robust organizational security measures to maintain the 

privacy and security of the system's users. 

In addition, regular updates are necessary for the maintenance of the common framework's 

security. Organizations must ensure that they apply these updates promptly, as known security 

vulnerabilities can be exploited by malicious actors if neglected. This is of particular importance to 

the validation engine, which governs the information available to users and therefore plays a critical 

role in the system's overall security. Any weakness in this component has the potential to undermine 

the system's security. Penetration testing, commonly used to evaluate a system's resilience to 

external attacks, remains a valuable means of verifying the implementation's security and assessing 

the adequacy of organizational measures to prevent security breaches. 

Furthermore, it is essential to establish that the system's security protects against internal attacks. 

While the monitoring system aids in detection and ideally quickly identifies any attempt, preventing 

an attack entirely is always better. Based on the case study, internal attacks pose a significant threat, 

and prevention of such attacks is usually not tested during the development of new systems. The 

FAIR-based framework limits the amount of data each user can access and the amount of 

information displayed to the user, but only if proper procedures are followed. 

By conducting a large number of attacks, both from the interface that employees have access to and 

any custom client that could be developed to circumvent security measures, the security of the 

system in the context of internal attacks can be established. This can be achieved by using a 

combination of known vulnerabilities gathered by organizations such as the Dutch Nationaal Cyber 

Security Centrum and the services of white hat hackers, who can be contracted through either a 

contract, a hackathon, or a bug bounty program. 

The results of this investigation can be used to identify and address security vulnerabilities within 

the common framework or the specific implementation of a project, thus enhancing the security of 

current and future projects utilizing the proposed FAIR-based framework. Additionally, the results 

can be compared to those obtained from a security assessment of a traditional system, providing 

further evidence in support of the transition to the FAIR-based framework approach advocated in 

this thesis. However, such a comparison should be delayed until the proposed FAIR-based 

framework is more established and developed, as it could otherwise be misused as evidence against 

the framework. 
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11.2.3 Determining the Optimal Component Implementation 
The proposed FAIR-based Framework has been designed with a specific focus on the fundamental 

components of a system, resulting in a structured foundation that can achieve the aim of enhancing 

data control while also reducing the likelihood and scope of a personal data breach. The framework 

offers a high degree of customization, which allows projects developed using the framework to be 

able to adapt to various data types and situations. In this thesis, the focus has been on describing 

how such a system could work, with future work being able to investigate a more concrete 

implementation.  

In addition to this, while the common framework element of the proposed FAIR-based framework is 

valuable, a universal implementation may not necessarily be optimal for all contexts. Further work 

can be conducted to investigate a variety of systems across the healthcare sectors and other sectors, 

as well as possible crisis situations with varying data needs, to enhance the proposed FAIR-based 

framework and establish best practices for each situation. Additionally, a usability investigation may 

be conducted to determine the impact of increased security measures on system efficiency and 

output. 

Section 11.2.3.1 outlines the future work that could be done to investigate to what degree roles and 

functions could be divided, taking into account the aspects of usability and security. Section 11.2.3.2 

outlines future work that could be done to determine the optimal implementation of the monitoring 

system, especially regarding both the Trained Behaviour Engine and the list of individuals of interest. 

Section 11.2.3.3 outlines future work that could be done to determine the optimal implementation 

of the search system, especially regarding the specific threshold and the way that similar results are 

handled. Section 11.2.3.4 outlines future work that could be done to determine the optimal 

implementation of the detailed patient dossier system, especially regarding the specific threshold 

and conditions that determine how much information is exposed to the end user. Section 11.2.3.5 

outlines future work that could be done to determine the optimal implementation of the 

aggregational statistics system. In the current version of the proposed FAIR-based framework, this 

system is quite limited however, with significant additions allowing for scientific data analysis 

without comprising the privacy and security of the data subject being discussed in Section 11.3. 

11.2.3.1 Roles and Functions 
The proposed FAIR-based Framework's methodology towards user roles and access to functionalities 

serves to enhance privacy and security by improving upon the traditional systems' permission 

matrix-based approach. In contrast to simply designating which functionalities employees have 

access to, this approach divides data and functionalities into smaller sub-roles to regulate access. 

Though employees would still have access to the same number of functionalities necessary for their 

responsibilities, each role would necessitate a separate login, limiting the number of functionalities 

that can be accessed simultaneously. 

While this approach is feasible from a technical standpoint, further research is necessary to 

determine its impact on system usability. The subdivision of functionalities is bound to decrease 

employee efficiency since they must undergo a login process to access other functionalities. 

Moreover, selecting the incorrect role would result in further inefficiencies. The findings of this study 

could provide insight into identifying functionalities that could benefit from being subdivided into 

sub-roles and those that could remain combined. However, it is crucial to emphasize that although 

efficiency is important during crisis situations, security should never be compromised, particularly 

when handling highly sensitive information such as medical data. 
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Another potential avenue for research is this framework’s intention to have the user select a region 

to which they have access. While this approach provides significant security benefits, especially in 

combination with a properly implemented monitoring system that detects region switches, it may 

result in a loss of efficiency. To mitigate this potential inefficiency, an alternative solution could 

involve permitting users to switch to another region they have authorized access to without 

requiring a logout and login process. This solution would still be able to benefit from the fact that 

access is limited to smaller data sets in addition to the fact that any such switch is logged by the 

monitoring system but would still compromise some aspects of security. Consequently, further 

investigation is necessary to determine the most appropriate approach for specific scenarios. The 

framework's high level of customizability even allows for a user-level application of region-based 

access, enabling certain users and user roles to access larger data sets than others.  

11.2.3.2 Monitoring System 
The proposed FAIR-based Framework offers a novel approach to data access, providing a high level 

of control over data interactions and generating substantial information for monitoring systems to 

detect, deter, and prevent malicious activities. The framework's method of data management 

eliminates the need to transfer data externally, with few exceptions, thereby enabling organizations 

to monitor all data interactions effectively. This section discusses potential areas of future research 

that could enhance the security and privacy of the FAIR-based Framework through the monitoring 

system, such as a more extensive investigation of the Trained Behaviour Engine and the 

implementation of a list of individuals of interest across various sectors. 

Future work could investigate the optimal utilization of the extensive monitoring data to ensure 

heightened security against internal malicious actors. Although Section 8.5.2 already outlines various 

applications of the data collected by the monitoring system, the Trained Behaviour Engine, as 

detailed in Section 8.5.2.5, merits a more in-depth examination. This component's primary objective 

is to differentiate between legitimate and malicious actors, going beyond basic detection methods 

such as elementary performance indicators, which primarily identify malicious actors attempting to 

bypass other monitoring system components. 

An interesting approach, aligned with the one described in Section 11.2.2, involves engaging white 

hat hackers to attempt to circumvent the monitoring system, while developers iteratively strive to 

detect their behavior. However, this method presents practical challenges; while the core 

components of the common framework can be economically tested—benefiting all projects built 

upon this framework—project-specific changes would necessitate individual testing for each project. 

Although project-specific changes may apply at least partially to different projects. Despite the 

potential economic concerns, this approach represents a compelling area of study and could be 

incorporated into future projects to enhance project-specific modifications to the monitoring 

system. 

Future research could also examine the implementation of a list of individuals of interest to flag 

search queries involving any person on the list. Although this system has proven successful in the 

healthcare sector, its adoption remains limited in other industries. Although it should be noted that 

even in the healthcare sector, not all systems have implemented such a component. Thus, 

investigating the development of a common standard for this system across various sectors could 

enhance the privacy and security of the listed individuals, a crucial consideration given the 

potentially severe consequences of personal data breaches for many on the list.  
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In the healthcare sector, the system's implementation is relatively straightforward due to the legal 

requirement of using the Citizen Service Number (BSN). Verifying whether a BSN is on the list of 

individuals of interest should not raise privacy or security concerns, provided that the 

implementation is carefully executed. A person's presence on the list may constitute sensitive 

information, although linking the BSN to a specific individual requires an additional breach. 

Nonetheless, given the prevalence of personal data breaches, this remains a distinct possibility. 

Therefore, any chosen solution should ensure that the list is well-protected and encrypted, with 

access restricted to authorized organizations. 

The precise implementation of such a system also raises unexplored practical questions. Two 

primary approaches exist: each facility creating its own list or establishing a general system 

accessible to different organizations. While the former would eliminate the need for restricting 

access to authorized organizations, it would significantly diminish the system's utility, as individuals 

would need manual addition, contradicting the system's purpose. An automatic addition would 

necessitate a general list, mirroring the second approach. Consequently, future research should 

concentrate on the latter approach, involving a general list accessible to organizations. 

Adopting a general list of individuals of interest presents significant advantages but also entails 

resolving other practical questions. For example, determining who is authorized to add individuals to 

the list and establishing the criteria for inclusion requires clarification. As an illustration, if 

government employees were to be added, would all qualify, and would they be removed upon 

leaving government employment? The issue becomes more complex when considering for instance 

celebrities, as defining who is or is not a celebrity proves challenging, particularly for social media 

influencers. For instance, if using Instagram, would a follower-based system be employed, and who 

would determine the necessary follower count for inclusion? Any potential implementation would 

confront similar practical problems. 

Addressing the practical questions concerning list inclusion could result in an excessively extensive 

list of individuals of interest, diminishing the value of having such a list. If every query raises a flag, 

the entire system becomes ineffective. Different categories of individuals of interest could be 

created, but the initial problem of determining qualification criteria resurfaces. Although 

establishing a list of individuals is a straightforward concept and easy to implement, numerous 

practical questions must be resolved to ensure the list contributes to the system's efficiency and 

effectiveness. 

Once the practical questions surrounding list inclusion are resolved, the next set of challenges 

pertains to list management. As the list is available to multiple organizations, a designated 

organization must assume responsibility for the list's security, technical upkeep, and access 

determination. As previously noted, not everyone can be granted access, as confirming a BSN's 

presence on the list involves sensitive information and should be restricted to authorized, secure 

organizations. 

11.2.3.3 Search Requirements 
The proposed FAIR-based Framework's approach to search queries, which involves setting additional 

search requirements and transforming the returned data based on the query's specificity to expose 

less sensitive information, can significantly enhance data subject privacy by eliminating a potential 

avenue for internal attacks. The amount of information exposed to the user can be limited using 

various methods, depending on the data's nature and the associated risk to the data subject. 

Furthermore, the returned information quantity can be based on the search query's number of 
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results. This could be configured to return no information for overly generic queries, return limited 

information when the number of results exceeds a certain threshold, or provide more detailed 

information for increasingly specific queries. Employing a system that necessitates registrable user 

interaction for accessing more detailed information further bolsters the system's security. 

Future research could examine the specific conditions and thresholds applicable to different systems 

and circumstances while weighing the usability and security of this approach. The most secure 

solution would only return results when the system identifies a single result; however, this method 

is inefficient and, consequently, unlikely to be usable. If conditions are less restrictive, the system 

risks resembling traditional search systems, which return numerous results containing personally-

identifying and valuable information. A balance should be struck for general and specific situations, 

thereby establishing a set of best practices for various scenarios. 

Future studies could also explore how this approach could be integrated with functionalities 

developed to enhance the search process, such as searching for similar results to correct 

misspellings or inaccurate information. This is particularly relevant to similar data entries, such as 

surnames – for example, "van der berg" and "van den berg" are close enough to be confused. The 

search functionality created for the proposed FAIR-based framework prioritizes security and does 

not account for this aspect. While implementing such a functionality would be technically 

straightforward, determining the appropriate implementation is considerably more challenging. 

Addressing the aforementioned example would either significantly increase the number of returned 

results or necessitate even more specific search queries through the use of additional conditions to 

decrease the number of results below the threshold again. 

11.2.3.4 Patient Dossier 
The proposed FAIR-based Framework's approach to patient dossiers, which are detailed records 

about a data subject, involves applying data transformations and functionality over data as 

described in Section 8.5.4, and increasing monitoring as explained in Section 8.5.2.4. This method 

significantly enhances the privacy of the data subject by removing another potential attack avenue 

and increasing the likelihood of detecting such attempts. In the FAIR-based framework, the exposed 

information depends on the sensitivity of the data, the user's selected role, and the requirements for 

their responsibilities. As discussed in Section 8.3.2.1, more detailed information can be revealed to 

the user, depending on their user role, following user interaction. It should be noted that neither the 

use of patient dossiers nor user interaction to access more detailed information is unique to this 

architecture, as some form of these techniques is common practice in parts of the healthcare sector. 

However, these techniques are not employed universally within the healthcare sector, as 

demonstrated by this case study, and their application has been expanded beyond the current 

implementation in traditional systems. 

Future research could explore the specific conditions and thresholds that could be employed while 

considering both the usability and security of this approach. For data entries such as phone numbers 

or email addresses, these conditions are likely to involve displaying a function instead of any value, 

which can then be used to perform the function for which the data would be utilized. However, for 

other data entries, the transformations are less evident, and a balance must be found between 

usability, which would likely necessitate less restrictive data transformations, and privacy and 

security, which would likely require more restrictive data transformations. Although it is improbable 

that a general solution applicable to all systems can be discovered, the results of such an 

investigation could reveal a general solution for specific data variables or a series of steps that can 

be taken to apply the appropriate conditions and thresholds to individual projects.  
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11.2.3.5 Queries and visualization 
The proposed FAIR-based Framework's approach to queries and visualization is the most similar to 

the approach used in more traditional systems while still containing significant differences in specific 

aspects. As long as organizations can ensure that data itself is impossible to trace back to any 

individual, providing access to this data does not pose any challenges to the privacy and security of 

the data subject. Organizations also already make use of transmitting results over raw data itself, for 

example in the context of a dashboard where the only matter of importance is to present accurate 

and recent numbers instead of allowing for any type of investigation.  

The proposed FAIR-based framework can easily accomplish the same level of functionality via data 

visitation, however, the value of the proposed framework may be significantly higher. Instead of 

being limited to datasets uploaded by the government to sites such as ‘data.overheid.nl’, the data 

visiting approach, combined with citizens being granted a very low level of access to aggregational 

statistics, would allow every single system using the proposed FAIR-based framework to be a 

possible data source. Without any action from any organizations, except for configuring the level of 

access that would not result in a risk to the privacy and security of the data subject, any individual 

would have access to up-to-date and accurate information from a variety of systems.  

Future work could investigate how such a service could best be made a reality, including what level 

of access should be offered, how extensive this service would be, and what the expected level of use 

would be if such a system were to be created.  

While the technical aspects have already been addressed by the proposed FAIR-based framework, 

with the addition of users being as simple as creating a new user role and setting its level of access, a 

safe level of access for many different situations and different types of data could be determined in 

advance.  

Relating to the extensiveness of such a service, there are many different possible implementations 

of such a system. Instead of simply offering up data sets with values, the proposed FAIR-based 

framework could be used for substantially more. Using the same advanced system that regular 

employees would have access to, while operating under vastly stricter conditions, citizens would be 

able to look through data without requiring any of the technical expertise that would normally be 

required for such simplistic investigations. If this could be combined with the possibility of making 

visuals similar to a governmental dashboard, identifying trends (time, location, various groups, etc.), 

this would increase the value of the approach even more.  

Identifying the level of use is also important as this is a consideration for the standards to which any 

system is built. Offering up access to citizens would require more resources to be available, with a 

low level of use resulting in none to a marginal increase in cost while thousands of users would be 

serious consideration for how to build systems in the future to account for this fact. The level of use 

is directly related to the usefulness of the system and is difficult to anticipate for such a novel 

approach, which makes research into this aspect difficult but valuable.  

In the future, the potential value of this approach could be increased even further by developing a 

way to make the proposed FAIR-based framework support Scientific Data Analysis as well, as 

discussed in Section 11.3.  
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11.3 Expansion to Cover Scientific Data Analysis 
The proposed FAIR-based framework, applying the same techniques discussed in Section 0, holds 

significant potential for scientific analysis. However, we chose not to integrate this concept in the 

current version due to feasibility concerns. Creating a system that performs both functionalities 

without compromising privacy and security for the use case presented in this thesis would require 

additional research. Using this framework to support scientific data analysis would also require 

significantly more resources than the use case discussed in this thesis, which is likely to exceed those 

available to local health facilities, especially during a crisis situation. In addition to this, supporting 

scientific data analysis with this level of sensitive data poses societal and legal implications, even if 

the system itself can guarantee security. 

Section 11.3.1 outlines the compatibility between the two use cases, considering the distinct 

requirements of scientific data analysis compared to the thesis use case. Although these challenges 

are not insurmountable, it is improbable that a single system can address them while maintaining 

the same level of privacy and security. However, this does not indicate that the technique itself 

would bring privacy and security in jeopardy, or that this approach would not be significantly more 

able to guarantee the privacy and security of data subjects over a traditional approach.  

Section 11.3.2 outlines the unique complications that arise when applying the proposed FAIR-based 

framework to scientific data analysis. These complications are not related to the system's security or 

anonymity but are factors that must be addressed to maximize its value. Specifically, they pertain to 

the conditions under which society and the law would permit data access for scientific analysis. 

Although the techniques used can ensure security and the GDPR allows for exceptions in scientific 

research, addressing these complications remains essential. 

Section 11.3.3 outlines two of the major changes that the data visitation approach would bring to 

Scientific Data Analysis. These changes are related to a change in the location and the number of 

resources that are required for Scientific Data Analysis as well as a change to the amount of data 

that would become accessible for scientific data analysis and the number of organizations that 

would benefit from this system. 

11.3.1 Compatibility with the FAIR-based Framework for support 

of the healthcare process 
The proposed FAIR-based Framework’s compatibility with scientific data analysis poses challenges in 

at least three different technical areas, which will be covered in this Section. Section 11.3.1.1 

outlines the additional functionalities that will be required to support the scientific data analysis 

process. Section 11.3.2.2 outlines the compatibility issues related to the increased number of 

resources that would be required to support scientific data analysis. Section 11.3.1.3 outlines the 

compatibility issues related to the source of the data, with scientific data analysis likely requiring 

data from multiple sources to be combined, which contradicts the principle that data can be stored 

at a single location and accessed via the principle of data visitation.  

11.3.1.1 Additional Requirements for Scientific Data Analysis 
The proposed FAIR-based Framework has been created primarily for data processing for supporting 

the healthcare process. Supporting data processing in the context of supporting scientific data 

analysis will require multiple additions, most of which contradict the principles of only being 

exposed to data when required and for organizations to be in full control over their data. 
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The first possible obstacle can be found in the pre-processing stage of data analysis. Instead of 

making use of the pre-existing infrastructure surrounding the use of existing variables, scientific data 

analysis will require the creation of new variables, derived from existing ones, either to make 

adjustments to existing data, to make new categories, or transform these into a different form 

entirely. While this is simplistic when organizations can be sent a data file for them to expand on this 

in their environment, this does not apply to the data visitation approach used in the FAIR-based 

framework. Instead, this would require the data source to create some kind of environment where 

other organizations can achieve this same level of functionality, while also ensuring that the privacy 

and security of personal data is never compromised. Future work could explore this, especially in 

combination with some form of virtualized environment, which could become a general expansion 

of the framework which can then be utilized for all other projects.  

The second obstacle can be found in the code execution stage of data analysis. Instead of relying on 

the more simplistic models and algorithms that have already been incorporated in the proposed 

FAIR-based framework, this would require either a significant amount of development to 

incorporate all the possible models used in data analysis or the ability for organizations to use 

custom code to apply to the data. For the second approach, this will need to be combined with a 

way to prevent the presence of custom code from being able to be exploited to gain access to more 

data than the system would normally allow for. Future work could explore which of these two 

approaches is the most viable approach, although both with likely make use of some form of a 

virtualized environment. Although a manual approach where code would be sent to the 

organizations for review and processing may also be a possible solution. Successful research into this 

could lead to a general expansion of the framework which can then be utilized for all other projects.  

11.3.1.2 Increased Number of Resources Required 
Supporting scientific data analysis, either via the same hardware used to support the healthcare 

process or with hardware that has been allocated to scientific data analysis, will in most instances 

require additional resources. Depending on the complexity of the models required for analysis, as 

well as the size of the data set, this increase in resource demand can be significant and, in some 

instances, even exceed the resources required for the original system.  

Future work could investigate how big the impact of the inclusion of scientific data analysis would 

be, at various levels of implementation. Additionally, it could be investigated if there would be any 

way to schedule research to take advantage of downtime beyond working hours, and how big of a 

positive effect this would have on the required number of resources. 

Additionally, it should also be considered that by making such a system available, it may increase the 

amount of scientific research that is being done beyond the current level. Which would increase the 

number of resources required to support this system even further. Which is discussed in more detail 

in Section 11.3.3 
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11.3.1.3 Combining Data from Multiple Sources 
The proposed FAIR-Based Framework presented in this thesis has primarily focused on scenarios 

where databases are treated as separate entities, with data visitation being used to allow users to 

access query results without any actual transference of data. However, this approach is not 

applicable in all scientific data analysis investigations, as some investigations require combining data 

from multiple sources. For instance, studying the excess mortality rate due to the Covid-19 

pandemic, as discussed in Section 2.1.3, necessitates the integration of data from multiple sources.  

This integration of data from various sources poses significant risks to both the organizations 

involved and the individuals whose data is being processed. First of all, the presence of data in 

multiple locations goes against the principle that data is only stored at one location. This complicates 

control over the data, as access can now be provided at two locations that each can have different 

conditions. The monitoring system is now required to register activity at multiple locations, which 

complicates acting on user activity and goes against the simplicity of all data access being centralized 

in a single system. The presence of data in multiple locations can also introduce errors when changes 

aren’t synced between locations. 

In addition to these factors, there is also a significantly increased risk due to the heightened value of 

these organizations as targets for potential data breaches and the inherent risks associated with the 

combining of data from multiple sources. With more data being available, the potential value of any 

attempt to breach security is increased. The transfer process, as well as the need to share the 

decryption scheme with the other organization, increases the vulnerability of the system. As such, it 

is crucial to implement robust security measures to protect both the organization's and the 

individuals' sensitive information during such data integration processes. 

To illustrate the difference between combining data from multiple sources in the proposed FAIR-

based framework as discussed in Section 0 and in support of scientific data analysis, Figure 58 and 

Figure 57 have been created. 

Figure 58 - Combining results from multiple facilities 
using data visitation 

Figure 57 - Transferring data from multiple facilities before 
using data visitation 
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In Figure 58, the research facility can send a similar query to each data source, which then processes 

this request and sends the results back to the research facility. In this scenario, there is no transfer of 

data, and depending on the configuration of the aggregational statistics system, no personal data of 

any kind is exposed. This is an example of the application of the concept of data visiting.  

In Figure 57, it is not possible for a research facility to simply send a similar query to each data 

source, as data from multiple organizations or systems need to be combined by matching a key.  At 

some point during this process, a location needs to have access to the raw data from datasets A and 

B to match on a certain key X, and a location needs to have access to the raw data from datasets B 

and C to match on a certain key Y. In this example, this is done by transferring the data to dataset D 

instead of transferring data to datasets A, B, or C however both situations are technically feasible. 

While the initial transfer of data violates the concept of data visiting, data visiting could still be used 

to provide the research facility with its results from this dataset D. 

Having examined both possible solutions, which are to either conduct the data combination at one 

of the organizations involved, reducing the amount of data that needs to be transferred and 

avoiding duplication, or to use a third-party organization specifically designed for data security, this 

thesis prefers the second approach. Based on the high level of security that is required to prevent 

any personal data breach, especially considering the increased value of combining information.  

Future work could determine the feasibility of this approach and investigate what the security 

requirements would be for such a third-party organization. When the requirements have been 

created, an investigation can be done into viable options, or in the absence of those, outlining a new 

organization that can be created. Specializing in providing scientific data analysis for projects built on 

the proposed FAIR-based framework.  
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11.3.2 Addressing societal and legal implications 
If the proposed FAIR-Based Framework discussed in this thesis were to cover Scientific Data Analysis, 

the main problem is not a technical one but an organizational one. Even if data would need to be 

transferred, thereby violating the goal of keeping data at the location that collects it and 

complicating control over the data, the transfer itself should not compromise privacy and security if 

done between secure organizations. At no point would information be shared with research 

organizations as they would be provided access, through data visitation, at a different location. 

Instead, the main problem with this approach is to use the data itself. It isn’t enough to ensure that 

there is no risk to privacy or security, it’s the perception of security and the legality of accessing the 

data that determine if such a system may be used.  

The proposed FAIR-based Framework already offers up a system for data subjects to offer up their 

consent to use their data for a variety of purposes. This is achieved through the data subject portal 

that would either provide the data subject with an overview of all their data usage through the 

central registry as outlined in Section 8.2.4 or through a project-specific portal as outlined in Section 

8.5.6. However, while this introduces a technical solution to offering consent, future work will need 

to be done to determine if and how a solution can be created that meets the requirements for 

informed consent as set out by both the GDPR and the “Wet medisch-wetenschappelijk onderzoek 

met mensen” (hence ‘WMO’). 

Section 11.3.2.1 outlines the effects that the legal requirement of informed consent will have on the 

use of data collected and stored in any system built on the proposed FAIR-based Framework for use 

in scientific purposes.  

Section 11.3.2.2 outlines the necessity to not only ensure that the privacy and security of the data 

subject are guaranteed, but to also convince the data subject itself of the security of this approach. 

Without this, it becomes unlikely that any data subject would be willing to give consent to use their 

data for scientific research, making any kind of implementation, no matter how comprehensive, 

ineffective at allowing for scientific research. 

Section 11.3.2.3 outlines the fact that even in the absence of personally identifiable information, 

some variables may still contain information that can be led back to a singular individual or a small 

group of individuals. Future work will need to be done to minimize the probability of this and to be 

able to account for this in the proposed FAIR-based Framework.  

11.3.2.1 Informed Consent 
The concept of informed consent is important in the context of conducting medical studies, but this 

thesis was unable to investigate the exact relation between informed consent and the processing of 

personal data using aggregational statistics. When anonymized data is being processed, as long as 

there is no way to identify any specific individual, this does not fall under the GDPR and does not 

require informed consent. The aggregational statistics approach used in the proposed FAIR-based 

framework is also anonymous, with no personal information being exposed, but could potentially 

introduce legal questions given that this processing is done on the original data set.  

The most likely instance where informed consent would be used in combination with the proposed 

FAIR-based framework would be in its deployment to support small healthcare projects conducting a 

medical study. While there is no reason why this framework would not be able to operate at this 

scale, it has not been the focus of this thesis, being focused instead on larger systems with a larger 

number of employees, where the focus on privacy and security becomes more valuable. Informed 
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consent would most likely be conducted orally instead of digitally, reducing the value of its inclusion 

in the framework, although there would be some value in being able to electronically revoke consent 

using a simplistic interface.  

If informed consent is ever required digitally on larger systems, it needs to first be investigated 

which types of consent would meet the legal standard for informed consent. The most optimal 

approach for the support of scientific research would be some form of general consent which would 

allow organizations to use the data for a variety of purposes without requiring additional consent. 

However, while this would aid scientific research, it would need to be legal to do so. Any other 

approach involving a more limited form of consent would be less valuable, primarily due to 

individuals being unwilling to continuously provide consent for each individual scientific research 

project.  

Future work can investigate the exact circumstances where it is required to get informed consent 

beyond the exceptions that Article 89 provides. It can also investigate, in such instances where 

informed consent is required, in which form this can be provided, and how this system can be 

designed in such a way as to encourage providing informed consent. 

11.3.2.2 Convincing Individuals of The Privacy and Security Aspects of 

This Approach To Data Management 
As stated in the Literature Review Section, it is ultimately the perception of security that shapes 

human behavior over the actual security of systems. In instances where consent from the data 

subject is required to process their data, it is therefore prudent to investigate ways into how this 

perception can be influenced and how the positive effects on privacy and security can be made 

clear. 

Additionally, it must be clear what exactly a data subject gives permission for, as it is not always 

required to provide permission depending on the nature of the data and the purpose of the 

processing. For example, article 89 of the GDPR provides exceptions based on the purpose of 

scientific research. If data is processed for this purpose without the data subject having given their 

consent, the processing itself may be entirely legal, but the resulting misinterpretation could lead to 

the data subject believing that the system itself doesn’t work properly. In this case, the data subject 

would be unlikely to provide consent for research that would not fall under this exception. 

Given the fact that data is processed at the source of the information, with even these queries 

accessing the data at the source, this information may be of use in influencing the data subject. If a 

record of such queries can be shown to the data subject, including the exact purpose and ways in 

which the data is being used to help societal causes, the data subject would likely gain a more 

positive view of this process and be more likely to provide their consent to further contribute.  

Future work could examine each of these factors to determine which strategies are effective in 

convincing people of the privacy and security benefits, and which strategies are effective in 

promoting the provision of consent to processing their personal data.  

11.3.2.3 Seemingly Anonymous yet Distinct Information 
It is important to consider that even seemingly anonymous information may yet contain distinct 

information that could potentially lead to the identification of the patient. The presence of a rare 

genetic disorder or a unique combination of medications and treatment can be enough information, 

even in the complete absence of a name, age, or BSN to potentially be traced back to either a 
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singular individual or a small group of individuals. Additionally, cross-referencing information with 

other data sources, for example, the date of treatment or a location with other data sources would 

lead to the identity of the patient of be exposed, even in the absence of usual identifying 

information. 

Future work needs to be done to establish which seemingly anonymous information should be 

treated with more respect to the privacy and security of the data subject. For example, this thesis 

has stated that there should be a minimum to the number of results that are included for the 

generation of aggregational statistics. While this approach can theoretically prevent information 

from being exposed, more research is required to determine the threshold in a variety of situations 

and to determine in general which variables are likely to contribute to jeopardizing the anonymity of 

the data.  
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11.3.3 Differences With Traditional Research 
If the FAIR-Based Framework discussed in this thesis were to cover Scientific Data Analysis it would 

create two major differences in the way scientific research is being done compared to traditional 

research. Section 11.3.3.1 outlines the changes to the accessibility of datasets, specifically what the 

implications would be of being able to provide access to datasets that were previously unavailable 

for scientific research. Section 11.3.3.2 outlines the changes to the financial cost of conducting 

scientific data analysis, specifically the shift in cost from research organization to data collection 

organization and how funding could be provided under this new system.  

11.3.3.1 A Shift in Data Accessibility 
If the FAIR-Based Framework discussed in this thesis were to cover Scientific Data Analysis, this 

would allow a significant amount of data that would normally not be made accessible due to privacy 

or security concerns to be made available for research. As a result, many more datasets would 

become available, and given enough measures, a large extent of databases in the healthcare sector 

could become at least partially accessible for scientific research.  

Future work could investigate what the economic value of this would be, which could be used to 

support the investments required to actually make this system a reality. However, this should also 

be balanced against the initial findings and future work stated in 11.3.2, which would moderate the 

value of this approach by reducing the amount of data that would be available and therefore the 

value that such a change would have.  

11.3.3.2 A Shift in Scientific Data Analysis Funding 
If the FAIR-Based Framework discussed in this thesis were to cover Scientific Data Analysis, the data 

visiting approach would shift the funding required to support scientific research from the research 

organization to the organization that collects the data. This has previously been stated in 11.3.1.2, 

with the data collection organization now needing additional computer hardware and additional 

personnel to be able to support this use case. 

Future work could investigate the implications of such a shift, specifically, this shift would reduce the 

level of funding research organizations require for their investigation while data collection 

organizations would require more funding. However, this raises practical questions related to how 

this can best be achieved. It would require determining what aspect of scientific research is related 

to hardware and how much would be saved by data visitation. It would also require determining 

how the government could best decide to provide these data collection organizations with more 

funding. It would also require determining how costs could be divided in the fairest way possible, for 

instance with a computational credit system where organizations would pay for their specific use.  
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List of Abbreviations and Definitions 
Abbreviation Word Definition 
AcICT Adviescollege ICT Toetsing The Adviescollege ICT Toetsing is the permanent 

replacement organization of the BIT, in charge of 
evaluating national ICT projects with an IT 
component of more than 5 million euros 
 

AP Autoriteit 
Persoonsgegevens 

The Autoriteit Persoonsgegevens is an 
independent administrative body that has been 
appointed by law to act as the Dutch data 
protection authority, in charge of enforcing the 
GDPR in the Netherlands. 
 

BIO 
 

Baseline 
informatiebeveiliging 
Overheid 

The Baseline informatiebeveiliging Overheid is a 
governmental basic standards framework for 
information security within all levels of 
government (central government, municipalities, 
provinces, and the regional water authority). It 
does not apply to the GGD. 

   
BIT Bureau ICT-Toetsing The Bureau ICT-Toetsing was a temporary 

organization founded in 2015 to improve 
governmental ICT projects by evaluating ICT 
projects and providing project-specific 
recommendations. It was renamed the AcICT in 
2020. 
 

BSN Burgerservicenumber The Burgerservicenumber is the Dutch term for a  
citizen service number, which is a numerical value 
identifying you as a citizen and used as a 
validation method for sensitive requests 
 

 Data Subject 
 

A data subject is any living individual whose 
personal data is collected, held, or processed by 
an organization 
 

CBS 
 

Centraal Bureau voor de 
Statistiek 
 

The Centraal Bureau voor de Statistiek collects 
data on Dutch society. This data is processed into 
statistical information on all kinds of social and 
economic themes 
 

DPIA 
 

Data Protection Impact 
Assessment 
 

A Data Protection Impact Assessment is a process 
resulting in the creation of a document describing 
the processes used in a project, to identify risks 
arising out of the processing of personal data and 
to minimize these risks as far and as early as 
possible. 
 

EU European Union The European Union is a political and economic 
union of 27 member states, to which the GDPR 
applies 
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GDPR 
 

General Data Protection 
Regulation 

The General Data Protection Regulation  is the 
currently acting Data Protection Regulation that 
went into effect on the 25th of May, 2018 
 

GGD Gemeentelijke 
gezondheidsdienst 

The Gemeentelijke gezondheidsdienst is a public 
healthcare organization responsible for 
protecting, monitoring, and promoting the health 
of the inhabitants of the Netherlands. 
 
The organization itself is federated, consisting of 
25 separate GGDs, each in charge of its own 
region. They each have full autonomy, not even 
answering to the national government 
 

GGD GHOR Gemeentelijke 
gezondheidsdienst en 
Geneeskundige 
Hulpverleningsorganisaties 
in de Regio 
 

GGD GHOR Nederland is the umbrella 
organization of All GGDs and GHORs in the 
Netherlands, although this thesis only covers the 
GGD.  
 
This organization is in charge of communication 
between each of the 25 GGDs, with no authority 
over any of them. 
 

PVP Program “Vernieuwd 
Praeventis” 
 

Program “Vernieuwd Praeventis” refers to the  
replacement program of Praeventius, the ICT 
system used to support national vaccination 
programs 
 

RIVM Rijksinstituut voor 
Volksgezondheid en Milieu 

The Rijksinstituut voor Volksgezondheid en Milieu 
is a Dutch research institute in charge of 
promoting public health, used by the Dutch 
government to formulate policy 
 

VOG Verklaring Omtrent het 
Gedrag 
 

A Verklaring Omtrent het Gedrag is a declaration 
made by the Dutch government that shows that 
the judicial past of a person or legal entity does 
not constitute an objection to the position or 
purpose for which the VOG has been applied for. 
 

VWS Ministerie van 
Volksgezondheid, Welzijn 
en Sport 
 

The Ministerie van Volksgezondheid, Welzijn en 
Sport is the Dutch ministry responsible for public 
health, health care, quality of life, social work, 
and sport 
 

WOO Wet open overheid The Wet open overheid is the successor of the 
Wet openbaarheid van bestuur, allowing entities 
to request information about everything the 
government does 
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Appendix 

A1. WOO-verzoek updated DPIA CoronIT related to the vaccination 

functionalities added at a later stage (2022.263) 
Beste heer/mevrouw, 

Mijn naam is Leendert van der Plas, telefoonnummer: ██ - ████████ en emailadress: 

███████████, adres: ████, █████  █████. 

Bij deze doe ik een Woo-verzoek naar de DPIA die rond de periode Juni-December 2020 gemaakt 

moet zijn door GGD GHOR voor CoronIT voor het verwerken van medische gegevens omtrent 

vaccinaties. Waarbij het Ministerie van Volksgezondheid, Welzijn en Sport de opdrachtgever is en 

GGD GHOR Nederland de opdrachtnemer en het gebruikt wordt in alle GGDen. 

Hier is reeds op 15 februari 2022 een verzoek voor gedaan bij door stichting ICAM. Echter is deze 

informatie niet compleet. Er is inderdaad een DPIA van CoronIT gepubliceerd, maar het lijkt hier om 

een eerdere versie te gaan. In het document 

‘https://www.ggdzeeland.nl/app/uploads/2022/06/categorie-viii-8.2-20210326_DPIA-1-juni-

2022.pdf’, wordt niet gesproken over het vaccinatie aspect van CoronIT. Welke een latere 

toevoeging is geweest op CoronIT, aangezien vaccineren pas vanaf Januari 2021 nodig was. 

Hieruit concludeer ik dat het hier om de initiele DPIA gaat die opgesteld is voor het verwerken van 

medische informatie omtrent het test process. Graag ontvang ik de tweede DPIA van CoronIT die 

gemaakt moet zijn voor het verwerken van medische informatie omtrent het vaccinatie process.  

In het geval dat dit document niet bestaat, zowel in een compleet nieuwe DPIA omtrent het 

verwerken van medische informtie bij het vaccinatie process, of een herziene DPIA waarin 

beshreven staat hoe medische informatie wordt het ondersteunen van het test EN vaccinatie proces, 

wil ik hier graag bevestiging van. 

Met vriendelijke Groet, 

Leendert van der Plas 
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A2. WOO-verzoek DPIA HPZone and HPZone Lite (2022.264) 
Beste heer/mevrouw, 

Mijn naam is Leendert van der Plas, telefoonnummer: ██ - ████████ en emailadress: 

███████████, adres: ████, █████  █████. 

Bij deze doe ik een Woo-verzoek naar de DPIA die rond de periode Maart-Augustus 2020 gemaakt 

moet zijn door GGD GHOR voor HPZone Lite, de herziene versie van HPZone. Aangezien het hier gaat 

om een nieuw systeem, of een systeem met een aanzielijk grotere schaal en met een andere type 

medewerkers dan medische professionals moet hier een DPIA voor gemaakt zijn. Graag ontvang ik 

deze DPIA. Als dit document niet bestaat, wil ik hier graag een bevestiging van.  

Ook ontvang ik graag de DPIA die gemaakt is voor de uitbreiding van HPZone, voor de periode tussen 

Maart en Augusts 2020. Gedurende deze periode is het orginele systeem, althans voor dezelfde 

doeleiden ingezet op een aanzienlijk grotere schaal. Als dit document niet bestaat, wil ik hier graag 

een bevestiging van. 

Deze systemen zijn in gebruik bij alle GGDen, uitgevoerd door GGD GHOR Nederland. Met als 

eindverantwoordelijke het Ministerie van Volksgezondheid, Welzijn en Sport.  

Met Vriendelijke Groet, 

Leendert van der Plas 
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A3. WOO-verzoek DPIA GGD Contact (2022.265) 
Beste heer/mevrouw, 

Mijn naam is Leendert van der Plas, telefoonnummer: ██ - ████████ en emailadress: 

███████████, adres: ████, █████  █████. 

Bij deze doe ik een Woo-verzoek naar de persoonsgegevens sectie van de DPIA die gemaakt is voor 

GGD Contact, in de periode Februari 2021 tot eind 2022, aangezien het systeem nog steeds niet 

volledig klaar is. Waarbij het Ministerie van Volksgezondheid, Welzijn en Sport de opdrachtgever is 

en GGD GHOR Nederland de opdrachtnemer en het gebruikt wordt (of gaat worden) in alle GGDen. 

Hier is reeds op 15 februari 2022 een verzoek voor gedaan door stichting ICAM. Maar in dit 

document is, voor voor mij onduidelijke redenen, ervoor gekozen om de data tabel met gegevens 

die in het systeem staan zwart gemaakt. Ik heb deze tabel hieronder toegevoegd. Deze DPIA is 

gepubliceerd en de betreffende tabel staat op pagina 13 van dit document 

‘https://www.ggdzeeland.nl/app/uploads/2022/06/Categorie-viii-8.1_DPIA_-20210412.pdf’.  

  

 

 

 

 

In ditzelfde Woo-verzoek is de data tabel van CoronIT wel openbaar 

‘https://www.ggdzeeland.nl/app/uploads/2022/06/categorie-viii-8.2-20210326_DPIA-1-juni-

2022.pdf’. Ik zie dus niet in wat de grondslag is van het feit dat deze informatie verwijderd is uit de 

DPIA van GGD Contact. Graag ontvang ik of deze data tabel in zijn volledigheid, of de grondslag 

waarom het nodig geacht werd om deze informatie niet zichtbaar te maken. En waarom er voor 

gekozen is om precies dezelfde tabel bij de DPIA can CoronIT wel zichtbaar te maken 

Met Vriendelijke Groet, 

Leendert van der Plas 

 

  

Figuur 1 - DPIA van GGD Contact 

Figure 59 – Comparison between the personal data table from the DPIA of GGD Contact (left) and the DPIA 
of CoronIT (right) 
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A4. Timeline of important events related to the Covid-19 Pandemic 

and the GGD 
 

Date Event 

2020 January Gathering of EU leaders after rumors of a deadly virus in China 

2020 February 27th The first case of Covid-19 detected in the Netherlands 

2020 March-April First intelligent lockdown in the Netherlands 

2020 March-July Different GGD regions are all working in different systems 

2020 June 1st Testing has been expanded to allow even people with minor symptoms to be able to go 
to a testing facility  

2020 June 8th Project Tender signed by GGD GHOR 

2020 July 15th System crashes due to high demand, leading to disruptions of service and a loss of data  

2020 Summer Internal reports in the GGD about privacy risks, no actions are taken 

2020 August 12th Start of being able to make an online appointment for a corona test 

 GGD stops large-scale source and contact research 

2020 November Start development and initial test of GGD Contact, an app to aid in source and contact 
tracing 

2020 November 3rd First notice of a data breach to criminals reported. GGD: “No restrictions necessary” 

2020-2021 January Many complaints by staff. Deemed non-important 

2020 Mid-
November/December 

Start of development of vaccination side of CoronIT 

2020 December 31st Final ‘dry run’ test of the vaccination side of CoronIT  

2021 January 8th First vaccination with the Covid-19 vaccine 

2021 January 21st RTL news reports data breach at U-diagnostic. A private company processing covid-19 
related data 

2021 January 22nd GGD GHOR Nederland notifies the AP of a data breach 

2021 January 25th RTL News reports that a massive data breach occurred at the GGD. Data from tens of 
thousands of people have been sold  

2021 January 27th AP demands clarification concerning the massive data breach reported by RTL Nieuws 

2021 February 15th Audit of CoronIT and HPZone Lite by an external consulting agency identifies major 
problems and advises on solutions 

2021 February  The decision was made to replace HPZone Lite 

2021 End of March Planned release date of automated suspicious behavior identification system 

2021 April The decision to make GGD Contact (System) the replacement for HPZone Lite 

2021 September 12th GGD GHOR reports that 1250 data subjects have been notified, not tens of thousands 

2021 November 11th AP reports that personal data is still not processed securely enough, and threatens with 
fines. The automated suspicious behavior identification system has still not been 
implemented 

2022 Fall HPZone Lite for combating COVID-19 is expected to be finally phased out in the fall of 
2022, HPZone Lite will then revert to its function before the pandemic 

  

  

Table 26 - Timeline of important events related to the Covid-19 Pandemic and the GGD 
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A5. Basisregisters 
 

Figure 60 - Overview of the 'Basisregisters' and underlying links 


