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Abstract

The primary objective of this thesis is to conduct a comparative analysis between
two Machine Learning approaches: Tensor Networks (TN) and Variational Quantum
Classifiers (VQC). While both approaches share similarities in their representation, they
diverge in the way they manipulate their trainable parameters. Thus, the aim is to eval-
uate and compare the expressibility and trainability of these approaches. By conducting
this comparison, we can gain insights into potential areas where quantum advantage
may be found. Currently, there is a limited understanding of why quantum comput-
ers can provide advantages in machine learning tasks. Therefore, this research aims to
provide valuable intuition in this regard.

Our findings indicate that VQC exhibits advantages in terms of speed and accuracy
when dealing with data, characterized by a small number of features. However, for high-
dimensional data, TN surpasses VQC in overall classification accuracy. We believe that
this disparity is primarily attributed to challenges encountered during the training of
quantum circuits.
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1 Introduction

The needs of modern societies tend to push the boundaries of technology more and more as
people and technology itself evolve. In the past few decades, the field of Machine Learning has
ascended to the surface of Computer science research interests and it expanded rapidly. The
increasing amount of data, in combination with the more complex problems that we are asked
to solve, leads to the demand for machine learning algorithms that are capable to handle large
datasets and solve complex problems. The applications of machine learning are vast, from
cybersecurity [1] and natural language processing (NLP) [2] to product recommendations [3],
agriculture [4], and healthcare applications [5] among others [6].
Although societies evolve so rapidly, it is uncertain when classical computing, and by extension
machine learning, will reach its limits in terms of resources and efficiency. Thus, there is an
imperative need to develop the fields that seem the most promising to substitute classical
machine learning. Such a field is quantum computing and quantum machine learning (QML).
A Quantum computer is a universal computing device, that stores information in quantum bits
(qubits) and utilizes different quantum mechanical properties, such as superposition, entan-
glement, and interference, in order to execute calculations [7–10].
QML is a broad field since it can be described as the combination of machine learning tech-
niques with quantum computing at a given level. In other words, the quantum factor may
appear in machine learning methods, under different forms. One form is generated data from
quantum processes, or another can be to process classical data with a quantum computer [11].
In general, QML promises to surpass the capabilities of classical machine learning and classical
computing. The key factor, that makes us believe in this statement, is the use of quantum
mechanical principles in order to make the most efficient computations possible using qubits.
The use and advancement of quantum machine learning and quantum technology in general,
arise from the continuous growth of the data sizes that need to be processed. A good example
is the use of QML [12–14], and quantum-inspired machine learning methods, such as tensor
networks [15] in high-energy physics. In addition, more and more practical uses arise, that
require the use of quantum computing. Such uses are the autonomous systems of self-driving
cars and unmanned aerial vehicles [16] which utilize the image classification task [17–19] which
can be solved efficiently with QML methods, such as a variational quantum circuit. The need
for powerful computations and algorithms is evident in applications of self-driving cars, since it
requires decision-making in real-time, along with fast adaptation to the environment. In these
aspects, quantum machine learning can be proven the most efficient and accurate solution.
Another area of interest, that quantum machine learning can potentially revolutionize, is the
field of drug discovery [20–22]. In that field, it is of the imperative need to identify the
interaction of molecules with target proteins in order to discover a therapeutic effect. Of
course, the complex nature of molecules does not allow us to calculate exact solutions, and in
many cases, standard machine learning is not enough. It is proven that QML techniques, such
as generative adversarial network (GAN) and convolutional neural network (CNN) are superior
to their classical analog.
In the current thesis, we follow up on the work done in [23]. There, two models were compared
in their performance on publicly available data. The two models were the classical stochastic
gradient descent algorithm (SGD) and the quantum-inspired tensor networks (TN) algorithm,
which utilizes the tensor train decomposition (TT-decomposition) and the Riemannian opti-
mization algorithm, to execute certain tasks. It is shown that TN gives better performance
than SGD, especially with non-random initialization of the weights. Here, we demonstrate the
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trade-offs between the same TN model, with a type of parameterized quantum circuit (PQC),
called variational quantum classifier (VQC). In practice, the two models are similar in the
way they function. Their main difference is the way that manipulate the weights. TN repre-
sents the weights of the model as a high-dimensional tensor and VQC represents the weights
(parameters) of the model, as rotation parameters of qubit gates (matrix representation).
The two models will be compared on their performance in solving a binary classification task
using the UCI car dataset 2013 [24].
This work is structured as follows. In Sec. 2 we make a short but rather useful introduction
to quantum computing. The elements presented in that chapter will be used later during the
experimentation. In Sec. 3, we make another introduction, but this time to the vast world of
machine learning. We give the basic concepts of classical machine learning, along with a quick
introduction to quantum machine learning and variational quantum circuits which will be the
base of the VQC model that we use. Furthermore, in Sec. 4, we finish with the preliminary
knowledge by giving the necessary background on tensors and tensor networks. There, core
concepts that are extensively used in the TN model are explained. Additionally, in Sec. 5, the
implementation of the models is explained, along with their structure. In the second half of
the same section, all the experimental results are presented along with an extensive analysis.
Finally, in Sec. 6, we make a conclusion indicating the trade-off between the two tested models.
Also, we draw some final inferences that came up from the experimental results. In Sec. 6.1, we
refer to future work that can reach beyond this thesis and strengthen our results by verifying
the experiments.
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2 Quantum Computing.

The fundamental difference between a Classical and a Quantum computing is that the former
utilizes quantum bits (qubits) instead of the Classical 0 and 1 bits. The qubits are often
represented in Dirac Notation as |0⟩ and |1⟩, which is the representation of two-dimensional
(column) vectors. The core difference between the qubits and classical bits is that qubits are
capable to take every value between 0 and 1. The general state of a qubit can be written as

|ψ⟩ = α|0⟩+ β|1⟩ (2.1)

which is called a Superposition of states |0⟩ and |1⟩ [8]. The state |ψ⟩ is, in reality, a two-
dimensional complex vector space. The physical meaning of the complex values α and β, is
that they can be used for the calculation of the probability of measuring the qubit as 0 or 1.
That is

p0 = |α|2, p1 = |β|2 (2.2)

where p0 and p1 are the probabilities to measure a qubit as 0 or 1 respectively.
Following the same strategy we can have systems of two or more qubits, that can be represented
by a state |ψ⟩ (see Bell state in section 2.2).
We can easily visualize a single qubit with the unit three-dimensional sphere, which in Quantum
Computing and Quantum Information theory is called Bloch Sphere.

Figure 2.1: Visual representation of a single qubit state on the Bloch Sphere [25]

In order to rotate a qubit on the Bloch sphere, we use the Pauli matrices,

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
which are the generators of the rotations as we show in 2.1. Assuming the general state of a
qubit in spherical coordinates (see in Fig.2.1), we can generally multiply the whole state with
an additional term eiγ. This term is called a global phase for the quantum state, and usually
we tend to omit it. The rotation by a global phase has no practical impact in the quantum
state, in contrast with the local phases (e.g. cos

(
θ
2

)
and eiϕ sin

(
θ
2

)
from Fig.2.1) that are

indeed important for the quantum state.
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2.1 Quantum gates.

Quantum gates are the quantum analogue of standard classical gates in classical computing.
Quantum gates always follow some useful properties. The most important property is that
quantum gates are square and unitary matrices [8]. This property secures the preservation of
the normalization of the state under the application of a gate. Suppose a unitary matrix A.
For A it is A†A = I. This property ensures that our procedures are reversible. Finally, the
property of composition applies to quantum gates. If we were to apply a gate A and then a
gate B on a quantum state, then the application of those two gates is equivalent with the
application of their multiplication B(A|ψ⟩) = (B · A)|ψ⟩
The general matrices which give the rotations of a qubit in the Bloch sphere are

Rx(θ) =

(
cos
(
θ
2

)
−i sin

(
θ
2

)
−i sin

(
θ
2

)
cos
(
θ
2

) ) , (2.3)

Ry(θ) =

(
cos
(
θ
2

)
− sin

(
θ
2

)
sin
(
θ
2

)
cos
(
θ
2

) ) , (2.4)

Rz(θ) =

(
e−i θ

2 0

0 ei
θ
2

)
(2.5)

Notice that for θ = π we produce the Pauli matrices with a factor −i at the front, so from
(2.3), (2.4) and (2.5) we get

Rj(π) = −iσj, ∀j ∈ {x, y, z}

Of course, there are not only single qubit gates. An important two-qubit gate is the CNOT
gate. This gate controls one qubit and if its value is 0 it does nothing, and if it is 1 it applies
the NOT gate (i.e. the X gate). CNOT gate is extensively used in quantum computing
since it is the simplest gate which (in combination with the Hadamard gate), can entangle the
qubits. Most of the structures used for the experiments utilize a layer of CNOT gates at their
core. Despite the entanglement, CNOT gates are really useful when we want to construct
more complex gates. An example is the SWAP gate. This gate is applied on two qubits and
it swaps their value.

Figure 2.2: SWAP gate construction, using three CNOT gates [26].

It is simple to prove that those three CNOT gates are equivalent to a SWAP gate by
calculating their product. We use the property of composition to prove that the product is
indeed the application of each gate separately.
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CNOT1→2CNOT2→1CNOT1→2 =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 ·


1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

 ·


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 = SWAP

So in total, will be

SWAP |00⟩ =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 ·


1
0
0
0

 = |00⟩

SWAP |01⟩ =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 ·


0
1
0
0

 = |10⟩

SWAP |10⟩ =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 ·


0
0
1
0

 = |01⟩

SWAP |11⟩ =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 ·


0
0
0
1

 = |11⟩

SWAP indeed exchange the qubit states from 0 to 1 and vice versa.
Since each unitary matrix qualifies for a quantum gate, then there should be an infinite number
of possible quantum gates. In order to make things more practical, we tend to use the so called
universal quantum gate sets [27]. This is a family of sets of gates that are able to construct
any gate (unitary matrix) within a finite number of gates from that set. There are too many of
those universal sets, but the most popular are the rotation gates from (2.3), (2.4) and (2.5),
plus the CNOT gate. Another popular universal set of gates is the Clifford gates [28, 29],
which are composed by the CNOT , H and S gates, plus the T gate which is originally not
in the Clifford gates set. The S and T gates both represent rotations by π

2
and π

4
respectively.

Finally, the Toffoli gate with the Hadamard gate compose a universal gate set [30]. It would
be important to note here that Toffoli gate alone, is a universal gate for the classical reversible
circuits [31]. The Toffoli is the equivalent of CNOT for three qubits. It controls the first two
and the third one.

2.2 Quantum circuits.

By definition, a quantum circuit is a collection of quantum gates that are connected with
quantum wires [32]. Those structures, take a set of qubits as inputs (Input register) and after
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the application of quantum gates, they return a set of output qubits (Output register). A
trivial example of a quantum circuit is the bell state circuit.

Figure 2.3: Bell state with input |00⟩.

The Bell state depicted in Fig.2.3 has an all zero state as a two-qubit input register, a Hadamard
gate H is applied on the first qubit, and then a CNOT gate, with control on the first qubit
and target on the second, is applied to the circuit. The output register, turns out to be a
superposition between |00⟩ and |11⟩ states. Both those states can be derived with probability
1/2 upon measurement.
We can prove that by doing the algebraic calculations. The first gate that acts on the input
register is H, and then CNOT , so it will be

CNOT (H ⊗ I)|00⟩ = CNOT (H|0⟩ ⊗ I|0⟩) = CNOT

[
1√
2
(|0⟩+ |1⟩)⊗ |0⟩

]
=

1√
2
CNOT (|00⟩+ |10⟩)

Then the CNOT acts as I on the second qubit if the first is 0 and as X gate if the first is 1.

CNOT (H ⊗ I)|00⟩ = 1√
2
(|00⟩+ |11⟩)

which is one of the desired Bell states.
Some of the major differences between classical and quantum circuits are, firstly, that in
quantum circuits we cannot implement the Fan-In and Fan-out operations of the classical
circuits. The Fan-In operation is when multiple bits are merged together into a single wire
which is their bitwise OR. The problem with this operator in quantum circuits is that it is not
reversible (has a non unitary representation), so we cannot allow it in quantum circuits. The
Fan-Out operation is the inverse procedure, when multiple copies of a bit are produced. This
procedure is actually forbidden by the the No Cloning Theorem [8].

Theorem 1 (No Cloning Theorem). It is impossible to create an independent and identical
copy of an arbitrary unknown quantum state.

Proof. Suppose two registers A and B. In register A there is a quantum state |ψ⟩ which
we want to copy to register B. The register B, can be in state |0⟩ WLOG. Thus the total
state of the quantum device, would be |ψ⟩ ⊗ |0⟩
We also suppose a unitary matrix C, which can copy the qubit states. Then, for two
quantum states |ψ⟩, |ϕ⟩ on A register, we would have

C(|ψ⟩ ⊗ |0⟩) = |ψ⟩ ⊗ |ψ⟩ (2.6)

C(|ϕ⟩ ⊗ |0⟩) = |ϕ⟩ ⊗ |ϕ⟩ (2.7)
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Beginning from the inner product of the two states ⟨|ϕ⟩|ψ⟩ and using (2.6), (2.7) and the
identity

(A⊗B) · (C ⊗D) = A · C ⊗B ·D

we get

⟨ϕ|ψ⟩ = ⟨ϕ|ψ⟩ ⊗ ⟨0|0⟩ = (⟨ϕ| ⊗ ⟨0|) · (|ψ⟩ ⊗ |0⟩) = (⟨ϕ| ⊗ ⟨ϕ|)C†C(|ψ⟩ ⊗ |ψ⟩) =
(⟨ϕ| ⊗ ⟨ϕ|) · (|ψ⟩ ⊗ |ψ⟩) = ⟨ϕ|ψ⟩ ⊗ ⟨ϕ|ψ⟩ = (⟨ϕ|ψ⟩)2

But ⟨ϕ|ψ⟩ = (⟨ϕ|ψ⟩)2, only if ⟨ϕ|ψ⟩ = 0 or ⟨ϕ|ψ⟩ = 1 (i.e. |ψ⟩, |ψ⟩ are orthogonal or
|ϕ⟩ = |ψ⟩ respectively). This means, that such a unitary can clone only states that are
orthogonal to one another, and thus there is no unitary that can clone any arbitrary
quantum state in general.

Despite Fan-In and Fan-Out, another major difference between Classical and Quantum circuits
is that quantum circuits have to be acyclic. This means, there are no closed loops, and
information transfer one-way from one part of the circuit to another.

2.2.1 Quantum measurement.

According to one of the quantum mechanical postulates, the measurement of a qubit is repre-
sented with a set of projectors, that describe an observableM , byM =

∑
j jPj, where j is all

possible outcomes after the measurement [8]. So if we measure a given state ϕ, the outcome
will be j with probability pj = ⟨ϕ|Pj|ϕ⟩. Where Pj is the projector for the outcome state j,
with

∑
j Pj = I . Additionally, if the outcome j is obtained, the state after the measurement

will be

Pj|ϕ⟩√
⟨ϕ|Pj|ϕ⟩

=
Pj|ϕ⟩√
pj

(2.8)

Finally, it is easy to calculate the expectation value of such observable M . That will be

E(M) =
∑
j

jpj =
∑
j

j⟨ϕ|Pj|ϕ⟩ = ⟨ϕ|
∑
j

jPj|ϕ⟩ = ⟨ϕ|M |ϕ⟩
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3 Machine Learning.

Machine learning (ML) is a vast field of research for computer science. Despite its innumer-
able applications and its complexity, it is one of the most rapidly developed fields today. There
are innumerable ML techniques, that can solve a wide variety of both scientific and practical
problems. We tend to categorize those learning techniques as supervised learning (which is
a paradigm where data are connected as pairs of input-output) [33] , unsupervised learning
(an ML paradigm where patterns are identified in unstructured and unlabeled data) [34], rein-
forcement learning (a paradigm that uses rewards to make an agent solve various complicated
problems) [35].

3.1 Supervised Binary Classification.

Binary classification problems are mainly characterized as a fundamental subcategory of su-
pervised learning problems (although binary classification can also be applied for unsupervised
learning problems [36]). It involves categorization of data into two different classes or labels.
The purpose of the model is, to assign to each sample its corresponding class. Some exam-
ple application of binary classification tasks are spam detection [37], applications on medical
diagnosis [38], and others.
The two classes used in binary classification, are commonly represented by binary numbers (0
for one class and 1 for the other), although, it is not rare to use +1 and −1 to distinguish them.
Since we are focusing more on supervised learning, each sample from the data is accompanied
by its corresponding label. Thus, after our model makes its predictions, we are able to measure
its accuracy using the true labels from our dataset.
To evaluate the performance of a binary classifier we can use a variety of metrics. The most
common are accuracy, precision and recall of the model, the F1-score, the area under the curve
(AUC) and the area under the ROC curve (AUC-ROC). The most simple and intuitive is the
accuracy of the model, which counts the amount of predictions made by the model which
agree with the true labels from the data. Among the named metrics, AUC and AUC-ROC are
some excellent choices of metrics, since they are robust to unbalanced labels [23] due to their
ability to distinguish between the classification classes for different classification thresholds.

3.2 Loss function and Optimizers.

The choice of the loss function is really important in ML. In principal, when we are working
with model that depend on continuous parameters, we should choose a loss function that is
continuous and differentiable with respect to those parameters [11].
One great candidate for a loss function in binary classification is the Mean Squared Error
(MSE). Suppose the prediction of the model with some tunable parameters θ, on a sample x
of data, as ỹθ = ỹ(x)θ, then the true labels of the data as y. The MSE loss function would be

L(ỹθ, y) =
(ỹθ − y)2

N
(3.1)

where of course the loss function is calculated as the mean over all samples N of the dataset.
Here, ỹθ ∈ [0, 1] and y ∈ {0, 1}.
An alternative candidate for binary classification is binary cross-entropy loss function. This is
given by
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B(ỹθ, y) = −y log(ỹθ)− (1− y) log(1− ỹθ) (3.2)

We will show that this loss functions converges to 0, when ỹθ = y and diverges to ∞, when
ỹθ is the opposite label of y.
Suppose, without loss of generality, that y = 1, then if ỹθ = y = 1 it would be

B(ỹθ, y) = − log(1)− 0 = 0

if ỹθ = 0

B(ỹθ, y) = − log(0)− 0 → −∞
For the case that y = 0, then if ỹθ = y = 0

B(ỹθ, y) = 0− log(1) = 0

and if ỹθ = 1

B(ỹθ, y) = 0− log(0) → −∞
This proof can justify why binary cross-entropy is such a great candidate for binary classification
problems, the reason is that it is differentiable and continuous to all values in R+

Despite the loss function, the choice of the gradient/optimizer for the minimization of the loss
function is imperative. The gradient descent algorithm is used to a great extend in optimizers.
Given a function f(x) : Rn → R, its gradient

−∇f(x) = −
(
∂f(x)

∂x1
,
∂f(X)

∂x2
, . . . ,

∂f(x)

∂xn

)
(3.3)

denotes the direction where the f(x) decreases. By moving iteratively, with a step α, towards
that direction we can manage to find the minimum of the function f(x), which is not other
but the loss function we introduced above. Of course, by taking large steps, it is possible to
get really far from the minimum with just a few iterations, and by taking too small steps, we
would need many iterations to reach the minimum. As a result, the hyper-parameter tuning of
that step (i.e. learning rate) plays a significant role on the overall performance of the model,
and the execution time it requires. A common technique used in ML is the choice of a decaying
learning rate α [39]. Among the many decaying learning rate methods, the one we chose to
follow in this thesis is the exponential decaying learning rate method. To apply the method, we
start from an initial relatively large learning rate (which helps reaching close to the minimum
much faster, in case it is too far from our initial spot), then in every iteration, the learning rate
is multiplied by a decaying rate d ∈ (0, 1) so in total the learning rate follows this iterative
formula

α′ = α · dm (3.4)

where α′ is the learning rate at the end of the iterations, and m is the number of iterations.
In order to avoid all problematic landscape behaviours, as we mention in 3.3, we have to take
into account different proposed optimizers that utilize the gradient descent algorithm. Some of
the most important are the momentum gradient descent [40, 41], Nesterov’s momentum opti-
mizer [41], Adaptive gradient algorithm (Adagrad) [42], adaptive moment estimation (ADAM)
[43] and Riemannian optimization [23, 44] for which we will discuss extensively in 4.2.1.
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3.3 Learning Behaviour.

During training, both in classic and quantum machine learning (QML), it is possible to get
some negative learning behaviours. In other words, the model might end up over-fitting or
under-fitting to the data [45]. The problem of over-fitting to the data, has to do with the
excess training of the model on the training set. This excess training can lead to a predictor
model that has been optimized to predict exactly the labels on the data of the training set,
but when a new batch of samples comes for classification, the model fails to predict the
correct label. A visual example of this behaviour can be seen in Fig. 3.1. Overfitting can be
spotted when analyzing the plot of the accuracy of the model, when it includes both training
and test/validation sets. In case the training accuracy is increased significantly over the test
accuracy, then this can be a strong indication of overfitting. Adding a regularization term in
the loss function, sometimes can cure overfitting. Other heuristics are taking advantage of a
larger dataset, use dropout terms and the use of early stopping by monitoring the validation
set performance [11, 46].

Figure 3.1: Learning behaviours on classification and regression problems. [47]

On the other hand, when the model is poorly trained on the data, then it tends to be quite
simplistic and linear, which results to failure of prediction of the true labels of the data.
We can get a hint of underfitting to the data, once again in accuracy plots, when both the
training and validation set accuracies are almost identical and really low in value. Of course,
the low accuracy may arise from different factors, but underfitting can always be one of them.

3.3.1 Barren Plateaus

Despite of overfitting and underfitting to the data, there are also different kind of problems,
especially associated with QML. One of those problems has to do with the loss function
landscapes and the gradient of the model. That is the barren plateaus [11, 48, 49].
The barren plateaus, as can be seen from Fig. 3.2, are formed when the global minimum of
the loss function becomes exponentially small with the problem size, leading to narrow-gorge
[50]. The barren plateaus, may lead to destruction of quantum speed-ups and can result to
more complex quantum structures that may resemble classical methods.
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Figure 3.2: Different kinds of training problems regarding the gradient. In the first example
there is the case of local minima, where the model needs bigger steps to get out of them and
reach even lower values. In the second example we have the barren plateaus as discussed
in the current section, and finally we have the case of noise corruption, which is evident
only in QML where noise from the environment has large impact on the data and drifts
the bias of the model [48].

3.4 Dimensionality reduction.

The dimensionality reduction of the data is generally a powerful tool of machine learning.
It is applied directly to the data before they enter the network/circuit and the training is
initialized. With dimensionality reduction techniques [51], we have a powerful tool towards
curse of dimensionality [52]. The curse of dimensionality is related to the problems that arise
when working with high-dimensional data. By high-dimensional data, we mean samples of data
which consist of a large number of features. Do not forget that samples can be represented
as points in a high-dimensional space, where the dimension is equal to the number of their
features. When working with such data, we need exponentially more of them, to sufficiently
train our model [53].
Other major problems that arise when we work with high-dimensional data are the compu-
tational power and resources required for the model to get trained and solve the problem
efficiently. All those problems can be mitigated or even eliminated with some useful dimen-
sionality reduction techniques.
Dimensionality reduction is used to project the data (which, as we discussed, are usually
represented as points in an n-dimensional space, where n is the number of their features),
to a feature space of a smaller dimension, with the solely purpose of giving prominence to
their internal symmetries which will lead to better and most accurate solution of the relative
problem (regression, classification, etc.).
Typically, the dimensionality reduction techniques used, are divided into linear and non-linear
techniques. Some of the linear techniques are the principal component analysis (PCA) [11,
49, 54, 55], which we will extensively cover in section 3.4.1, the linear discriminant analysis
(LDA) [55] and others. LDA’s purpose is to maximize the variance of the data that belong
on different classes and at the same time, minimize the scatter between samples of the same
class.
Some examples of non-linear dimesnionality reduction techniques are the manifold learning
methods, such as Laplacian eigenmaps [55, 56], isomap [55, 57], and others.

3.4.1 Principal Component Analysis.

Suppose we have a dataset of samples with n features. Then those samples/data can be
represented as points in Rn. The first principal direction of the dataset lies at the direction
of the line, which by measurement of the mean squared error, best fits the data. Then the
second principal direction is once again at the direction of the line that best fits the data, but
this time we need it to be orthogonal to the first principle direction. The same procedure is
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followed for the third principal direction, but this time it needs to be orthogonal to both first
and second principle directions. We go on with the same algorithm for the remaining principle
directions [11].
In total, the principal directions construct an orthonormal basis {v1, v2, . . . , vn} ∈ Rn, where
vi is the i-th principle direction with elements vi = {vi1, vi2, . . . , vin}. So the original sample
of n features, will be projected to a feature subspace of dimension m, with

x̃i =
n∑

j=1

vijxj

where x̃i is the i-th principal component and xj is the j-th feature of the sample.

3.5 Quantum Machine Learning

Quantum Machine Learning (QML), can be characterized as the combination of Classical Ma-
chine Learning with quantum mechanics at some extent. The quantum mechanical element,
can be inserted through different means. Some examples are the implementation of quantum
data as qubits, the use of a parameterized quantum circuit (PQC) [58] for the training of
the model, or even quantum algorithms, such as, Quantum Approximate Optimization Algo-
rithm (QAOA) [59], Variational Quantum Eigensolver (VQE) [60] or Quantum Support Vector
Machines (QSVM) [61], for the further improvement of the model training and optimization
[48].

3.6 Variational quantum Circuits

A specific application of PQC is the variational quantum classifier (VQC) [49, 58, 62]. In gen-
eral, a PQC is a type of quantum circuit that utilizes parameterized quantum gates in order
to perform specific tasks. Then VQC uses the parameterized architecture of PQC with com-
bination of classical optimization algorithms which fine-tune the parameters of the quantum
gates, in order to minimize a loss function. The VQC is composed by two different parts, the
encoder part and the variational part [58]. In the encoder part, a quantum circuit is used to
encode the features of the samples into qubits. It is obvious that there are many different
encoding techniques, such as Angle Encoding, Amplitude Encoding, wave-function encoding
and others [11, 58, 63]. The choice of encoding is closely related to different kernel methods.
These methods are used to project the data into a higher-dimensional feature space, where the
same problem is usually easier to solve. So, the proper choice of a feature space is paramount
for the solution of the problem.
For example, non-linear feature maps are able to project the data into a feature space where
their relative distance is much different. In that way, it is possible that the samples of the data
can be much easier distinguished from one another, and thus a binary classification among
them, can be achieved with better accuracy. The inner product of two points (samples) in the
feature space, characterizes the kernel similarity function [64].
The second part of the VQC is the variational or the parameterized part, which is a quantum
circuit of a given structure, that consists of entangling layers and rotation gates on the qubits,
with tunable parameters [65]. An important hyper-parameter of this model is the variational
layers of the variational circuit. In order to give some depth to the variational circuit, which is
crucial for its performance, we have to repeat the structure of CNOT gates and rotations gates
multiple times. Finally, measurements on one or more qubits are made, in order to end up with
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the model’s prediction of the class for the data. Further discussion on VQC implementation is
demonstrated in 5.1.1.
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4 Tensor Networks

In recent years, tensor networks have been extensively used as a potent tool for representing and
manipulating high-dimensional data. Tensors, which can be characterized as multidimensional
arrays, are included in a variety of scientific fields, such as physics, computer science (machine
learning), and quantum computing (quantum information theory [66], QML, etc.). The cur-
rent section provides an overview of tensor networks, giving emphasis on matrix product states
(MPS). MPS is a specific structure of a tensor network (see 4.1.1). Tensor Train Decomposi-
tion (TT-decomposition) is mainly used for compressing and approximating high-dimensional
tensors. We discuss the basic concepts and properties relevant to MPS and TT-decomposition,
highlighting their performance when working with high-dimensional data structures.
Additionally, in the current section, we make a short introduction to Riemannian manifolds
and how we can utilize their properties to introduce the Riemannian optimization algorithm. In
particular, the Riemannian optimization algorithm introduced in 4.2.1 leverages the geometry
of the underlying Riemannian manifold to perform optimization steps with respect to the
geometry of the manifold, having as a result improved convergence rates and robustness.

4.1 Tensors

Tensors are mathematical objects that can generalize the idea of vectors and matrices. Tensors
are better represented graphically as nodes with several edges sticking out of them. The number
of their edges represents their rank (Fig. 4.1).

Figure 4.1: A rank-0 tensor (top-left) is a scalar, a rank-1 tensor (top-right) is a vector,
a rank-2 tensor (bottom-left) is a matrix and (bottom-right) a rank-3 tensor can be
considered as many matrices being one in front of the other, forming a geometrical cube
of numbers.

In general, an r-rank tensor is an element of Cd1×d2×...dr , where d1, d2 . . . dr, are the respective
dimensions of each rank of the tensor.
A useful tensor operation is the contraction between two or more tensors. Contraction is the
pairing that happens between a vector space and its dual space. So, for example, when we
multiply two vectors ⟨x|y⟩ =

∑
i xi · yi, we get a scalar value. In practice, the vector y lies

in the dual vector space of where x is. Moreover, the common index of the vectors in graph
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notation is eliminated by the contraction operation, and thus, a node without edges (scalar),
is left after the contraction. Another example is when we multiply a matrix A (rank-2 tensor),
with a vector x (rank-1 tensor). A similar procedure follows, where graphically, all the common
indices (edges) of the two tensors are eliminated, and the edges left, define the rank of the
resulting tensor. In this example, the contraction Ax = y results in a rank-1 tensor y [67].
We should note here, that while we work with tensor networks, there are more than one ways to
do the contraction between them. Usually, there are not all contractions the same. The order
in which the contraction happens can play a huge role in the time and memory complexity of
the procedure. The order in which the tensors are contracted is called bubbling [67, 68] and
the optimization of it, is capable to reduce the complexity of the contraction problem for a
tensor network significantly.
As happens with vectors, there are multiple norms for tensors too. The most common tensor
norm used in quantum computing is the Frobenious norm, which is a generalization of norm-2
(Euclidean norm) of vectors. The Frobenious norm consists a matrix norm and a tensor norm
as well [69]. So for a d-dimensional tensor A with entries αi1i2...id ∈ Rn1×n2×...×nd where
ik ∈ {1, 2, . . . , nk} and nk is the size of k-th dimension of A. Then, the Frobenious norm of
A will be

||A||F =

n1∑
i1=1

n2∑
i2=1

. . .

nd∑
id=1

α2
i1i2...id

(4.1)

This norm is generally used as a measure of the similarity of two tensors. So for a second
d-dimensional tensor B, the norm ||A−B||F will give a metric of the similarity between those
two tensors. Of course, if A = B then ||A − B||F = 0.

4.1.1 Matrix Product States

We can describe a tensor network as the diagrammatic representation of a collection of tensors.
Tensor networks are usually used in many-body quantum systems, and one of the most well-
studied families of tensor networks are Matrix product states or MPS [67, 70, 71].
An MPS or a tensor-train (TT) is a 1-dimensional architecture of a tensor network, where
tensors are connected through one index called bond index (the dimension of which, is called
a virtual dimension or tensor train-rank [67]) and have another index called visible index,
sticking out of the tensor (the dimension of which, is called the physical dimension [67])
(Fig. 4.2). In general, the tensor train rank (TT-rank) r, can vary from bond index to bond
index and it is regarded as a hyper-parameter of the model.
It appears to be two different variations of MPS. The first variation is the one described above
and it is called an open boundary conditions MPS (OBC MPS) [72], and the second is when
the last and the first tensors in the MPS are connected with a bond index. That variant is
called periodic boundary conditions MPS (PBC MPS) [72].
An MPS is generally used to approximate a large tensor. Suppose a tensor with N indices of
dimension D each, so such a tensor would have DN parameters. With MPS model, we can
approximate such a tensor with only NDm2 parameters [73]. This number not only reduces the
number of parameters by an exponential growth depending on N , to a linear dependence on N ,
but also can be further reduced, using different techniques and exploiting various constraints.
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Figure 4.2: The structure and the dimensions of an MPS with open boundary conditions.

4.1.2 Singular Value Decomposition

The Singular Value Decomposition (SVD) [74–76], is one of the most important factorization
techniques. It is applied to matrices, but it can generalize also to tensors as the so-called,
high order singular value decomposition (HOSVD) [77, 78]. In SVD, we generally decompose
a complex matrix A ∈ Cn×m. The SVD of such a matrix is A = UΣV †, is guaranteed to exist,
and it is unique [79]. U ∈ Cn×n and V ∈ Cm×m are square unitary matrices, with orthonormal
columns. Σ ∈ Rn×m is a diagonal matrix, with positive real values in its diagonal. Of course
the symbol † is referring to the complex conjugate and transpose matrix of V .
As stated above, the idea of SVD generalizes to tensors. We are able to rewrite a tensor A of
rank-(n+m) into a matrix A, with elements Ain,j, where

j = 1 +
N∑
k=1
k ̸=n

(ik − 1)
k−1∏
m=1
m̸=n

Im (4.2)

and Im the dimension of the i-th rank [77].

4.1.3 Tensor Train Decomposition

The tensor train decomposition or TT-decomposition is a way of manipulating multi-dimensional
tensors as simple two-dimensional matrices or even approximating them with a small error ϵ.
In the heart of TT-decomposition, lies the SVD, which is applied d − 1 times on the desired
d-dimensional tensor A. This procedure returns d matrices, which can efficiently represent A
[23, 78].
The general idea of TT-decomposition, is to approximate all entries of the tensor A by the
product of d matrices Gk(ik) (called TT-cores [23]) of dimension rk × rk−1 (with r0 = rd = 1
since we want the product to return a scalar value), within an error ϵ. The indices ik, with
k ∈ {1, 2 . . . , d} and ik ∈ {1, 2, . . . , nk}, represent the dimension which enumerates over the
k-th index of tensor A, where nk is the dimension of the k-th index of A. In other words, we
have

Ai1i2...id =
d∏

k=1

Gk(ik) (4.3)
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Figure 4.3: TT-decomposition example of getting an arbitrary element of a tensor, from
the matrix product of the TT-cores Gk(ik) [23]. In the example, r1 = r2 = r = 3 has been
used as the tensor rank and the element A2,3,1 is calculated.

Notice from Fig. 4.3, in order to calculate an entry of the tensor A (for example entry A2,3,1),
we need to multiply the second matrix from the first TT-core (this corresponds to the first
coordinate of the entry), with the third matrix of the second TT-core (which corresponds
to the second coordinate of the entry) and finally, multiply with the first matrix of the final
TT-core (which corresponds to the third coordinate of the entry).
As stated above, by applying the SVD multiple times, depending on the dimensionality of
A, we derive the desired TT-core tensors. For further analysis around the algorithm of TT-
decomposition and some follow-up proofs of the methods used, please refer to [78].

4.2 Riemannian Manifolds

Riemannian geometry consists of a branch of differential geometry that includes and describes
the Riemannian manifolds. Manifolds are topological spaces that locally resemble Euclidean
spaces. A Riemannian Manifold M is a smooth Hausdorff and second countable manifold (by
smooth we mean it is C∞, infinitely times differentiable), equipped with a positive-definite
smoothly varying inner product g metric, which can be used to determine an inner product on
each point p of the tangent space TpM of M [23, 44, 80].
In a given d-dimensional tensor A, we can apply the TT-decomposition with a fixed rank
ri = r, i ∈ {1, 2, . . . , d − 1} and of course r0 = rd = 1. Then the collection of all those
possible tensors consist a Riemannian manifold.

Mr = {A ∈ Rn1×n2×...×nd : TT-rank(A) = r} (4.4)

by treating a tensor A as a point on the Riemannian manifold we can operate Riemannian
optimization to approximate a different tensor B on the manifold, with A.
The Riemannian optimization technique can be used in machine learning since we can consider
tensors X and W , where X is of rank 1 and consists of all the features that describe the data.
W can be considered as a d-dimensional tensor (we parallelize it with A from the current and
previous sections) which contains all tunable weights of the model. This tensor W , is once
again a d-dimensional tensor but its dimensions can be n1 = n2 = . . . = nd = 2, thus, its
entries are in R2×2×...×2. This stems from the fat that the interactions of the features can be
multiplied with the weights by the following equation

ŷ(x) =
1∑

i1=0

1∑
i2=0

. . .

1∑
id=0

Wi1i2...id

d∏
j=1

x
ij
j (4.5)

Where ŷ(x) represents the prediction of the model [23]. In other words, the prediction is the
product of a weight with the relative feature or product of features (as indicated by the indices
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of the weight). When an entry of the weight tensor is multiplied with some features, then
the position of all indices for which the indices become 1, symbolize the features that are
multiplied by the weight. Respectively, the position of the indices of the weight for which the
indices are 0 represent the features that are not multiplied with the weight. A simple example,
would be on two dimensions, where we would have

ŷ(x) = W00 +W10x1 +W01x2 +W11x1x2 (4.6)

In (4.6), notice in the first term, that the weight W00, since it has both 0 to its indices, it
was not multiplied with either first or second feature. On the contrary, in the last term, the
weight W11 was multiplied by both first and second features. Additionally, see in the second
term that since the first index of the weight W10 is 1 and the second is 0, then the weight is
multiplied only with the first feature and not with the second.
The problem we want to solve, is the minimization of loss. The loss function is

minimize L(W) (4.7)

with a constant TT-rank r in TT-cores of W . In (4.7) the loss can be expressed as

L(W) =
N∑
s=1

MSE(ŷ(x(s)), y(s)) +
λ

2
||W||F (4.8)

where the term λ
2
||W||F is the L2 regularization term, with λ being the regularization parameter

and ||W||F the Frobenius norm of the weight tensor W . The MSE(ŷ(x), y) : R2 → R is the
mean squared error or the squared loss of the predictions ŷ(x) towards true values y, and N
being the total number of samples in the data.

4.2.1 Riemannian Optimization

Since all tensors such as W can be written as a manifold Mr, then we can utilize the Rieman-
nian optimization algorithm [23, 78], to train the entries of the weight tensor W on predicting
as accurate as possible the class for each sample in the data. The steps of the Riemannian
optimization algorithm are the following.
First, one has to calculate the gradient of the loss function towards the weight tensor ∂L

∂W and
project it to the tangent space of Mr which is TWMr at point W . We define that projection
as

P = PTWMr

(
∂L

∂W

)
(4.9)

Then we follow the direction of the projection P with a small learning step α. This step takes
us out of the manifold and into the tangent space. That action has as a consequence an
increase in the TT-rank. So, in order to get a slightly shifted weight tensor, that belongs to
the manifold Mr we need to reduce (or round) the TT-rank back to r [78]. This reduction
can be achieved by retracting the projection from the weight tensor by a small learning step
α. In total, it would be W − αP to return to the manifold.
By repeating those three steps multiple times, we are able to minimize the loss function, by
training the weight tensor, to predict the classes as accurately as possible.
This optimization algorithm has given remarkable performance results in comparison with other
popular methods, such as Stochastic Gradient Descent (SGD) [23].
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5 Experiments and Results.

In the current chapter, we describe and analyze the experiments that were conducted along
with the implementation of the models and the techniques used for the proper execution of
the experiments. In the end, all the results are presented and discussed in order to come up
to a solid conclusion. All experiments regarding quantum circuits run on a simulator with a
Tesla T4 GPU with 16 GDDR6 RAM. We noticed during experimentation that the use of an
actual quantum computer would speed up the experiments significantly, since with the T4,
the experiments regarding VQC were running for two consecutive weeks in total.

5.1 Implementation

Two classification models (namely VQC and TN) are tested and compared on their performance
on a binary classification task. The VQC model used for the experiments is based on the model
discussed in section 3.6. The TN model is using the TT-decomposition algorithm and the
Riemannian optimization method that were discussed in Sec. 4.1.3 and Sec. 4.2.1 respectively.
The first experiment was to record the performance for each individual model, while their main
hyper-parameter changed. For VQC that is the number of variational layers, and for TN is
the TT-rank, which is the dimension of the TT-cores in TT-decompostion algorithm. That
performance is recorded for different numbers of qubits. We are able to test the models with
a reduced number of features, with the help of PCA. A second experiment conducted was a
comparison experiment between the models. Both models have been evaluated according to
their validation accuracy with respect to the number of trainable parameters they use. So for a
fixed number of qubits, each time, we calculated the accuracy of the models while the number
of layers/TT-rank changes, and as a consequence, the number of trainable parameters change.
The results were combined into the same plot, so a straight comparison between the model is
more evident.
For both models, the same publicly available dataset has been used for the binary classification.
This is the UCI car evaluation dataset of 2013 [24]. It originally consists of 1728 samples with
mainly categorical attributes which are 6 in total. Converting the categorical features to binary
with one-hot encoding we end up with 21 binary features in total. For the experiments, we used
a splitting ratio of 80% between training and validation sets. Additionally, for the data pre-
processing we used the dimensionality reduction technique of Principal Component Analysis,
as explained in chapter 3.4.1. With PCA, we were able to run experiments with 2, 5, 10 and 16
principal components/features of the data, as well as all 21 features. The reasoning behind this
choice is to record the performance of the models, both when they train on high-dimensional
data and low-dimensional data.
Originally, the UCI car dataset refers to a multi-classification problem, since it consists of four
different classes (”unacc”, ”acc”, ”good”, ”vgood”), which refers to the acceptability of each
car in the dataset. In order to convert it to a binary classification problem, we merged the three
classes (”acc”, ”good”, ”vgood”) into one class (namely ”acc”) which we later represented
with +1 and left the other class (”unacc”) as −1. The features of the car data have to do
with their ”buying price”, ”price of maintenance”, ”number of doors”, ”number of persons to
carry”, ”the size of luggage boot” and the ”estimated safety of the car”.
For both models, their weights were initialized randomly, and the accuracy of the validation
set has been used as a comparison metric between them.
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5.1.1 Variational Quantum Classifier model

The implementation of The VQC required of course an encoding part and a variational part.
For the encoding part, the cosine/sine encoding has been used [81, 82]. For this encoding,
starting from an all 0 state, we apply Y -rotation single qubit gates on each qubit. So after the
encoding part, each qubit would be in state

|0⟩ → Ry|0⟩ = cos
(π
2
xk

)
|0⟩+ sin

(π
2
xk

)
|1⟩ (5.1)

where k ∈ {1, 2, . . . , N} and N is the total number of features/qubits used for each sample.
In that way, we introduce and pass information from the data to the quantum circuit.
After the encoding part, a variational architecture had to be established. For that variational
architecture, we chose to follow the Noisy Intermediate Scale Quantum (NISQ) friendly archi-
tecture used in [83]. The main parameter of this architecture (except the weights of course)
is the number of variational layers used. Each layer consists of CNOT gates with control on
all odd-numbered qubits, then Y -rotation single qubit gates applied on each individual qubit,
CNOT gates with control on every even-numbered qubit, and one more Y -rotation on every
qubit. So in total, for every layer we will need to train 2N parameters (+N for the 0-th layer,
which consists of only Y -rotation gates on every qubit). In total, this model needs to train
2NL+N = N(2L+ 1) parameters, where L is the number of layers used.
In Fig. 5.1 an example of the architecture of the VQC model has been illustrated. This five
qubits example refers to a VQC model with two variational layers. For the prediction of the
model, only the expectation value of only the first measurement is used. If the expectation value
is under the predefined threshold we set, the sample is classified to class −1 (”unacc”), and if
it is above the threshold to class +1 (”acc”). The threshold used throughout the experiments
is set to 0.5.

Figure 5.1: Example of the architecture used for the VQC model, with 5 qubits and 2
variational layers.

As a loss function for this model, we used the MSE function. For the implementation of the
circuit, we used Pennylane (version = 0.30.0) library [84]. For the optimizer, we tried Standard
Gradient Descent (SGD), Nesterov momentum optimizer, and Adaptive Momentum optimizer
(Adam). But the one who gave the best performance among them was Adam so that one was
chosen for all experiments with the VQC. During the training, a batch size of 32 samples was
used, and a decaying learning rate was initialized from 0.1 and decayed with a decay factor of
0.95.
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Finally, the latest feature of Pennylane was utilized. This is the Pennylane-lightning[GPU]
device. This device let us use the NVidia GPU (CUDA) to run the simulation of the quan-
tum circuit. With the help of this feature, a significant speed-up was achieved, especially, in
comparison to a simple simulation on a CPU.

5.1.2 Tensor Network model

For the implementation of the Tensor Network (TN) model the implementation from [23] has
been extensively used. In this model, the method of TT-decomposition has been utilized to
manipulate the weights tensor easier and with better efficiency (especially when working with
high-dimensional data). The encoding of the data follows the equation (5.2)

Xi1i2...id =
d∏

k=1

xikk (5.2)

where, Xi1i2...id represents the tensor which includes the features of the samples, and xikk is the
k-th feature of the sample. Once again, the indices ij, j ∈ {1, 2, . . . , d} are ij ∈ [0, 1].
This model is trained with the Riemannian optimization algorithm and uses the logistic loss
as a loss function.
In TN, the main hyper-parameter is the TT-rank used for TT-decomposition. The total number
of parameters that need to be trained in this model is 2Nr2, where N is the number of features
used, and r the TT-rank. Notice, the number of parameters in TN scales faster in comparison
with VQC, since the TN parameters, instead of having a linear dependence on r (as happened
with VQC and the number of layers), depend on the square of the TT-rank.
For the implementation of the TN model, the ttpy library, which is a python implementation
of the TT-Toolbox library [85], has extensively been used, in coordination with other libraries
including mathematical tools, such as numpy [86], scikit-learn [87] and others.
As discussed in Sec. 4.2 the predictor of this model is based on the simple linear product
between the features tensor X and the weights tensor W . So in total, we can rephrase (4.5)
as

ŷ(x) = ⟨X ,W⟩ (5.3)

There is no need for a separate bias term since this is integrated in W as W00...0 (for a
two-dimensional example, see Sec. 4.2).

5.2 Results

In order to compare those two models (TN and VQC), we established a common ground
between them. In other words, we tested their performance in the same experimental envi-
ronment. That includes the same dataset, with the same split ratio between the training and
validation set. Their performance was recorded according to the number of parameters they
use. Despite that, we made individual experiments for every model, where their performance
(accuracy of the validation set) was registered while changing the TT-rank for the TN and
the number of variational layers for the VQC.
For the experiments with the TN model, the implementation from [23] has been utilized.
To that implementation, the PCA dimensionality reduction technique has been added, along
with all the necessary functions, to receive the desired plots that derive from the results.
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Those plots are the accuracy of the validation set that TN achieves while TT-rank increases
for r ∈ {2, 3, . . . , 20} and the validation accuracy it achieves depending on the number of
trainable parameters.

Figure 5.2: Plot of the validation accuracy achieved from the tensor network model, with
TT-rank that runs from 2 up to 20. The experiment was conducted for different number
of features using the principal component analysis (PCA). The number of components
used is 2, 5, 10, 16, and 21 which is the number of features without PCA.

As we notice from Fig. 5.2, an increase in the TT-rank indeed increases the performance of
the model. This increase is rapid for TT-ranks up to r = 4 or r = 5. With further increase in
the TT-rank, notice the accuracy on the validation set is not improved significantly, but rather
it converged to a final value. In parallel, the validation accuracy shows a significant increase
as the number of principal components increases.
For the case of the two principal components, observe a slightly unstable performance for the
model. It gets its best accuracy at ∼ 68% with sudden drops for specific ranks. The reason
behind this, is probably that there is not much information stored in the two principal compo-
nents, in order for the model to sufficiently classify the data. This becomes more obvious when
we focus on the behavior of the TN when experiments run, with more principal components.
For example, with 5 principal components, its accuracy reaches ∼ 85% and oscillates around
that value for different TT-ranks. Adding more components (10) the accuracy slightly increases
to ∼ 90% and, once again, slightly oscillates around that value. Furthermore, by adding more
and more principal components, it seems that enough information is stored in the encoding
of the data, that the model can sufficiently get trained to achieve perfect classification of the
data with 100% accuracy on the validation set. This is achieved earlier for the 21 principle
components, at TT-rank r = 3, and later for the 16 principle components at TT-rank r = 6.
In general, it seems that a TT-rank of 5 is sufficient to produce the best performance for the
TN model, for any number of features.
In Fig. 5.3, the plots of the accuracy for the training and validation sets are illustrated as
the TT-rank increases. In Fig. 5.3a, notice, once again, an unstable behavior from TN, with
its accuracy dropping and increasing rapidly for specific values of the TT-rank. In Fig. 5.3b
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the training accuracy seems to be much larger than the validation, especially for TT-ranks
between 5 and 17. This difference is ∼ 5% on average, so there is not a strong indication
for over-fitting to the data. In Fig. 5.3c, the accuracy for both training and validation is
much smoother as the TT-rank increases. This is an indicator that the TN model is robust to
high-dimensional data. Additionally, there is a small indication of overfitting, since from TT-
rank ≥ 4, the training accuracy becomes much larger than the validation accuracy. Although,
further experiments need to be conducted, in order to validate that assumption. Finally, for the
16 principal components of Fig. 5.3d, perfect classification is achieved for TT-rank ≥ 5. Both
training and validation sets converge to 100% accuracy and there is no indication of instability
or over-fitting to the data. Additionally, the same plot for the 21 principal components has
been produced, but it is not included, since it is almost identical to Fig. 5.3d. The only minor
difference between them is that the perfect classification is achieved with a smaller TT-rank.

(a) 2 principal components (b) 5 principal components

(c) 10 principal components (d) 16 principal components

Figure 5.3: Plots of the accuracy of the tensor network model, with respect to the tested
TT-ranks. In these plots, both the validation and training accuracies are depicted, which
can give us useful information about the behavior of the model during training.

Similar plots were produced for the VQC model. In Fig. 5.4, we present the plot of the validation
accuracy with respect to the number of variational layers, as tested in the experiments. At
first glance, notice some major differences from the TN model. First of all, the accuracy of the
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model does not increase as the number of qubits increases. This is anticipated, since with an
increase in the number of qubits, an increase in the complexity of the quantum circuit follows,
which is responsible for worse accuracy. On the other hand, it has been noticed from the
experiments that the VQC model requires a lot of optimization time, especially when working
with a large number of qubits (≥ 10). As a consequence, it is possible that by training VQC
with a higher number of epochs, and with better tuned hyper-parameters, higher accuracy can
be achieved. This is of course an assumption that still needs to be tested.
Following Fig. 5.4 notice that the VQC experiment with 2 qubits gives the worst performance
among the rest. That peaks at ∼ 73% with a high number of layers. In comparison to TN
model, VQC has a slightly better accuracy but still not the overall best. Surprisingly, with
5 qubits, we manage to get the best performance out of VQC with ∼ 91% accuracy on
the validation set. Then, the 10 qubits did not perform as well, with a validation accuracy
lower than 5 qubits. 10 qubit VQC barely reached ∼ 86%, which is still a great performance, in
comparison with TN model (which was slightly better). For the 16 qubits, the performance was
on average the same as 10 qubits, but it happened to have some large peaks (for 7 variational
layers at ∼ 90% validation accuracy and for 15 layers at ∼ 87% validation accuracy) and some
low valleys which were under the 10 qubit performance for a specific number of variational
layers. Since the complexity of the quantum circuit for 16 qubits is large, the computational
power of the GPU used, was not enough for us to train the model for more epochs. In total,
30− 40 epochs were used for VQC training. Increasing the number of epochs, might change
the experimental lines of Fig. 5.4, so they can converge to some final values, and provide us a
more clear understanding of the learning behavior of VQC, as the number of qubits increases.
Finally, the experiment with 21 qubits was not included in the plot, since during the training,
the maximum accuracy we received was exactly 70.2% for all numbers of variational layers
tested. The reason for this result (despite falling on a barren plateau), is the encoding we used
for the data. The original features of the data (after one-hot encoding) are binary. Thus, the
cosine/sine implementation of them always gave one output state |0⟩ or |1⟩ with probability
1, and thus, the variational part, would be initialized with an input state, that was not a
superposition of |0⟩ and |1⟩ (as happened with the other number of qubits under the PCA),
but only a state |i1i2 . . . iN⟩ = |i1⟩⊗|i2⟩⊗ . . .⊗|iN⟩, where ij ∈ {0, 1} and j ∈ {1, 2, . . . , N},
with N being the total number of qubits.
In Fig. 5.5 the respective plots of the VQC model, regarding the accuracy of both training
and validation sets with the number of variational layers, are presented. For all subplots of
this figure, it seems that the validation accuracy follows faithfully the training accuracy for all
variational layers tested. This means there is no sign of over-fitting or under-fitting to the data,
and the gate parameters of the quantum circuit are trained to sufficiently classify ”unseen”
data.
In general, as the variational layers increase, the accuracy of the model seems to increase as
well. The same happens with the TN model and the TT-rank. Some ambiguity might arise from
Fig. 5.5c, where for specific numbers of layers, the accuracy of VQC oscillated and dropped
for a large number of layers. This unintuitive result might mitigate if the model is trained for
more epochs. The reason behind this behavior might also arise from random factors during
the optimization process (decaying learning rate, etc.) or even a barren plateau.
Additionally, in order to examine if the VQC model trains as expected and minimizes the loss
function, we were able to plot Fig. 5.6. Those are the plots of minimization of the loss function
during the training, from randomly chosen experiments (one with 5 qubits and 15 variational
layers and one for 16 qubits and 5 variational layers). For both experiments, see the mean
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Figure 5.4: Plot of the validation accuracy for the Variational Quantum Classifier with
the number of variational layers, for different numbers of qubits (2, 5, 10, 16)

square loss decreases from an initial value ∼ 1.60 to almost 0.20 for the 5 qubits and 0.35 for
the 16 qubits. This result indicates, that VQC indeed learns to classify the data correctly and
it improves its performance, epoch by epoch. Moreover, in Fig. 5.6c and Fig. 5.6d, we can
tell with certainty that there is not any abnormal training behavior for VQC. The validation
accuracy follows the training accuracy, meaning there is no over-fitting or under-fitting to the
data. Of course, as the epochs progress, we see an increase in the accuracy of the model.
The accuracy is increased steeply for early epochs, but for later epochs, the accuracy almost
converges to ∼ 90% for the 5 qubits and ∼ 81% for the 16 qubits.
Of course, the most important part is to compare the VQC and TN models, to see which has
the best performance and when. Also, we examine how well they handle high-dimensional data
and did an overall comparison between them.
To compare the models under a common denominator, we chose to plot their validation
accuracy with respect to the number of tunable parameters they use. Such plots were prepared,
having in mind that the number of parameters of the VQC is pV QC = N(2L+ 1) and of the
TN is pTN = 2Nr2, where N is the number of qubits/principle components of the model,
L the number of variational layers and r the TT-rank used for the TT-decomposition in TN
model. Since the parameters of the TN model depend on the square of the TT-rank, we expect
that the TN model has significantly more tunable parameters in comparison with VQC (for
the same number of qubits and number of layers or TT-rank). For that reason, in the plots,
only results that reached 1000 trainable parameters in TN have been used. VQC never reached
that many parameters, in any experiments tested. The most parameters reached by VQC are
861 when run for 21 qubits and 20 variational layers. For the aforementioned plots, a fixed
number of qubits has been used each time.
In Fig. 5.7 the Validation accuracy of both models is presented, with the number of trainable
parameters they used. This is the only plot where we did not depict up to 1000 trainable
parameters, but rather up to 100. This happens since the VQC with 2 qubits and 20 variational
layers has only 2(40+ 1) = 82 trainable parameters and the accuracy of TN has converged to
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(a) 2 qubits (b) 5 qubits

(c) 10 qubits (d) 16 qubits

Figure 5.5: Plots of the accuracy of the variational quantum classifier model, with respect
to the tested number of layers (from 0 to 20). In these plots, both the validation and
training accuracies are depicted, which can give us useful information about the behavior
of the model during the training.

the same value for the remaining parameters.
A general note that we should make at this point is that for the TN model, notice that the
validation accuracy lines are much smoother than those of the VQC. This is expected when
we examine the scaling of the parameters for the two models. For example, between 0 and
1000 parameters, there are only a few experiments with a fixed number of qubits for TN. On
the contrary, since the parameters of VQC scale slower with the depth of the circuit, we get
much more experimental points.
Notice in Fig. 5.7 that both models do not achieve great accuracy. Especially, the TN model
performs consistently under 70% accuracy and the VQC model achieves to climb up to 74%.
Thus, for 2 qubits, VQC has better performance, even though the overall performance of both
models is not great. From this plot, we get an indication that VQC can potentially get even
better accuracy with more variational layers than 20, in contrast with TN which seems to
converge at 67% validation accuracy. Overall, in order to completely compare the two models,
we need to follow the same procedure with experiments with different numbers of qubits or
principal components.

34



(a) Loss with the number of epochs for 5 qubits
and 15 variational layers.

(b) Loss with the number of epochs for 16
qubits and 5 variational layers.

(c) Training and validation accuracies with the
number of epochs for 5 qubits and 15 varia-
tional layers.

(d) Training and validation accuracies with the
number of epochs for 16 qubits and 5 varia-
tional layers.

Figure 5.6: Plots from the training of the variational quantum classifier. They are chosen
randomly from all the experiments, and depict the minimization of loss during training
for 5,16 qubits, and 15,5 variational layers, respectively. Also, the accuracy plots of the
training and validation sets during the training are presented for the same number of
qubits and variational layers.

In Fig. 5.8, we have the respective plot for 5 qubits. Especially, in Fig. 5.8a, we see up to 1000
trainable parameters, and in Fig. 5.8b we zoom to the region up to 210 trainable parameters.
clearly, for 5 qubits, VQC performs much better than TN, achieving a maximum validation
accuracy of ∼ 91% with only 65 trainable parameters or 6 variational layers. On the other
hand, TN reaches almost 87% accuracy at its peak. In general, its performance oscillates
around 85 − 86% which is close to the performance of VQC. As the trainable parameters
increase, we notice that TN converges to 85% validation accuracy, in contrast with VQC
which oscillates around 90%.
For the respective plots in Fig. 5.9 with 10 qubits, notice that TN gains ground over VQC
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Figure 5.7: The validation accuracy achieved by TN and VQC model with 2 qubits with
dependency on the number of trainable parameters used by the models.

(a) Full plot up to 1000 parameters (b) Zoomed plot to 210 parameters

Figure 5.8: The validation accuracy achieved by tensor network and variational quantum
classifier models with 5 qubits, with dependency on the number of trainable parameters
used by the models.

considering it achieves better accuracy than VQC from 150 trainable parameters and above. In
a lower number of parameters (or layers) VQC is more steady, increasing its performance almost
at the same rate as TN. After 200− 220 parameters, it becomes more unstable, with sudden
drops and rises in its validation accuracy. In general, TN keeps increasing its performance, with
the number of parameters, and seems to max out and converge to 90% validation accuracy,
which is comparable with the performance of VQC at 5 qubits.
Finally, for 16 qubits in Fig. 5.10, once again TN seems to be better than VQC, regarding the
validation accuracy. TN manages to do perfect classification, converging to 100% accuracy as
the number of parameters increases, and VQC shows a more stable behavior in comparison
with the 10 qubit experiment. Additionally, VQC reaches 90% validation accuracy at around
240 trainable parameters, which is much better than the performance it had with 10 qubits. As
early as 100 parameters, TN starts to become more accurate than VQC without VQC getting
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(a) Full plot up to 1000 parameters (b) Zoomed plot to 450 parameters

Figure 5.9: The validation accuracy achieved by tensor network and variational quantum
classifier models with 10 qubits, with dependency on the number of trainable parameters
used by the models.

over TN at any number of layers above that. VQC does not seem to converge to specific
accuracy as the layers/parameters increase but in general, it oscillates around 85% validation
accuracy.

(a) Full plot up to 1000 parameters (b) Zoomed plot to 680 parameters

Figure 5.10: The validation accuracy achieved by tensor network and variational quantum
classifier models with 16 qubits, with dependency on the number of trainable parameters
used by the models.

As stated above, the VQC for 21 qubits could be trained to reach only a single maximum
accuracy at 70.2% which seems to be an encoding fault or that the training falls into a
barren plateau (which is a much weaker assumption). For that reason, we did not include the
respective plots for 21 qubits. TN with 21 features has the same behavior as the 16 principal
components TN, but it achieves the perfect classification with slightly fewer parameters (i.e.
smaller TT-rank).
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5.3 Discussion

Based on Sec. 5, we are not able to claim that one model is clearly better than the other.
Accuracy depends on computational power and time. Also, the dimensionality of the data
plays a significant role when we want to choose between the models. If the only consider-
ation is the overall accuracy, then TN models seem to be the best choice, especially, if the
problem requires high-dimensional data. TT-decomposition enables us to manipulate the high-
dimensional weight tensor much faster than other methods. Riemannian optimization seems
to be an excellent fit as an optimizer to TN since it outperforms SGD [23] and manages to
achieve perfect classification with only TT-rank r ≤ 5. A drawback of TN is that requires
significantly more trainable parameters compared to VQC. Too many parameters, insert more
complexity into the model and as a result, tend to slow it down.
On the other hand, VQC equipped with a dimensionality reduction technique (such as PCA), or
used on a problem with low-dimensional data, might be a better choice than TN. For example,
5 qubits VQC can reach ∼ 91% validation accuracy on UCI car dataset. We observed that
VQC achieved maximum accuracy after a small number of epochs. This is especially promising
to reduce the training time of VQCs with a larger number of qubits.
There are indications that VQC can achieve even better accuracy with more qubits. See in
Fig. 5.4 with 16 qubits, it is capable to outperform the 5 qubits for 6 − 8 layers. So with
hyper-parameter tuning or more training, VQC might also be suitable for high-dimensional
data. However, because training time for the 16 qubits VQC requires much computation time,
we did not investigate this possibility as much as it seems to deserve.
Overall, by examining the plots, notice that VQC is consistently the model that achieves the
best validation accuracy for a small number of variational layers or low TT-rank. This result
strengthens our previous finding about VQC, being preferable when we need to train a model
within a limited time frame.
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6 Conclusion

To sum up, both models give great accuracy on the binary classification task of the UCI
car dataset of 2013. All in all, the tensor network model gave the best overall accuracy,
especially, when working on high-dimensional data, achieving perfect classification. Its training,
required more trainable parameters, a complex code implementation, and occasionally more
computational time in comparison with VQC. On the contrary, VQC performed better on
low-dimensional data, where it achieved a maximum validation accuracy of ∼ 91%.
Comparatively, for high-dimensional data, the optimization of the quantum circuit of VQC
takes significantly more time than the training of a TN. But in low-dimensional data, VQC
training times drop remarkably. In addition, observe in Fig. 5.6c and Fig. 5.6d, that just a few
epochs are required for VQC, to get trained sufficiently. As a result, the training time for VQC
drops even more.

6.1 Future work.

For future work, there are plenty of experiments that can be done to verify the findings of
this thesis and to extend the research on tensor networks and variational quantum classifiers
in general.
A minor experiment is to test the performance of models while training them for more epochs.
In that way, we can validate that their accuracy has indeed converged, and can not be further
improved by additional training.
Some major future work is to fix the encoding of VQC, to sufficiently train the model for 21
qubits. Moreover, the experiments conducted with TN used polynomial encoding for the data.
So another future work, is to change the encoding of TN to cosine/sine encoding and compare
the results.
Of course, we need to know if the models can be generalized to other datasets. So we could
try executing exactly the same experiments using different publicly available datasets, with
different data sizes and feature dimensionality. Could the models generalize to solve efficiently,
a multi-class classification problem?
The optimization of hyper-parameters or hyper-parameter tuning can always produce better
results. While implementing the models and training them, we tried to optimize the hyper-
parameters. That does not mean they are in the best possible state. So for future work, the
hyper-parameter tuning might produce significant improvement in the overall performance of
the models. An important example of such hyper-parameter tuning is to choose the number
of principal components for PCA that best capture the variance of the dataset. This can be
done by producing the scree plot [88], which its bend will indicate the number of significant
components.
A final experiment that can be done as future work, is to include a classical machine learning
method. In that way, we can compare how well the TN and VQC models behave, in comparison
with a classical model, such as Stochastic Gradient Descent (SGD).
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Quantum gates glossary

Hadamard H
1√
2

[
1 1
1 −1

]
Pauli-X X

[
0 1
1 0

]
, Pauli-Y

Y

[
0 −i
i 0

]
, Pauli-Z Z

[
1 0
0 −1

]

Phase S

[
1 0
0 i

]
π

4
-rotation T

[
1 0
0 ei

π
4

]

Controlled-NOT


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0



Controlled-Z
Z


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1



Controlled-phase
S


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 i



swap


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1



Fredkin



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1


,Toffoli



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0


Measurement Projection of the measured qubit onto |0⟩ and |1⟩.

qubit Quantum wire, carrying a single qubit from left to right.

classical bit Wire carrying a classical bit from left to right.

n qubits n Quantum wire carrying n qubits from left to right.
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