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Abstract

Business continuity planning (BCP) is the process of proactively minimizing the impact of
possible disasters on an enterprise. One such disaster is the loss of important knowledge
about the enterprise. The loss of knowledge is especially prevalent in small to medium-sized
enterprises (SMEs) in software development. Despite the need for a well-developed BCP, SMEs
often struggle with this. In this thesis, we propose a design that should ease the development
of the BCP regarding the threats of knowledge loss. To achieve this, we use a tool called the
truck factor (TF). The truck factor is a way of quantifying the continuity threats of a software
company in terms of knowledge loss. The truck factor is defined as the number of developers
that have to be hit by a truck for the project’s continuity to be in danger. To estimate the truck
factor of a software project we use an algorithm which is currently considered to be the most
accurate and accessible. For a more complete BCP design, we extend the current best BCP
approach for SMEs with the truck factor tool specifically for software development enterprises.
To validate the design we evaluated it with a Dutch software development company. We asked
the opinion of our design people with different roles in this company, ranging from owner to
software developer. From this evaluation process, we found that people who are higher up
in the company usually have a few major problems with the design, while employees more
involved with the development are generally positive. The problems with the design that they
mentioned are mostly properties and missing functionalities of the truck factor algorithm
itself. To address the alleged shortcomings, a handful of changes should be implemented on
the truck factor to make it more practically valuable. With the changes, the tool should be
more useful for people in managerial roles as well as improve the accuracy of the truck factor
results given by the algorithm.
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1 Introduction

1.1 Problem formulation

Business continuity planning (BCP) is an indispensable tool to increase the longevity of a firm.
Business continuity management is the process of taking proactive measures to guard information
systems against disasters [JN+22]. For companies in the IT business, this is obviously of incredible
importance, since information systems are the core of their business. Without the information
systems, their product or service does not exist. Most approaches to developing business continuity
plans don’t apply well to small to medium-sized enterprises (SMEs). We will explain the reasons
for this in section 2. To define what an SME is, we consult the European legal definition. The
European Union legally defines an SME as an organization with less than 250 employees [Uni03].
Because SMEs often struggle with business continuity and its immense importance for software
development organizations, we aim to provide a BCP design specifically tailored for SMEs in the
software development business.

1.2 Research approach

To address the problem defined in section 1.1, we will use the current best practice BCP process for
SMEs. On top of that, we will make it specific to software development enterprises by extending
the current best practice with a tool called the Truck Factor (TF). The Truck Factor is a measure
used to quantify the concentration of knowledge of a group of developers in a software development
project [FVF17]. Therefore, can be used to mitigate continuity risks from knowledge loss. The
Truck Factor is usually calculated by using data from Git repositories because Git stores data
on who wrote and edited each line of code. This data can be used to determine the amount of
knowledge each developer has per file. The Truck Factor is also known as the Bus Factor or the
Lottery Number. The Truck Factor is defined as the number of developers that have to be hit by a
truck (or abruptly leave the project in any other way) for the project’s continuity to be endangered
[FVF17]. As a rule of thumb, the higher the Truck Factor is, the lower the continuity risks. A high
Truck Factor means knowledge is highly distributed over the software development team. If one
person were to leave the project, it shouldn’t cause a business disruption in that case. Currently,
there is little to no data on the practical applicability of the truck factor. Because the truck factor
will be a large part of our BCP design, that is the most important aspect of this thesis. That gives
us the following research question:

RQ: How valuable is the truck factor tool for small to medium-sized software development
enterprises as a part of business continuity management?
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1.3 Thesis overview

This bachelor thesis is done as a part of the Leiden Institute of Advanced Computer Science and
supervised by prof.dr.ir. Joost Visser. For this thesis, we will first set up the theoretical framework
this research is built upon in section 2. In this section, we investigate research done in the BCP
process for SMEs to find the current best practice. We will also look at comparative studies to find
the current best algorithm for the Truck Factor and a threshold for the truck factor.

This thesis is done as an internship for a small Dutch software development company to im-
prove the business continuity of their firm. Section 3 explains how this thesis will follow the
structure of design science research and how we plan to answer the research question. In section 4
we will formulate the design including the truck factor. The evaluation results of the design will
be presented in section 5. We will interpret these results in section 6. Finally, we will answer the
research question in section 7. We draw these conclusions from the results we have gathered and
discussed.
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2 Theoretical Framework

2.1 Business continuity planning for SMEs

Making a BCP is essentially investing time and resources into something you wish does not happen.
Apart from that, assuming you will have to use it some time, it is not clear when. Therefore,
investing in a BCP is unattractive, since you don’t know when you’ll yield the returns on your
investment. However, there is a clear need to develop a BCP, especially for SMEs [Nat15]. Despite
this need, research and frameworks for business continuity planning are typically aimed at large
corporations [KS18], [Her10].

There are several reasons why SMEs can’t simply adopt the frameworks developed for larger
corporations. First is the fact that SMEs simply have to work with fewer available resources
[STB11]. SMEs usually lack resources in finance, technology, and human personnel. [Vos98]. The
second reason these frameworks do not work well for SMEs is the fact that SMEs often have a
less bureaucratic work environment [BR93] than big corporations. Even though this is seen as an
advantage by some [Vos98], it still causes problems when implementing a BCP framework developed
for a more bureaucratic, larger firm. Other differences between SMEs and larger firms are; SMEs
can make decisions faster, which makes them more flexible, and internal communication is easier
and faster within SMEs due to the less bureaucratic work environment [Vos98]. Faster decisions and
communication cause SMEs to learn more quickly and adapt routines and strategies quicker as well
[Vos98]. Additionally, the organization’s size usually makes the environment less formal [SSSG+10].
This calls for a strategy that develops a BCP which is informal, not overly bureaucratic, and can
be developed with fewer resources. Järvelainen et al. have developed such a strategy [JN+22]. They
call it the Thrifty BC management approach.

The Thrifty approach has proposed the following ten meta-requirements (MR) to make a successful
BCP for SMEs [JN+22]:

1. Facilitate embeddedness. Make business continuity management a part of the organizational
process.

2. Pay attention to context. As mentioned before, the nature and circumstances of the company
are important factors to take into account when developing a BCP.

3. Maintain accuracy. As the company evolves, the BCP has to be continually updated to
accurately address current continuity risks.

4. Develop gradually. Develop a plan for the most threatening risks first and develop the lesser
threats later to spread the use of resources over time.

5. Minimize documentation. Enforcing excessive documentation creates a hierarchical environ-
ment, which is the opposite of the nature of SMEs [Her19], [VS11]. That is not to say that
documentation is not useful, it just should not be used excessively.

6. Enable self-assessment and development. Do not over-complicate the BCP. Organizations
should be able to develop and implement the BCP without outside counsel.

7. Develop the social and technical jointly. The technical aspect is what should be done to
manage BC, and the social aspect is who should manage it.

8. Facilitate collective participatory development. Involve people with different roles in the
company.
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9. Revere substance expertise. Make BC decisions based on expertise, not on hierarchy.
10. Attend proactively. Risk mitigating measures should be developed before incidents happen.

These meta-requirements aim to reduce the expense of resources and suit the informal environment
of SMEs better. The meta-requirement most relevant to this thesis is MR6 (enable self-assessment
and development) because it relates to the use of the Truck Factor. The Truck Factor is a self-
assessment tool. It is used to assess the knowledge concentration of a software project and the risks
caused by that concentration.

To implement the 10 meta-requirements the approach has designed a process consisting of 3
phases [JN+22]:

1. Map-it
2. Design-it
3. Continue-it

The map-it phase aims to identify the most critical business process(es) and other context of the
particular business such as the most probable risks. In the design-it phase, the BC measures are
defined. In the continue-it phase, firms decide how to act and monitor the BC measures. To achieve
the goals of each phase, they are broken down into modules. All three phases combined have 16
modules as shown in figure 1.

Figure 1: The SME development design proposed by Järvelainen et al.

2.2 Truck Factor

Since 2010 a few algorithms have been proposed to estimate the truck factor of a software project.
The first is an algorithm proposed by Zazworka et al. [ZSK+10]. A comparative study to find the
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best algorithm has been done by Ferreira et al. [FVF17]. This study compared three algorithms.
The first of these algorithms is proposed in a part of a study by Avelino et al. [APHV16]. The
second algorithm has been proposed by Rigby et al. [RZDM16]. The third algorithm evaluated
in this paper has been proposed by Cosentino et al. [CIC15]. The research has chosen not to
evaluate the algorithm proposed by Zazworka et al. because it has major scaling problems. Research
by Ricca et al. has concluded that the Zazworka algorithm does not scale for projects past 30
developers [RMT11]. Because we established the definition of an SME as an enterprise that could
have up to 249 employees, we also won’t consider the algorithm proposed by Zazworka et al [ZSK+10].

In the research done by Ferreira et al. [FVF17] they test the three algorithms on two accu-
racy measures. The first one is the TF value accuracy, that is to say, how close the value given by
the algorithm is to the actual value. The second accuracy measure is how accurate the identification
of the TF developers is. A TF developer is a core developer the project cannot lose, therefore part
of the Truck Factor. They test this because the algorithm could give the correct TF value, but
the wrong people could be in the TF set. The research concluded that the algorithm proposed by
Avelino et al. [APHV16] is the most accurate in both TF accuracy and TF developer accuracy.

The comparative study was done in 2016 [FVF17]. Since 2016 one new TF estimation algo-
rithm has been proposed by Jabrayilzade et al. [JETK22]. For simplicity, we will call this the JAB
algorithm. In their research, they claim to have built a slightly more accurate algorithm than the
AVL algorithm [APHV16] which was established as the state-of-the-art by the comparative study
[FVF17]. On the 13 projects they tested the algorithm on, they established a mean absolute error
of 5.46, compared to a mean absolute error of 5.80 for the AVL algorithm [JETK22]. However,
they do not provide all the data which led them to this result. In addition, to estimate the Truck
Factor, the JAB algorithm uses unavailable and unfeasible data for most software projects. They
argue knowledge of code comes from meetings as well as writing code. Therefore they also use the
number of minutes a software engineer spends in meetings to the variables to estimate the Truck
Factor for that project [JETK22]. That makes this algorithm impractical because, without data of
all previous meetings between software engineers, you cannot use this algorithm. For these reasons,
we have decided not to use the JAB algorithm in this thesis but to use the AVL algorithm instead.

We have established that AVL is the best TF algorithm, but that does not mean it is with-
out shortcomings. The AVL algorithm is perfectly accurate if the TF = 1 (for 20 systems). For
higher TF values, the accuracy does drop quite drastically. For 2 ≤ TF ≤ 5 (13 systems), the
accuracy Ferreira et al. [FVF17] found was 30%, and for TF ≥ 6, they found an accuracy of 50%,
although the size of this group was only 2. Therefore the results most likely aren’t an absolute
accuracy number for TF ≥ 6. However, these results indicate that the algorithm is imperfect if TF
≥ 2. We do need to keep this in mind for our thesis.

The AVL algorithm [APHV16] computes the TF by simulating the departure of important devel-
opers of Git repositories. To do this, you need to know which developers are essential. The AVL
algorithm does that by calculating the degree of authorship (DOA) a developer has for every file
[APHV16]. When a file f is created by developer d1, a DOA(d1, f) value gets initialized. Additional
commits to that file by the same developer increase the DOA(d1, f) value. Commits by another
developer (d2) decrease the DOA(d1, f) value and increase DOA(d2, f) value. After running over
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all the commits on a file, the DOA(d, f) values for all its authors have been calculated. These
DOA(d, f) values then get normalized as a value between 0 and 1. The developer with the highest
DOA has their value normalized to 1. To be considered an author of file f , a developer d needs
to have a minimum normalized DOA(d, f) of 0.75. The algorithm simulates the removal of top
authors until 50% of the files become abandoned. A file is abandoned when all authors of the file
have been removed by the algorithm. Finally, the Truck Factor equals the number of authors that
have to be removed before that threshold is met. In the comparative study, 50% has been confirmed
to be the threshold with the best accuracy [FVF17]. The source code of the AVL Algorithm is
available on GitHub1.

2.3 Code Ownership

The AVL algorithm [APHV16] holds a pretty heavy assumption: code authorship is equal to code
ownership. To validate the usage of the AVL Truck Factor algorithm in the context of knowledge
distribution, it is important to confirm that code authorship does correlate with code knowledge.
A study by Fritz et al. has concluded that frequency and recency of interaction with a piece of
code do indicate the level of knowledge a developer has on that code [FMH07]. In this study, 19
developers were given a questionnaire about the functionality of certain pieces of code. The results
pointed out that developers had memorized more of the code they wrote themselves [FMH07].
All interviewed developers also said most correct answers they gave were about code they wrote
themselves [FMH07]. This research proves that code authorship does mean knowledge about the
code and therefore validates the use of the AVL algorithm [APHV16].

2.4 Truck Factor threshold

Because it is unclear how high the truck factor for a repository should be, it is critical to have a
threshold to compare it to. To determine the threshold, we will look at available literature regarding
this subject. Although there has been research regarding the TF threshold, no viable formula or
model is available. The only available study on this topic is by Torchiano et al., in which they
evaluate a threshold proposed by Siddhi Govindaray [TRM11]. The Govindaray threshold states
“Small teams of under 10 people usually target a TF of 4-5 for most parts of the system (that is
around 40-50% of the team). Larger teams will probably target a TF of around 8 (which would
probably be around 20-25% of the team)”2. In the evaluative study, they found this threshold was
too high and often even impossible to achieve in real situations [TRM11]. That means there is no
truck factor threshold defined in the literature.

1https://github.com/aserg-ufmg/Truck-Factor
2https://siddhi.blogspot.com/2005/06/truck-factor.html
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3 Methodology

To answer the research question we will create a design to imple-
ment the truck factor into the business continuity management
process of a software development SME and evaluate its practical
usability. The development of the design will follow the structure
of design science research [PTG+20]. This structure consists of
6 parts: problem identification, objectives of a solution, design,
and development, demonstration, evaluation, and communication.
The problem identification and solution have been presented in
section 1. The design will consist of running an algorithm to
acquire the truck factor results of all repositories of an organiza-
tion. Because we have established in section 2 the AVL algorithm
[APHV16] is the best, that is the algorithm we will be using
in our design. Due to a lack of a truck factor threshold defini-
tion in the literature, we will define one ourselves in the design.
The execution of the truck factor algorithm and comparing it
to the threshold is part of the map-it phase of the thrifty BC
management approach [JN+22]. When a truck factor is lower
than the threshold, that means the risk is too high. That means
some form of measures have to be taken to mitigate that risk.
Therefore we will also propose a list of measures in the design.
Those measures are part of the design-it phase of the thrifty BC
management approach [JN+22]. Finally, for the design, we will
suggest a period after which the design should be repeated after
it has been implemented. This is part of the continue-it phase of
the thrifty BC management approach [JN+22]. To evaluate the
design, we will demonstrate it to five people from the software
development company we partnered with for this thesis. We
will demonstrate it to the owner of the company, the manager,
the functional administrator, the technical administrator, and a
software developer. We purposely ask people with different roles
in the company to facilitate collective participatory development
of the continuity plan, which is meta-requirement eight [JN+22].
After demonstrating it, we will interview the five people to which
we demonstrated the design. The interview questions refer to
the design, so will formulate the questions after the design, in
section 5. The interpretation of the opinions given the in the
interviews will allow us to conclude whether the design is prac-
tically valuable for this particular company. The key indicator
of whether it is practically valuable is if the company wants to
implement it. Whether the design will be implemented or not
is up to the management team, so their opinions will weigh a
bit higher than others. The entire design process is shown in
figure 2.

Design
Do the Truck Factor

analysis

Define a threshold for
the truck factor

Suggest measures that
lower continuity risks for

low TF projects

Demonstration:
Interview developers
and managers on the

practicalilty of the design

Evaluation:
Discuss their opinions

on the design

Communication:
Conclude whether the
truck factor is valuable

for software SMEs.

Solution:
Implement the Truck

Factor into the process

Problem identification:
Software SMEs struggle
with business continuity

planning

Figure 2: Design approach
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4 Design

4.1 Running the algorithm

First of all, the truck factor has to be calculated for all repositories of an organization. As we have
established in section 2, the algorithm proposed by Avelino et al. [APHV16] is the most accurate
and accessible at the moment. To run the algorithm, follow the instructions given on the GitHub
page. After the truck factor results have been gathered, the following question might arise: ”Is this
truck factor high enough?” To give more meaning to the truck factor the next step is to compare it
to a threshold.

4.2 Truck Factor threshold

Because there is no concrete literature available to determine the truck factor threshold, we are
obligated to propose one ourselves. Instead of providing a single threshold, we suggest a range of
truck factor scores a project could fall under. We distinguish risk scores for truck factors of 0, 1,
2, 3 and 4 or more. We go up to four or more, because a truck factor of four already means four
people have to leave the company simultaneously for the continuity to be endangered. Because we
estimate the chances of that happening as very small, no distinction has to be made with a truck
factor higher than four. Having a truck factor score of 0 means the project’s continuity is currently
at great risk. All of its important developers have left the project.

We define the threshold as a risk score, rather than taking the truck factor as the only input for
the truck factor. We also take the business value of a repository into account to calculate the risk
score. We define high business value as a business component that would cause the company to
go out of business within a month if it does not function properly or at all. A malfunctioning
business component of medium business value would also cause the company to go out of business
but in a bigger time frame. This means a business component of medium business value is still
crucial for a company, but wouldn’t cause immediate problems. Finally, a business component with
low business value would not cause a company to go out of business, but would only cause some
inconvenience or annoyance for customers or other users of the software. Categorizing projects based
on business value is useful because SMEs probably do not have the resources to improve the business
continuity of all projects. This is in line with one of the meta-requirements of the thrifty approach
[JN+22], which is to pay attention to context and focus on the most critical business processes.
The business value of a project is something each firm has to determine on its own. When the
business value is determined and the truck factor has been calculated, a risk score can also be deter-
mined. The risk score of a project based on the truck factor and business value can be seen in table 1.

Note that we have not taken into account the size of the organization in the TF threshold.
That means that a project with only 2 developers, for example, will always be at medium risk at
best. This clear definition of risk scores distinction shows where measures are most urgent. This al-
lows the gradual implementation of the measures, which is in line with the fourth meta-requirement,
which states business continuity management should be implemented gradually [JN+22]. The risk
scores given in table 1 indicate to which extent risk-minimizing measures should be taken for a
certain software project. The definitions of the risk scores can be seen in table 2.
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0 1 2 3 4+

1 3 3 2 1 1
2 3 3 2 2 1
3 3 3 2 2 1

Risk Score
Truck Factor

Business value

Table 1: Risk Score

Risk score Measures
1 No measures needed
2 Consider taking measures
3 Measures are absolutely needed

Table 2: Measures based on risk score

4.3 Measures to decrease TF risks

Now that we have defined when measures should be taken, we will elaborate on what these measures
should look like. To decrease the risks of having a low truck factor there are two options. The first
option is to simply try to increase the truck factor. The second option is to develop alternative
measures that would decrease the likelihood of business disruption when all TF developers were to
leave the project.

To increase the truck factor, an organization has a few options. The most simple option is to hire
more developers. However, more often than not, this is the least feasible option for SMEs. Because
if an SME is concerned about its business continuity and truck factor it probably already tried to
hire new developers, but didn’t have the resources or new developers weren’t available. There is
also an option to increase the truck factor with the existing development team. For this option,
the organization could try to shift employees from projects with a very high truck factor (four
or more) to projects with a low truck factor. That way, the organization can smooth out its risk
without hiring new people. However, this approach is often impractical, because shifting employees
is not always possible. There might not be a single repository with a truck factor of 4 or more.
Or the different projects require different skill sets, which makes shifting employees between them
impractical.

The alternative to increasing the truck factor is to implement other measures in the develop-
ment process. In a survey developers of large GitHub projects were asked which practices would be
most effective in decreasing the risk of business discontinuation in a truck factor event [APHV16].
The 5 practices that the developers mentioned the most were (out of 111 answers):

1. Documentation (36)
2. Have an active community (15)
3. Automatic tests (10)
4. Code readability (10)
5. Code comments (7)
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As can be seen, documentation is by far the most common answer to the questionnaire. Although
the importance of documentation is widely known, a lot of projects still lack documentation
[VvGMW16]. Many developers see documentation as a burden rather than an important part of
software development [VvGMW16]. That means developers likely won’t write documentation if
they’re not encouraged to do so. We established earlier that SMEs most often aren’t very bu-
reaucratic. So simply forcing developers to write documentation does not fit and therefore likely
won’t work. Because a forceful approach doesn’t work for SMEs, writing documentation has to
be embedded in the culture of an organization. If, for example, the organization’s culture is very
result-oriented, documentation is likely to be overlooked. Therefore, an organization might have to
change its culture to motivate developers to write documentation.

The most straightforward way to achieve this culture change is to make documentation one
of the steps of the development process. This approach is in line with the first meta-requirement,
which is to facilitate embeddedness [JN+22] When it is part of the process, managers can expect
a slightly slower pace of development, and developers know when they have to do it. Note that
when managers still expect projects to be developed just as fast as before documentation was being
written, it is not going to work. But what sort of documentation should be written? For a software
development company, the most important thing to maintain continuity is keeping existing software
operational. Therefore debugging code and maintaining existing software are most important. There-
fore documentation should support these activities. For the task of debugging code, developers find
code comments the most useful [ANLV+20]. For all maintenance tasks a user manual of the code is
one of the most useful documentation artifacts, according to a survey done on developers [ANLV+20].

The second most common answer to the questionnaire is to have an active community. In the
context of SMEs having an active community means having developers communicate with each
other frequently. This communication could be encouraged by letting developers give frequent
updates of their projects to the other developers and doing code reviews. Besides improving code
quality, code reviews can make developers more familiar with their colleague’s code [BR15].

The third most common answer is to run automatic tests on the code. Automatic tests help
find bugs faster when a change has been made. This is especially useful to a person who does not
have much knowledge about the code they’re modifying because it’s clear whether something has
been broken or not. However, much like writing documentation, writing tests costs time and might
feel like a burden to software developers. Here the culture of an organization is also important and
goes hand in hand with the “documentation writing culture”. To not overburden developers with
software testing we have to prioritize which tests are most important for continuity in case of a
Truck Factor event. As we have mentioned earlier, debugging and code maintenance are the most
important tasks to maintain continuity in case of a truck factor event. Unit tests and integration
tests are most important for these tasks. Writing unit tests has proven to significantly reduce the
need for debugging because unit tests help isolate a bug and detect it earlier in the development
process [Ola03]. While unit tests can detect bugs at the micro-level, there still might be issues with
the integration of different components of the software at a macro-level. Unit tests are not able to
detect these bugs, but integration tests can. Therefore, using both sorts of testing goes hand in
hand and provides a more complete approach to testing a software system.
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The last two most common answers are closely correlated. Code comments are often just a
way to make code that is difficult to read more readable. Apart from making code more readable,
code comments should state assumptions developers make in the code because what is evident to
one developer, might not be to another [ANLV+20]. To make code more readable, code reviews
might be useful here as well. As well as improving the familiarity of other developers’ code we
established earlier, code reviews also significantly improve the readability of code that has been
reviewed as opposed to code that has not been reviewed [BR15].

4.4 Timeline

Since maintaining business continuity is a process, it should be repeated after a certain amount
of time or at a certain event. Repeating the process is important because the truck factor can
change over time. One of the most prominent developers leaving the company has an impact on
the truck factors that the developer was active in. An event like that should be a trigger for the
process to start over. That means calculating the truck factors for the different repositories and
applying measures where needed. The truck factor changing could also be more subtle. When one
developer has been gradually spending more time on another project than before, that developer
could no longer be a part of the initial project’s truck factor. For that reason, we suggest repeating
the process every 6 months.
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5 Design evaluation

To validate the design, we have asked the opinions of 5 people at the software development company
we have partnered up with. Their opinions are supposed to give an insight into whether the design
is practically useful or not. To go in depth on the opinions of validation group, the validation will
be in the form of an interview. To get a wide range of viewpoints from the validation group we will
interview people from different roles in the company. We will interview the owner of the company,
the manager, the functional administrator, the technical administrator and a software developer.

In the interview, the following questions will be asked:

• Do you think the use of the truck factor is valuable for the company?
• Do you think the suggested measures actually work to minimize continuity risks?
• Should there be more measures than currently suggested?
• Are the suggested measures feasible?
• Are there other concerns with regards to knowledge loss which this design does not cover?
• How accurate do you think the truck factor algorithm is, based on a few examples?
• Do you like the idea of making the minimizing of continuity risks into a process?
• Do you think this design could create more awareness about continuity among the employees?
• Do you think 6 months is a reasonable timeline?

Some questions are more relevant for certain people and less relevant for others, based on their role
in the company. That means the interview will be semi-structured. Follow up questions will be
based on where each person is most knowledgeable and where they hold the strongest opinions.

Due to working with time limits, some questions of the interview were not answered by ev-
erybody. However, we were sure to ask questions most relevant to that person’s role in the company.
The most important thing is to know whether they value the use of the truck factor or not. More
technical questions about the measures, for example, are not as relevant for everyone, because
not everyone has the technical knowledge to answer these questions comprehensively. The design
validation is divided into five sections, as a way to structure the answers given in the interviews.
The first one is truck factor usage. This section shows the opinions on the truck factor to decrease
continuity risks for their company. The second section, algorithm accuracy, indicates whether the
interviewees’ expectations on the truck factor align with the results. The third presents the opinions
on the measures proposed in the design meant to decrease continuity risks. The fourth section
elaborates on a few new measures suggested by the interviewees. The last section shows their
opinions on the process as a whole.

5.1 Truck factor usability

Three out of five people said the truck factor is valuable for the company. The owner and the func-
tional administrator stated that the truck factor is not detailed enough. He argues most repositories
can be broken into multiple functional components. The truck factor does not differentiate between
these components. The owner indicated that knowing the truck factor for each component of a
repository would be more valuable due to the increased understanding of identified risks. According
to both people, seeing where the continuity risks are for the company at a repository level is
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pretty straightforward. They think the use of the truck factor is unnecessary. To identify continuity
risks, the owner suggested that it would be better to list each technical component manually and
assign people with knowledge to each component. Because of the lack of detail, the functional
administrator thinks the truck factor in its current form is only valuable for larger companies.
Larger companies have more employees, which makes it harder to identify knowledge loss risks, he
reasoned. Only then could the truck factor in its current state be valuable. In his opinion, an SME
would only benefit from the truck factor if it provided more details.

Opposingly, in the technical administrator’s opinion, the truck factor does not need to be more
detailed than it is. He agrees with the functional administrator that you don’t exactly know which
part of a repository is at risk from the truck factor alone. However, he still values the use of the
truck factor very much. As he explained, even though a truck factor developer may not know
everything about a repository, he does know enough about the structure and functionality of the
repository to figure it out relatively quickly. Therefore, knowing the truck factor of each component
is not needed to make informed decisions, the truck factor in its current form is sufficient.

5.2 Algorithm accuracy

Although most people’s expectations of the truck factor results matched the actual results of the
algorithm, the software developer did not fully agree with the algorithm’s estimations. According
to the developer, the result for one specific repository was wrong. Even though he has the most
commits in that repository, he was not part of the truck factor. He also provided a reason as to
why that may be the case. He stated that the company’s code base was migrated to Git after years
of development. Therefore, he thinks the algorithm does not work well in this particular case.

5.3 Proposed measures

Apart from a few additions and remarks, everyone was satisfied with the proposed measures.
Everyone agreed documentation would help decrease continuity risks. The functional administrator
thought the documentation measure needed guidelines to define what should be documented. He
also said the documentation should include as many images and other ways to visualize the technical
architecture as possible. He stated that visuals are easier to understand than large amounts of text.
He mentioned that making visual representations of a software system might require more thought
from the author of the documentation and therefore more time, but documentation that is hard to
understand is useless. Therefore it is worth the extra effort.

Everyone was also a proponent of creating a more active community to decrease continuity risks.
Everyone thought of doing code reviews as an adequate way to achieve a more active community.
The technical administrator suggested extending the collaboration in software development even
further. Rather than only reviewing each other’s code, he suggested discussing how developers will
realize a functionality with at least one other developer before writing the code.

Everyone also thought tests were a good measure but with a few conditions. The tests should be
automatic and well-named. Automatic tests ensure you get notified when previously written code
breaks because of a poorly written addition in the code. The unit tests should be well-named so
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the bug is easy to find. If the name of the unit test is vague, it is unclear what piece of code has
just broken, which slows down the debugging process. That defeats part of the purpose of having
unit tests. Everyone thought unit tests and integration tests were sufficient and would decrease
continuity risks. The functional administrator even valued these tests above documentation in their
ability to maintain continuity risks.

Although everyone agreed code readability and code comments are essential, not everyone agreed
on our suggestion on when to use code comments. We mentioned in the design, code comments
are mostly unnecessary when code is easily readable. The technical administrator argued that
code comments’ purpose is to explain why certain pieces of code are being executed, rather than
explaining what it does. He argued this explanation helped refactor code in the future, since the
purpose of the code is clear, future refactoring is not bound to the structure of the old code. He
agreed code should be self-evident by well-named variables and short functions, but he valued code
comments more than the initial design did.

5.4 Additional measures

In the interview, we asked the interviewees whether they had any other concerns regarding continuity
this design does not cover and whether they had any additional measures they deemed useful. In
response to that, they suggested two new measures. Instead of permanently hiring a new employee,
a company can hire a third-party developer for a repository with a low truck factor who can help
in times of crisis. Note that this does not increase the truck factor of this particular repository, but
could help solve problems more quickly. However, this measure still requires other measures, such
as documentation and code readability, otherwise, this third-party developer cannot understand
the code either and will not be of any help.

The technical administrator also suggested a new measure. This measure is closely related to
the code readability measure. Namely, it is about code structure. He argues a good code structure
could also help the debugging process. Proper code structure makes the program more logical as a
whole. This logic should save time trying to find malfunctioning code and therefore reduce the risk
of prolonged downtime of the software system.

5.5 Process

Almost everyone agreed with the idea of continually repeating the process proposed in the design
to manage continuity risks. Only the functional administrator came back to his standpoint given
earlier. He believed the design did not fit an SME, meaning there is no reason to repeat the process.
He argued that it was easy enough to see when continuity is at risk at a small company. According
to him, regularly reviewing the current state of risks at the company is unnecessary, because the
risks are clear. Everyone else thought repeating the process was a good idea, although there were a
few different thoughts about the proposed timeline. The technical administrator said six months is
a decent amount of time to repeat the process, although he predicted the proposed measures would
take longer than that to carry out. Nevertheless, he still likes having a regular time interval for
repeating the process and mentioned it should never be longer than a year. The software developer
had the idea of an increasing time interval to repeat the process. He believes that is a good idea
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because when a company starts to roll out this business continuity plan and they did not have
such a plan before, many measures will have to be taken to reach a desirable situation. To ensure
progress is being made to improve the situation, he argued repeating the plan every three months
until the measures have been completed and the risks have decreased. After that, you increase the
time interval to six or twelve months. The manager mentioned six months is a good starting point.
Based on that, an organization can choose another time interval.
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6 Discussion

As seen in the previous section, some conflicting opinions were given by the interviewees. The
different roles and backgrounds the interviewees have could be the cause of these conflicting opinions.
The owner, functional administrator, and manager are not involved with the technical part of the
business as much as the technical administrator and the software developer are. However, the truck
factor is most relevant to people who make business decisions, such as the owner, the manager,
and partly the functional administrator. In this section, we will discuss why some decision-makers
without technical knowledge are reluctant to use the truck factor and how what changes could to
fix that. For this discussion, this section will have the same structure as section 5.

6.1 Truck factor usability

Opposing opinions were given by a few interviewees on whether they thought the truck factor
would be valuable for the company. While the owner’s suggestion of manually listing technical
components and assigning knowledgeable individuals to each component is thorough and therefore
might seem better, it is important to consider the potential drawbacks, particularly for SMEs.
The proposed approach is undeniably time-consuming, requiring significant resources and effort.
What makes this approach so time consuming is that As knowledge and personnel dynamics often
change within companies, continuously updating and maintaining the manual component listings
can become burdensome and impractical. This time investment translates into increased costs for
the company, both in terms of personnel allocation and potential delays in addressing continuity
risks. For SMEs with limited resources, such a detailed manual process may not be cost-effective
or efficient [STB11]. Investing substantial time and effort into manually listing components might
divert critical resources from other important operational aspects. It could potentially strain the
company’s productivity, hindering its ability to address immediate challenges and seize growth
opportunities. Moreover, the dynamic nature of business environments necessitates flexibility and
adaptability. The owner’s proposed approach might not adequately address the evolving nature of
continuity risks, because it makes maintaining accuracy of the continuity plan more difficult, which
is one of the meta-requirements [JN+22].

In contrast to the listing method, leveraging the existing truck factor methodology provides
a more efficient and scalable solution for SMEs. The truck factor offers a high-level assessment
of knowledge concentration risks without requiring extensive manual efforts. By focusing on the
overall risk level, SMEs can identify critical areas and allows management to allocate resources
accordingly. This approach allows for more streamlined decision-making, ensuring that limited
resources are deployed effectively to address continuity risks promptly.

To provide more detailed insights, an enhancement to the truck factor methodology could in-
volve printing out all the files marked by the algorithm as abandoned. By expanding the truck
factor’s output to include the list of abandoned files, the level of specificity would increase. While
giving the list of abandoned files as output could provide more detailed insights, it still might
not be immediately useful to individuals without technical knowledge. File names often contain
technical terms and references that are difficult for non-technical stakeholders to understand. To
make this information more accessible, supplementary documentation, explanations, or visual aids
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should accompany the list of abandoned files. These measures would help people in managerial
roles grasp the functionality of the files and identify to which component it belongs. This would
allow them to make more informed decisions with the help of the truck factor.

6.2 Algorithm Accuracy

As mentioned in the results, the algorithm provided incorrect estimates for repositories with
incomplete git histories. The fact the algorithm does not work properly when this is the case is not
surprising, because the algorithm is based entirely on the git history of a repository. When migrating
a code base to Git, every file of the code base gets pushed into Git with one commit, from one person.
This person is then the only author of each file in the repository, based on the git history, even
though this person probably did not write all that code. This problem causes the truck factor to be
inaccurate for organizations that did not start development in Git. That means code bases from be-
fore 2005 automatically will not have accurate truck factor estimates, since Git was invented in 2005.

We see two options to try and correct the inaccurate estimations. The first option is to add
a feature to the truck factor which excludes files that were added in the first commit and were
not touched since. The second option is to add a time range feature to the truck factor. This
feature allows the user of the algorithm to set a range of time to execute the algorithm on, thereby
excluding files that did not have any commits during the time range from the truck factor. Note
that this option could also give inaccurate results when the time range is too small. Therefore,
careful considerations have to be made on how to approach a situation such as the one with this
particular repository.

6.3 Proposed measures

The participants were generally satisfied with the proposed measures, with some minor additions
and remarks. Documentation was unanimously acknowledged as an effective approach for reducing
continuity risks. The functional was especially concerned with having enough visuals in the
documentation. Code reviews were seen as a suitable way to create a more active community, while
the technical administrator suggested extending collaboration by discussing implementation with
other developers before writing code. Automatic and well-named tests were considered essential,
with the functional administrator valuing them even above documentation. Differing opinions arose
regarding code comments, with the technical administrator valuing their role in explaining code
rationale for future refactoring.

6.4 Additional measures

The two new measures that were proposed by the interviewees could be valuable additions if
the original measures prove to be insufficient. The first measure involves hiring a third-party
developer, who is available in times of crisis but does not cost a full salary. This measure doesn’t
increase the truck factor however and still requires the other measures. Therefore, this measure
could only be an addition to the already existing measures. The second measure focuses on code
structure, emphasizing its role in improving the debugging process and reducing the risk of prolonged
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downtime. This measure would go hand in hand with code readability, so should be implemented
simultaneously.

6.5 Process

Almost everyone agreed the process should be repeated regularly to detect changes in continuity
risks and monitor whether progress is being made on repositories for which measures have been
implemented. Only the functional administrator did not care about repeating the process. His
skepticism was rooted in the fact that he did not like the use of the truck factor itself, because he
did not want to implement it the first time he also did not want to implement it again after that.
The different opinions about the timeline suggest that there is some room for flexibility on this
front when implementing the design. Most people seemed fine with six months but did not have a
strong opinion about it. We suggest repeating the process every three to twelve months, subject to
adjustment based on experience. Also, customization and evaluation of repetition timelines based
on organizational characteristics and risk profiles are vital. The benefits of continuous improvement
and adaptability should be weighed against resource constraints. In summary, repetition of the
process is generally supported, and an appropriate repetition timeline should be tailored to the
organization’s needs and capabilities.

6.6 Limitations

Some critiques given in the interviews were tempting us to do another iteration of the designing
process. In this iteration, we could have implemented the possible solutions to the problems some
interviewees had with the design. After implementing these solutions, the updated design would
have been evaluated again with the same group. However, some participants in the interview did
not appear open to this idea. They inherently disliked the truck factor, so we reasoned another
iteration would not give insightful feedback. The fact only iteration was done limits this study
because another iteration of the design might have given different results and thus a different
conclusion.
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7 Conclusions and Further Research

In this bachelor thesis, we researched how valuable the truck factor is for small to medium-sized
software development enterprises to incorporate into their business continuity management. We
have conducted this research as a case study with a Dutch software development company. To test
the applicability of the truck factor to their business we created a design to implement it into their
business continuity management. To start the design we picked the most accurate and accessible
truck factor algorithm currently available in the literature, which proved to be the algorithm made
by Avelino et al. [APHV16]. The algorithm estimates the truck factor based on the Git commit
history of a repository. Based on the truck factor and the business value of a repository, we proposed
a risk score matrix. Risk scores indicated whether measures should be taken to reduce the continuity
risks for that repository. The measures we proposed to reduce continuity risk were: shift employees
to projects with a lower truck factor or hire new developers to increase the truck factor. Secondary
measures were: write sufficient documentation, create a more active community by doing code
reviews, run automatic unit- and integration tests, and make sure code is easily understandable
by having code comments using good coding practices [APHV16]. In the entire design, we kept
meta-requirements and processes of SME BCP development in mind [JN+22].

To evaluate the design we interviewed 5 employees of the Dutch software company. Three people
were positive about the design, they were either people close to the development process or were
developers themselves. However, two people had major issues with the truck factor’s level of detail.
The output the truck factor provided was not useful to them as people in managerial roles. Because
the management team has to make decisions on how to manage continuity, the truck factor must be
understandable and informative for them. Another issue we ran into with the truck factor during
the evaluation is that the truck factor algorithm gives inaccurate results for repositories that were
migrated to Git later on in their development. To conclude, the truck factor in its current form is a
slightly insufficient to implement for software development SMEs. It is already useful for larger
companies, since continuity risks are less obvious for them. However, for the truck factor to be
practically useful for SMEs the lack of detail has to be solved by giving the abandoned files as an
output of the algorithm.

In further research, the two issues with the truck factor could be (partially) solved. The lack
of detail in the truck factor’s output could be explained in more detail by giving the abandoned
files as output. Ideally, the abandoned files are shown in a graphical interface with an explanation
of their functionality. With that information, the management team can make more informed
decisions based on the truck factor. The inaccurate results in repositories that were migrated to
Git could be made more accurate by excluding the first commit from the algorithm. Even though
not everyone approved of the truck factor, the interviewees did reach a consensus on the measures
we suggested. Only some minor additions were given, which could be implemented on top of the
existing measures. With the two additions to the truck factor we just suggested, further research
can make the truck factor practically valuable for SMEs. In further research, the adjusted design
could be evaluated on multiple organizations, to get more extensive results and understand the
practical applicability of the truck factor even better.
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