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Abstract 

As organisations aim to stay ahead of competitors, they must keep their customers satisfied. 
Surveys allow organisations to receive insights into how customers experience their services 
and products. However, to gather as much feedback from customers as possible, it is 
important to receive a high survey response rate which in this day and age follows a decreasing 
trend. 

To improve the survey response rate, this research experiments with behavioural economics. 
This is a concept that is usually used in user experience design to nudge customers into a 
desired behaviour, which is used to nudge customers to respond to surveys in this research. 
To do so, in this research behavioural economics has been explored and three behavioural 
economics principles have been selected to be tested on their influence on survey response 
rate.  These three principles are authority bias, social influence, and loss aversion. A survey 
embedding these principles has been designed and implemented in an application of the 
healthcare organisation Health Corp. In addition to the three versions, a survey version that 
does not include any behavioural economics was implemented so that the performance of the 
other versions can be evaluated. 

The results of the experiment are that the three behavioural economics principles received 
lower survey response rates than the survey without behavioural economics. The version 
without behavioural economics received the highest survey response rate, while the versions 
with behavioural economics received a much lower survey response rate. Conducting the chi-
squared test indicated that the higher response rate did not happen by chance. As the meta-
analysis resulted in high variability in results and no statistically significant evidence of 
behavioural economics being an effective method to boost the survey response rate, the 
recommendation is against the use of behavioural economics to boost the survey response 
rate and further research on this topic.  
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1. Introduction 
1.1. Background 

Customers increasingly expect digital products and services to be more convenient (Bain, 
2015). With the market competition simultaneously increasing, these customer expectations 
further encourage companies to satisfy the needs of their customers. For companies to create 
an understanding of these needs, more companies have started to invest in customer 
experience (CX) (Diebner, Malfara, Neher, Thompson, & Vancauwenberge, 2021). A 4% to 8% 
growth in revenue is the consequence of a company that excels in CX (Bain, 2015). 
Additionally, customer loyalty increases among existing customers and indirectly stimulates 
them to become promoters. The lifetime value of these promoting customers is 6 to 14 times 
larger than that of a customer on the opposite spectrum. 

Customers' needs and expectations are dynamic. Thus, companies must pay special attention 
to these customer demands to meet them on time (Emdad & Bhatt, 2009). The flexibility of 
Information Technology (IT) allows for information, such as market changes, to be processed 
at a higher speed (Lucas & Olson, 1994). Using IT, companies have the opportunity to respond 
to these changes appropriately concerning their digital products and services. Moreover, IT 
enables the development of products at hyper speed (Cole, 2002). As a result, IT supports 
organizations in sustaining a competitive advantage in the market (Ness, 2008) (Byrd & Turner, 
2000). The possession of a high level of IT infrastructure has been proven to have a positive 
effect on customer responsiveness (Emdad & Bhatt, 2009). Furthermore, IT allows for the 
enrichment of the customer journey as well as the CX (Hoyer, Kroschke, Schmitt, Kraume, & 
Shankar, 2020). 

One of the techniques to measure how well a company is doing with CX is the survey research 
technique (De Keyser, Lemon, Klaus, & Keiningham, 2015) (Cano, Rusu, & Quiñones, 2020). 
Over the years, different survey modes have been used. In the early 1900s, the leading survey 
mode was the face-to-face interview (Wolf, Joye, Smith, Smith, & Fu, 2016). In a similar 
timeframe, postal surveys were also used for interviewers with a smaller budget. Following 
the postal surveys, the telephone survey found an increase in popularity in the 1980s and 
became the leading survey mode in that period. Nearing the 2000s and thus the rise of the 
Internet, web surveys (also known as Internet surveys) were introduced as a new data 
collection method. Additionally, with the increase in smartphone adoption, a new mode of 
survey method has been made possible – online mobile surveys (Biskirk & Andres, 2012). 
Online mobile surveys have several different approaches which are surveys taken through the 
smartphone’s web browser, through an application or a combination of the two approaches. 

Internet-based or online surveys are found to be especially advantageous for collecting data 
from respondents that are difficult to reach (Alessi & Martin, 2010). Other benefits of using 
this survey method are that it includes a shorter transmitting time and cuts down on delivery 
costs (Fan & Yan, 2010). Additionally, these surveys have a high level of scalability and allow 
for quick evaluation (Kohavi & Longbotham, 2017).  
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1.2. Issue 
Amongst its many advantages, there are also multiple challenges. One major concern is the 
low response rates of an online survey which consequently threatens the quality of the survey 
result – a nonresponse bias (Sánchez-Fernández, Muñoz-Leiva, & Montoro-Ríos, 2012). In this 
situation, the risk is that the sample of responses may differ significantly from the 
nonrespondents, which leads to a biased perception of the sample population. 

In the existing literature, studies have been conducted looking into the response rate of postal, 
email and telephone surveys, as well as web-based surveys. In these studies, several factors 
have already been identified that affect the response rate of surveys, such as the length of the 
survey, question types, the complexity of surveys, the survey design and the topic of the 
survey (O'Reilly-Shah, 2017; Fan & Yan, 2010). Also, many studies have been conducted 
comparing the response rate between these different survey methods. However, little 
scientific knowledge is available on how the usage of an in-app survey affects the response 
rate nor which factors affecting the response rate become significantly more important when 
an in-app survey is used. Thus, it is unclear how to optimize the response rate for in-app 
surveys. 

With surveys used as a common technique to measure CX, behavioural scientists argue that 
CX heavily influences the perception that a customer has during touchpoints with an 
organization (Devine & Gilson, 2010). Behavioural economics (BE) is an umbrella term for 
several principles that may increase the positive interactions customers have with an 
organization, resulting in significantly improved customer satisfaction. Despite this, 
surprisingly few studies have been conducted to explore how BE may be applied in a survey 
setting. Lemon et al. (2016) mention that a deeper understanding is necessary on the role that 
BE plays in customer behaviour at certain touchpoints. This discussion leads to further 
curiosity on the effect of BE on in-app survey response rates. 

1.3. Solution 
This thesis focuses on the identification of BE principles that affect survey response rates 
regarding app-administered surveys. First, the concept of BE will be further explored. Then, 
principles will be identified within the BE concept that may influence the survey response rate. 
The thesis aims to offer insight into how the response rate of in-app surveys may be improved 
by providing an outcome of different BE principles that influence the survey response rate and 
whether they are recommended for future usage. 

1.4. Research Aims and Objectives  
The purpose of this thesis is to look at how different BE principles would affect the survey 
response rate. The concept of BE will be explored and introduced to collect information on 
how these principles influence the survey response rate. This thesis follows an action research 
methodology with its main aim to provide knowledge about how appropriate BE is to improve 
the survey response rate. This leads to the following explanatory research question: 

What are the benefits and the challenges of applying behavioural economics in order to 
understand and improve the response rate of in-app surveys? 
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1.5. Scope  
The healthcare company where this research was done will remain anonymous throughout 
this thesis and will hereby be referred to as Health Corp. Health Corp its existing problem has 
been identified regarding the response rate of their piloted survey. As a result, this research 
will be carried out in the form of a case study. The duration of this internship was 9 months. 
The research has a strict deadline as after the research, the researcher must continue for 
another semester to graduate. 

Health Corp has developed an application for nurses which is the main focus of this case study. 
Several touchpoints of the survey have already been identified by Health Corp and will be used 
to trigger the survey. These touchpoints are the following: 

 Prescription process; 
 Patient registration process; 
 Treatment order process. 

The main topics that will be discussed in this thesis are as follows: 

 Surveys; 
 Customer Experience; 
 Online Controlled Experimentation; 
 A/B Testing; 
 Behavioural Economics; 
 Survey Response Rate. 

1.6. Structure of the Thesis  
The relevant literature on the topics explored in this thesis is presented in Chapter 2. In 
Chapter 3, the methodology utilized in this thesis is defined, and the execution and results of 
the research are discussed in Chapter 4. The discussion and limitations of the research are also 
touched upon in Chapter 4. Finally, Chapter 5 provides insight into the conclusion of the 
research.  
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2. Theoretical framework 
This chapter aims to examine the literature relevant to the main topics of this thesis. Literature 
on the topics of customer experience (CX), behavioural economics (BE) and the survey 
response rate will be analysed and compounded. 

2.1. Customer Experience 
2.1.1. Definition 

Customer Experience (CX) has been studied extensively for over half a century and through 
the years the concept has been given different definitions (De Keyser, Lemon, Klaus, & 
Keiningham, 2015). 

The general concept of CX was first explored in 1956 by Lawrence Abbott. Abbott 
acknowledged that there is not a singular want for a product, but a composition of different 
wants (Abbott, 1956). Abbott explains that the product alone is not satisfactory enough for a 
customer, as more is expected than just the basic needs that come with the product. However, 
it is important to note that Abbott did not yet originate the term ‘Customer Experience’. 

The term CX itself was pioneered in 1994 by Carbone and Haeckel in the article ‘Engineering 
Customer Experiences’. In this article, CX is defined as a consumer their impression of the 
products, services, or organisation (Carbone & Haeckel, 1994). The authors further build on 
this definition by explaining that humans filter perceived information into impressions. These 
impressions can be divided into rational impressions as well as emotional impressions. 
Additionally, the impressions can range from subliminal to apparent. 

To explain CX, Pine and Gilmore (1998) explain the differences between commodities, goods, 
services and experiences. Commodities and goods are tangible, services are intangible, and 
experiences are described as memorable. While goods and services are externally perceived 
by the buyer, experiences are internal as each experience is unique to a buyer and influences 
a buyer emotionally, physically, intellectually, and sometimes even spiritually. The authors 
highlight that this implies that an experience can not be identical between different people. 
The economic distinction between the four economic offerings can be found in Figure 1. 

 
Figure 1: Economic Distinctions of the four economic offerings. Source: Pine & Gilmore (1998). 
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Shaw and Ivans (2002) derived from multiple interviews with senior business leaders that CX 
is composed of physical and emotional elements. The authors describe CX as a combination 
of the performance of an organisation and the emotions that are triggered by this. This 
combination is then set up against the customer’s expectations across all touchpoints. The 
emphasis is put on the combination of the physical and the emotional, not distinctively one or 
the other. Additionally, CX is not only when a customer is inside of a shop, but any moment a 
customer interacts with an organization or its brand – the touchpoints. 

Gentile et al. (2007) derived a definition of CX by combining that of other sources that are 
much in agreement with the previously named definition in this thesis. Here, CX is described 
as all the interactions that a customer has with a company and their product, consequently 
creating a reaction. The experience that this customer has is personal and this experience can 
be divided into different levels, which are rational, emotional, sensorial, physical, and spiritual. 
The way the customer experiences these different levels depends on the expectations that 
were set by the customer before their encounter with the company and their product. 

Schwager and Meyer (2007) define CX similarly to Pine and Gilmore. The authors mention CX 
is a customer’s contact with a company followed by an internal and personal response to this. 
This contact can be direct, which means purchasing a product or using a service. This contact 
can also be indirect which can take the form of reading articles in newspapers or 
advertisements on television. 

Building on the definition of Gentile et al. (2007) and that of Schwager and Meyer (2007), 
Verhoef et al. (2009) explain that CX falls into a holistic category and categorized the different 
levels as described by Gentile et al. Instead, these levels are described as the cognitive, 
affective, emotional, social and physical levels that are part of the experience of a customer. 
These different levels all have elements that can be controlled by the retailed, yet also some 
that cannot. The authors explain that CX lingers with a consumer starting from the search for 
the product, all the way past the purchase and consumption of the product and lasting even 
after these phases.  

According to De Keyser et al. (De Keyser, Lemon, Klaus, & Keiningham, 2015), CX is defined as 
being the combined term of cognitive, emotional, physical, sensorial and social elements that 
are evoked from the customer’s interaction (both direct and indirect) with the representatives 
of an organisation.  

Derived from existing knowledge about CX, Becker and Jaakkol (2020) defined 2 premises. The 
first is that CX is the unconscious and spontaneous response of a customer to all sale attempts 
by the organisation. The second is that the experience of a customer is ranged from ordinary 
to extraordinary and depends on how well the customer responds to these sale attempts. 

Amongst the definitions that have been altered over time, several concepts are repeatedly 
used to define CX: 

 Interactions between the customer and the organizations including its products, 
services and brands (Carbone & Haeckel, 1994) (Shaw & Ivens, 2002) (Gentile, Spiller, 
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& Noci, 2007) (Schwager & Meyer, 2007) (Verhoef, Roggeveen, Parasuraman, & Tsiros, 
2009) (De Keyser, Lemon, Klaus, & Keiningham, 2015) (Becker & Jaakkola, 2020). 

 The experience is personal and internal (Pine II & Gilmore, 1998) (Gentile, Spiller, & 
Noci, 2007) (Schwager & Meyer, 2007). 

 The experience being compromised of emotional, physical and intellectual elements 
(Pine II & Gilmore, 1998) (Shaw & Ivens, 2002) (Gentile, Spiller, & Noci, 2007) (Verhoef, 
Roggeveen, Parasuraman, & Tsiros, 2009) (De Keyser, Lemon, Klaus, & Keiningham, 
2015). 

So, based on these most common agreements on the definition of CX a combined definition 
may be created, which is as follows: 

Customer Experience (CX) is the personal and internal experience – compromised of 
emotional, physical and intellectual elements –  of a customer during all interactions 
between the customer and an organization such as through their products, services, 
and brand. 

2.1.2. Customer Experience (CX) Feedback 
Corresponding to the used definition of CX in this thesis, Qualtrics (2022) states that CX is the 
combination of how a customer perceives, interacts with, and thinks about an organisation. 
Thoughts, interactions and perceptions are rather difficult to measure, so instead companies 
commonly use customer satisfaction to analyse how well the company can meet customer 
expectations. Customer satisfaction is suggested to be a mechanism supporting product 
quality, therefore improving the results that a business delivers (Anderson, Fornell, & 
Lehmann, 1994). With customer satisfaction supporting product quality, favourable business 
outcomes such as positive consumer buying intention and recommendations. As concluded 
by Anderson et al. (1997) there is a deep-rooted connection between customer satisfaction 
and desired business performance. This attractive consequence of customer satisfaction has 
generated interest from the business industry with the appeal of measuring customer 
satisfaction (Reichheld, 2006). At the current time, multiple models have been developed to 
attempt to measure CX. 

2.1.2.1. (Swedish) Customer Satisfaction Barometer 
In 1992, a Swedish model developed by Claes Fornell was introduced: the Customer 
Satisfaction Barometer (CSB). This model was the first customer satisfaction measurement 
done on a national level rather than by individual companies (Fornell, 1992). Fornell described 
customer satisfaction as an alignment of the expectations of a customer before and after the 
purchase of a product. These expectations, in line with the Rational Expectations Theory, can 
predict a positive effect. 

CSB is aimed to measure the quality of the output, which refers to the experience of a 
customer with the output. Fornell argues that customers that are facing costs that are rapidly 
changing should have a lower customer satisfaction than in industries where this is the 
opposite. As a first of its kind, CSB aims to measure three out of thirty previously established 
measures. These three measures are: 

 



12 
 

1. General satisfaction; 
2. The confirmation of expectations, and; 
3. The distance from the customer’s hypothetical ideal product. 

According to Fornell, CSB has the advantage, as opposed to traditional approaches, to 
measure the causes of satisfaction directly rather than in a confounded format. Additionally, 
the possibility of errors in the measurement of customer satisfaction is considered and the 
indicators that are used to measure customer satisfaction can be measured in such a way that 
the highest impact on loyalty and customer retention can be achieved (Fornell, 1992). 

The first usage of the CBS was by Fornell to prove its usability was done through phone 
interviews. Fornell randomly selected customers of the largest companies in an industry and 
these customers were asked about one company only, except for the food and television 
broadcasting industries. During these eight-minute telephone interviews, Fornell would use a 
questionnaire with a 10-scale format. See Figure 2 for an example of the questionnaire. The 
survey response rate for this experiment was incredibly high at 95% (Fornell, 1992). 

 

2.1.2.2. American Customer Satisfaction Index 
With the changing economy, Fornell developed the CSB further in 1996 and called it the 
American Customer Satisfaction Index (ACSI). The ACSI evaluates the performance of 
companies on the quality of products and services as how they are experienced by the 
customer (Fornell, Johnson, Anders, Cha, & Bryant, 1996), much similar to that of the CSB. 
Figure 3 shows the ACSI model which shows the interrelationships between the different 
antecedents and consequences of the ASCI.  

Figure 2: An example of the questionnaire for a customer of the auto industry. 
Source: (Anderson, Fornell, & Lehmann, 1994). 
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Perceived quality (also embedding performance) is the evaluation of the most recent 
consumption experience of the market, which has a positive effect on both the perceived 
value and overall customer satisfaction.  

The second antecedent is perceived value, referring to the relation between the price of the 
product and the quality of the product. This measure embeds the price information into the 
model, which leads to ease of comparing the results across different industries, as well as 
different companies within an industry. 

The final antecedent is the targeted-customer expectations. This variable consists of both the 
pre-purchase and post-purchase expectations of the customer concerning the company’s 
service or product. This antecedent captures the continuous relationship between a company 
and a consumer, making it a critical determinant of overall customer satisfaction.  

Customer satisfaction also leads to consequences, of which one is a decrease in customer 
complaints (Fornell, Johnson, Anders, Cha, & Bryant, 1996). According to the exit-voice theory, 
the increase in customer satisfaction directly leads to a decrease in customer complaints 
(Hirschman, 1970). Additionally, the exit-voice theory explains that an increase in customer 
satisfaction also increases customer loyalty.  

One study used the ACSI data released yearly by hotels, restaurants and airlines to examine 
the influence of customer satisfaction on a firm’s financial performance (Sun & Kim, 2013). In 
this study, the ACSI represented the independent variable, profitability represented the 
dependent variable, and customer satisfaction represented the control variable. The study 
concluded that ACSI can influence the profit margin, return on assets, return on equity, and 
also the market-added value in a positive sense. Therefore, the study supports that customer 
satisfaction has a large impact on an organisation its profitability and value (Sun & Kim, 2013). 

Figure 3: The American Customer Satisfaction Index (ACSI) Model. Source: (Fornell, Johnson, Anders, 
Cha, & Bryant, 1996). 
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However, most studies created a questionnaire or survey themselves to gather data. These 
types of surveys differ from their administration. One study used telephone surveys to 
examine the consequences of citizen satisfaction (Van Ryzin, Muzzio, Immerwahr, Gulick, & 
Martinez, 2004). Another study used survey forms that were distributed among 
undergraduate students to analyse the relationship between customer expectations, 
satisfaction, complaints & loyalty, and perceived quality  & value (Awwad, 2012). A third study 
used a structured questionnaire which was administered through personal in-home 
interviews to determine the usability of the ACSI in South Africa (Terblanche, 2006).  

Across the different studies, a wide variety of survey response rates can be found which may 
be determined by its means of administration or other external factors. As such, an example 
of a response rate by an online survey was found to range between 3-7% (Wood, Siegel, & 
Feldman, 2008). Another online survey received a response rate of 17.2% (Nazi, 2010). In-
person administered surveys had a significantly higher response rate of 75% (Awwad, 2012). 
Another study which followed an in-person administered method received a usable response 
rate of 63% (Deng, Yeh, & Sung, 2013). 

2.1.2.3. European Customer Satisfaction Index 
Eklöf built further onto the ASCI model, developing the European Customer Satisfaction Index 
(ECSI). In comparison to the ASCI model, the ECSI model has split the ASCI antecedent 
perceived quality into two types: perceived product quality, and perceived service quality 
(Eklöf, 2000). Additionally, the model introduced a new antecedent, which is the corporate 
image. As seen in Figure 4, the ESCI model only has one consequence which is customer 
loyalty. 

Similar to the ASCI, most studies also administer surveys and questionnaires to gather data. 
Askaraizad & Babakhani (2015) used two different approaches to gather this data, which were 
in-person surveys and online surveys. Additionally, the authors used telephone recruitment 
to obtain agreement from the respondents as the responses were deemed anonymous. 
Although the authors did not enclose the response rate of their surveys, in-person surveys 
received exactly four times the amount of responses as compared to online surveys with 72 

Figure 4: The ECSI model. Source: (van Haaften, 2017) . 
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to 18. Another study used a postal administration method to gather data and received a survey 
response rate of 28%, which is assumed to be a good response rate for this type of survey 
administration method (O'Loughlin & Coenders, 2002) 

2.1.2.4. Net Promoter Score 
Currently, one of the three most popular customer satisfaction metrics is the Net Promoter 
Score (NPS). Frederick Reichheld introduced the concept of the NPS in 2003 (Reichheld, 2003). 
In this article, Reichheld emphasizes the importance of customer loyalty in the growth of a 
company. In the context of surveys, one question stands out as the most important to 
measure, which is the question whether or not a customer would recommend the company 
to someone else. Net promoters are defined to be the amount of customers, in percentages, 
who are voluntarily promoting a brand or a company minus the percentage of customers who 
are ‘detractors’. NPS is calculated with the results of a survey with the question mentioned 
previously. The response scale ranges from zero to ten, where zero implies the least likely 
scenario and where ten implies the most likely scenario that a consumer would recommend 
the company. Then, the promoters are calculated by determining the percentage of customers 
who responded with a nine or ten. The detractors are determined by calculating the 
percentage of customers who responded with zero through six. The percentage of detractors 
is then subtracted from the percentage of promoters which results in the NPS. A positive NPS 
implies company growth, while a negative NPS implies unhappy customers and the necessity 
to improve the NPS. 

In 2018, Bain conducted an NPS benchmark study in the United States in multiple different 
industries (Bain, 2018). Figure 5 shows one of the cross-industry NPS benchmark results. 
However, it is important to note that while referencing benchmarks is relevant, factors such 
as country should be considered as they may impact the benchmarks. 

For this type of index, surveys are strictly the only method of data collection. However, as 
mentioned previously, the questions are different as opposed to that of the other approaches. 

Figure 5: NPS benchmarks for US life, property and casualty, and health insurers. Source: (Bain, 2018). 
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This is because the goal that NPS tries to achieve, which is to see if customers were to 
recommend a product or service, requires the survey to be designed in such a way. An 
example of a study where NPS was used, used an online survey format to ask the customer 
how likely the participant was to recommend the university and the followed courses to a 
friend (Schmatz, Wolf, & Landmann, 2015). This study using online survey administration 
received a response rate of 15.6%. 

With the popularity of social media, social media channels such as Twitter provide an 
approach for approved businesses to create ‘Customer Feedback Cards’ to ask about how 
likely a customer is to recommend the business to a friend (Twitter, 2022). According to 
Twitter, these feedback requests have a survey response rate of 50% (Cuttica, 2016). 

2.1.2.5. Customer Satisfaction Score 
The Customer Satisfaction Score (CSAT) is also part of the three most popular customer 
satisfaction metrics. CSAT is best operationalized by monitoring the relationship between the 
expectation of the customers and the actual outcome (Buttle, 1994). This means that 
customer satisfaction may be predicted when the expectation is equal to that of the outcome. 
When the expectations are higher than the outcome, customer satisfaction is low. This also 
means that if the expectations are lower than the outcome, customer satisfaction is high. 
According to Qualtrics (2021), CSAT is measured through the use of surveys and requires 
specific question-and-answer formatting. The question is required to ask how satisfied the 
customer was with the good or service that they used or received. The answer must range 
between five answers:  

1. Very Unsatisfied 
2. Unsatisfied 
3. Neutral 
4. Satisfied 
5. Very Satisfied. 

Based on the answers received, a calculation is made to measure the CSAT. The number of 
satisfied customers, which are the customers that either responded with ‘satisfied’ or ‘very 
satisfied’, is divided by the total amount of survey responses that were received. The number 
is then multiplied by one hundred to receive a percentage. The benchmarks for the CSAT differ 
per industry. The American Customer Satisfaction Index website has created benchmarks 
across these different industries, such as retail, travel, healthcare, and finance (The ASCI, 
2022). 

Over time, creative ways to administer surveys have been found. Rather than the more 
common postal, telephone, interview or online surveys, a different take on giving feedback 
has been given by the firm Happy or Not. Happy or Not created a physical ‘feedback terminal’ 
so that customers can answer a survey question with the press of a button (BBC News, 2019). 
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See Figure 6 for an example. However, it is unclear what the response rate is like for this type 
of survey administration. 

2.1.2.6. Customer Effort Score 
In 2010 another customer satisfaction metric was introduced, the Customer Effort Score (CES), 
which is now one of the three most popular metrics. The authors of the CES argue that rather 
than receiving over-the-top service, customers instead want an easy and prompt solution to 
the problem that they are experiencing (Dixon, Freeman, & Toman, 2010). According to the 
authors, when comparing the predictive powers of CSAT, NPS, and CES, CES performs the best 
in the prediction for repurchasing as well as increased spending. To measure CES, the survey 
can ask the participant how much effort had to be applied to be able to succeed in their goal, 
like handling a request. Much like CSAT, the response scale follows a five-item scale, ranging 
from very low effort to very high effort. 

However, the CES has received a lot of criticism for not accurately measuring customer 
satisfaction or customer retention. De Haan et al. (2015) researched the different 
measurements to compare their predictions for retention across different industries. The 
study concluded that CES was the worst-performing predictor for customer retention rate and 
does not seem to have a strong impact. Due to the clashing opinions on the effectiveness of 
the CES and its minor role in this thesis, it will not be discussed further. 

2.1.3. Feedback Collection 
Each company may have a different goal for tracking customer satisfaction or customer 
experience. Meyer & Schwager (2007) mention three different patterns that a company may 
choose to analyse. These different patterns are the ‘Past’, ‘Present’ and ‘Potential’ patterns. 
Each pattern differs in purpose, the frequency of the data collection, and the method used to 
collect data. For this thesis, the most relevant pattern type is the ‘Present Pattern’-type, which 
is used to evaluate the current relationship between a customer and a company. This means 
that the company intends a long-term relationship with the customer. The data is usually 

Figure 6: An example of the feedback terminal used at an airport. Source: (BBC News, 2019). 
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collected quarterly and the data is collected through web-based surveys with a moderated 
user base. Please see Appendix A – Pattern Types for Collecting Data, for more details on these 
pattern types.  

An example of how customer feedback is relevant to a company is the case study of HiTouch. 
HiTouch had lost one of its largest customers to a competitor. They created a relationship 
survey to administer to their top customers to quickly find the touchpoints that their 
customers were disappointed in (Meyer & Schwager, 2007). As opposed to the initial positive 
opinion of the executive management at HiTouch, the company was informed about their 
defects and within a year time managed to reduce defections by an average of 16%. 

2.2. Behavioural Economics 
Behavioural Economics (BE) exists out of two concepts, ‘behaviour’ and ‘economics’. 
Economics refers to the conceptualization that the economy is driven by the ‘Homo 
Economicus’ (Mullainathan & Thaler, 2000). In classical literature, the ‘Homo Economicus’ is 
described as an individual that only makes rational decisions and therefore cognitive and 
emotional influences do not influence the decision-making of a ‘Homo Economicus’. This 
theory, which also goes under the name ‘Rational Choice Theory’, assumes that the Homo 
Economicus possesses perfect knowledge and maximizes self-interest utility (Schlüter, et al., 
2017). However, experimental and empirical data provided evidence that this view was 
incorrect and out of this bloomed BE (Mullainathan & Thaler, 2000). 

BE is a broad concept about the relation of psychology to economic decision-making (Kenton, 
2020). According to Rudenko et al. (2020) BE is the study of actual behaviour and its underlying 
psychological elements that can influence an individual’s decision-making process. BE studies 
the difference between the rational, or optimal, decision-making of individuals and the actual 
decisions made, and the consequence of this (Witynski, 2011). BE studies have shown that 
human beings do not strictly make rational decisions, even when they possess the right tools, 
information and knowledge that allows them to make rational decisions (Witynski, 2011). 
Individuals are influenced by emotions, environments and circumstances. These influences 
relate to an individual their cognitive ability and the psychological biases that are involved 
(Madrian, 2014). 

In Nobel Prize winner Daniel Kahneman’s New York bestseller book, the author discussed 
heuristics and aims to explain how minds work. According to Kahneman (2011), the mind 
consists of two systems. The first system is intuitive and unconscious and is the first system 
that is used when making decisions, as this requires the least amount of brain power possible. 
The second system makes choices based on logic and therefore is conscious. When the 
problem is too difficult for system 1 and requires logic, system 2 is used. The mind has 
developed shortcuts to make quick judgements, these are heuristics. As the mind is 
considered lazy, system 1 is preferably used. However, because of this, system 1 becomes 
overused and can therefore easily be tricked. Examples of heuristics named are the availability 
heuristic and the substitution heuristic. The availability heuristic is the overestimation of the 
probability something will occur because of repeated exposure to it. For example, when the 
newspaper reports money heists on multiple occasions, the assumption is made that money 
heists happen often even though the occurrence of a money heist is still quite rare. The 
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substitution heuristic is that instead of answering the question that was asked, an easier 
question similar to the original question is answered instead. 

2.2.1. Behavioural Economics Framework 
To select an appropriate framework for this thesis, existing frameworks were reviewed. Of 
these frameworks, the selection of one was based on criteria relating to literature. The 
MINDSPACE framework was the most used in literature. However, the other criteria can be 
seen in Table 1 and will each be explained further. For its scoring system, a framework can 
score between one and three based on its performance in each aspect, with one being the 
lowest score and three being the highest. So, as a final score, twelve is the highest score that 
can be achieved. 

The ‘Coverage of BE Principles’-aspect requires the framework to both have BE principles in 
the framework itself, as well as a broad coverage of these principles. Upon scoring a one for 
this aspect, the framework was immediately deemed unusable for this thesis. 

The aspect ‘Citations’ refers to the number of citations received by other researchers. The 
score is given by benchmarking each framework against one another. For example, the 
MINDSPACE framework received around 850 citations on Google Scholar, while Deloitte 
published their framework on their website with an absence of citations. Therefore, the 
former scored three points, while the latter scored one point. 

The ‘Science-Based’-aspect refers to what degree the creators of the framework used science 
to justify their claims on the effectiveness of the framework. 

Finally, the ‘Application Example Available’-aspect scored the framework based on how well 
the framework explains how the principles within the framework should be applied. 

Table 1: The criteria and scoring for selecting a BE framework. 

Framework Coverage of BE 
Principles 

Citation
s 

Science-
Based 

Application 
Example Available 

Final 
score 

MINDSPACE 3 3 3 3 12 
EAST 2 3 3 3 11 
NUDGES 2 3 3 3 11 
BASIC 3 1 3 3 10 
Learn, Test, Adapt 1 - - - 1 
Define, Diagnose, 
Design, Test 

1 - - - 1 

Deloitte 3 1 3 2 9 
Stepps (Contagious) 1 - - - 1 
BER Framework 3 1 1 3 8 

 

Table 1 shows multiple frameworks that conceptualise BE and that have been created and 
publicised by researchers. Following the scoring system, multiple frameworks were excluded 
immediately when their coverage of BE principles was too low. The highest-scoring 
frameworks are as follows: 
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 The MINDSPACE framework; 
 The BASIC framework; 
 The NUDGES framework, and; 
 The EAST framework. 

In the following paragraphs, the different frameworks will be discussed with a primary focus 
on the MINDSPACE framework (Dolan P. , et al., 2011) which scored the highest in the 
selection process and has been chosen for this thesis. 

2.2.1.1. The MINDSPACE Framework 
Derived from BE is the MINDSPACE Framework, created by Dolan et al. (2011), a non-
exhaustive mnemonic for describing nine BE principles that unconsciously influence an 
individual’s behaviour and consequently their decision-making. As seen in Figure 7, 
MINDSPACE consists of: 

1. Messenger; 
2. Incentives; 
3. Norms; 
4. Defaults; 
5. Salience; 
6. Priming; 
7. Affect; 
8. Commitments, and;  
9. Ego. 

 
Figure 7: The MINDSPACE Framework. Source: (The Decision Lab, 2018). 

The messenger element in this framework, also more commonly known as the messenger 
effect, explains how the receiver of information weights the information based on the 
messenger or sender of that information. Studies have shown that people respond better to 
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information that is given by an expert (Dolan P. , Hallsworth, Halpern, King, & Vlaev, 2010). 
Studies surrounding the messenger effect can be found in multiple fields. Such as a study 
where it is shown that nurses comply with their authority figures, such as physicians, even if 
their authority figure is incorrect (Hofling, Brotzman, Dalrymple, Graves, & Pierce, 1966). 
Expertise, as well as peer effects, matter when it comes to the identity of the sender. A study 
has shown that among students, students are more likely to smoke when their peers smoke 
as opposed to their parents (Dolan P. , Hallsworth, Halpern, King, & Vlaev, 2010). Additionally, 
emotions affect how the received information is perceived. For example, when an expert 
delivers the information, but the receiver dislikes that expert, then the information will be 
disregarded. Receivers also use their rational and cognitive capabilities to decide how 
convincing the sender's information is which is heavily influenced by societal norms. Some 
principles related to messenger are ‘formal authority’ and ‘halo effect’.  

The incentives concept is directly related to the prospect theory. Incentives are used as a 
motivational cue for individuals to change their behaviour. According to Dolan et al. (2010) 
there exist 5 BE insights that relate to this topic. The first insight is that losses are perceived 
as worse than gains, which is the same as the statement in prospect theory: a potential gain 
has more value to an individual than a potential loss (Kahneman & Tversky, 1979). This is also 
called loss aversion. The second insight is that the reference point used is relevant. In other 
words, how an incentive is valued depends on the reference point. For example, when thinking 
about monetary incentives the amount may be compared to how much someone intended to 
earn in that week and how close the incentive is to that amount. It then matters how much 
an individual earns or loses compared to that reference point (Laibson & List, 2015). The third 
insight is that more weight is placed on small probabilities, even if the difference between 
probabilities is the same, e.g. 10-15% and 70-75% (Dolan P. , Hallsworth, Halpern, King, & 
Vlaev, 2010). The fourth insight is that the amount of money that is spent depends on the 
source of the money, such as salaries or savings which are called mental budgets or mental 
accounts. The final BE insight is that people prefer payments that are smaller and where the 
payoffs are almost immediately compared to payments that are large and the payoffs are in 
the future. 

The third element of the MINDSPACE framework is norms. Norms refer to what is accepted in 
society or within a certain culture (Dolan P. , Hallsworth, Halpern, King, & Vlaev, 2010). These 
norms can be both conscious or unconscious and explicit or inexplicit. These kinds of norms 
are flexible as they depend on the behaviour of others around someone, therefore they can 
evolve, change and spread quickly. 

The fourth element is defaults. This topic is described as options that are already selected 
when an individual does not make a choice themselves (Dolan P. , Hallsworth, Halpern, King, 
& Vlaev, 2010). An example of defaults is that in the Netherlands you are automatically 
registered as a donor unless you make the active choice of deregistering. However, BE explains 
that the mind is lazy and therefore will opt for the default choices regardless of the 
consequence (Kahneman, 2011). This can be seen in Figure 8. In 2020 the ‘Donorwet’ was 
implemented which is the law in the Netherlands where anyone over 18 years old by default 
becomes a donor (Donorregister, 2020). The figure shows the increase in the amount of 
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donors in the year 2020 compared to the previous years and that over the next two years, 
that number has been increasing. The blue line represents the amount of donors that actively 
opted in to become a donor, while the dark purple line represents the number of donors that 
were opted in automatically. 

Salience in the framework refers to the attention of people shifting to both novel and relevant 
things (Dolan P. , Hallsworth, Halpern, King, & Vlaev, 2010). The psychologists Taylor and 
Thompson (1982) describe salience as the occurrence that people give more weight to topics 
that they give more attention to which consequently affects their judgement. In the digital 
age, people are bombarded with data, which requires a lot of filtering as our attention can not 
be everywhere. Because of this, people instead focus on things that are novel and relevant, 
things that are well-understood or are relatable. For example, as given in the article by Dolan 
et al. (2010), the budget of the National Health Service becomes more ‘salient’ when it is 
expressed in something relatable or personal. So, instead of simply giving the whole budget 
amount, expressing it in amount per taxpayer makes the budget seem more salient. On many 
occasions, people look for an ‘anchor’ to base decisions on, much like a reference point. 

Another element in MINDSPACE is priming. Cohn and Maréchal (2016) describe priming as the 
influence of the behaviour and judgement of an individual through subliminal messages which 
can be measured. Especially important is the keyword ‘subtle’. There are many different kinds 
of primers, such as words, sights or smells (Dolan P. , Hallsworth, Halpern, King, & Vlaev, 2010). 
For example, in a study by Dijksterhuis and Bargh (2001) a group of people was exposed to 
words that related to old age. The consequence of this is that this group started to act 
accordingly to people of old age, such as walking slowly or experiencing forgetfulness. 

The affect element relates to the emotional reaction of humans and is very potent in the 
decision-making process (Dolan P. , Hallsworth, Halpern, King, & Vlaev, 2010). Emotional 
responses to situations happen before an individual realizes what is it that they are reacting 
to. A common example is the mood that someone is in and how it influences how they respond 

Figure 8: Amount of registered donors per year in the Netherlands. Source: 
(Donorregister, 2022). 
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to something. If someone is already in a bad mood and someone bumps into them, they would 
respond to the person bumping into them more negatively than if the person was in a good 
mood. Emotions are so powerful that it actively influences an individual’s perception. This 
means that when we see a thing, this thing is a beautiful thing or an ugly thing, and so on. 

The second to last element of the framework is commitment. Commitment is what is 
necessary to be able to achieve long-term interests (Dolan P. , Hallsworth, Halpern, King, & 
Vlaev, 2010). Often to keep committed to a (long-term) goal, people think of a way to punish 
themselves if they do not commit to reaching the goal. James Clear (2018) describes in his 
book ‘Atomic Habits’ which steps should be followed to increase the commitment to goals. 
For example, Clear explains that one should not focus on the goal itself alone as the motivation 
will slip away once it is achieved. Rather, one should focus on the process to achieve the goal 
as this ‘system’ creates progress. People often fail to commit, because the progress is 
exponential and not linear. In Figure 9 the grey area between the expected progress and the 
actual progress marks the ‘valley of disappointment’. According to Clear, this is the period 
when people stop committing to achieving the goal.  

The final element of the framework is ego. People like to ‘feed into their ego’. In other words, 
people behave in a certain way to make themselves feel good themselves and appear good to 
others (Dolan P. , Hallsworth, Halpern, King, & Vlaev, 2010). Additionally, when life is going 
smoothly, people praise themselves for it. When life is facing hardships, people blame others 
instead. The ego changes the way people see the world and a good example of this is fans and 
their memories of how their favourite team performed in a match. While teams are capable 
of the same fouls, to a fan the opposite team appears to have made more fouls than their 
favourite team. 

The entire MINDSPACE framework, including its principles relating to each element, can be 
found in Figure 10. 

Figure 9: The Valley of Disappointment. Source: (Clear, 2018). 
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The definition of each principle embedded in the MINDSPACE framework can be found in 
Appendix B – MINDSPACE Principles Definitions. 

2.2.1.2. The BASIC Framework 
BASIC is a toolkit for policymakers and was created in 2019. This toolkit has multiple best 
practice tools, methods and guidelines to execute behavioural insight (BI) projects in its 
entirety and may be further supported by other BI frameworks (OECD, 2019). The framework 
consists of five stages as seen in Figure 11 below. 

The first phase, Behaviour, focuses on the problem definition that the policy wants to address. 
Furthermore, it helps with identifying and defining the behaviour aspect of that policy. 

The analysis builds on the prior phase by identifying why people behave in certain ways. The 
BASIC framework refers to another framework, the Attention, Belief Formation, Choice, and 
Determination framework (ABCD). This framework further explains how each of the four 
aspects is linked to the Rational Choice theory. 

Figure 11: The BASIC-Framework (OECD, 2019). 

Figure 10: MINDSPACE mapped with related principles. Source: (Dolan P. , 
Hallsworth, Halpern, King, & Vlaev, 2010). 
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Strategies is the third phase and support the identification of strategies to change the 
identified behaviours to that of the desired one. This phase highlights to make the next phase 
its interventions relevant enough to receive the attention of the individuals whose behaviour 
is aspired to be changed. Behaviour economics is at the centre of this phase. 

In the Intervention phase, the strategies that were decided upon are tested to see which are 
most effective and therefore successful in reaching the desired policy. A common approach 
to test which intervention works the best is through the use of A/B Testing. 

Finally, the Change phase uses the strategy that was found to perform the best in the previous 
phase to think about the long-term applications of the strategy. This is the critical phase where 
the direction of the BI project will be decided.  

2.2.1.3. The NUDGES Framework 
Thaler & Sunstein (2009) published a book about their concept of ‘nudges’. A nudge is defined 
as a method to get someone’s attention. More specifically in this context, a nudge is a choice 
made in architectural design to change the behaviour of people in a predictable and desired 
way without making severe restrictions. The book discusses multiple BE principles, such as 
‘Anchoring’, ‘Defaults’, ‘Loss Aversion’, and ‘Status Quo Bias’ among others. The book explains 
how these principles work and where and how they may be applied. 

2.2.1.4. The EAST Framework 
In 2012, the EAST framework was introduced by the Behavioural Insights team. EAST is an 
acronym for ‘Make It Easy’, ‘Make It Attractive’, ‘Make It Social’, and ‘Make It Timely’ (BI Team, 
2014). Each aspect has its own goal which requires different BE principles to sustain them. 

Make It Easy explains that it is important to make options as easy as possible. It suggests the 
use of defaults, or a pre-set option, to increase the ease of making a decision. Additionally, it 
suggests to reduces the effort which makes increased uptake or survey response rates 
possible. Also, it explains to make the message that is tried to be conveyed as easy as possible 
too which often results in a large increase in survey response rate. 

Make It Attractive argues that people are more willing to be moved to action when something 
draws their attention. Suggestions to draw attention are the use of images, colour or 
personalisation. Therefore, it is important to use an attractive design. Also, (financial) 
incentives are very effective to draw attention. 

Thirdly, Make It Social explains the power of social contacts. Encouraging people to behave a 
certain way by showing how other people behave in certain situations is an example of how 
social contacts influence others. Additionally, encouraging people to make public 
commitments subtly forces people to follow and execute these commitments. 

Finally, Make It Timely highlights the importance of timing for which the argument is that 
behaviour is easier to be altered when it is already disrupted by events. Also, it mentions how 
immediate changes in costs or benefits have a larger impact on people than costs or benefits 
that are delivered in the future. So, policymakers should analyse and see if it is possible to 
adjust those. 
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Furthermore, the framework follows a four-step method: 

1. Define the outcome: what behaviour is to be influenced should be defined and how large 
this change should be. 

2. Understand the context: during the situations where people show the behaviour in 
question, visit them and understand why people behave in such a way to design an 
intervention. 

3. Build your intervention: use the framework to generate behavioural insights. This is likely 
to be iterative. 

4. Test, learn, adapt: Test the interventions with treatment and control groups. Learn from 
the results and make changes in these interventions where necessary. 

2.2.2. MINDSPACE Framework Principles Selection 
The chosen framework for this thesis, the MINDSPACE framework, embodies a significant 
amount of BE principles. In Figure 10 in Paragraph 2.2.1.1, the entire MINDSPACE framework 
is visualized and shows the 52 BE principles. However, this thesis is unable to research all 52 
principles within this framework, so just as with the framework selection, a selection has been 
made for all of the principles within this framework. The principles selection can be found in 
Appendix C – MINDSPACE Principle Selectio. 

Each principle has been scored based on the degree of feasibility to test the principle, if the 
principle is logical in connection to the survey response rate topic, if the principle is logical in 
connection to the survey respondents’ background, how well-grounded the principle is in 
literature, and how simple it is to test the principle. 

A total of 5 principles scored full points on these aspects. These principles are Authority Bias, 
Social Proof, Social Influence, Framing, and Loss Aversion. However, Framing is so well-
grounded in literature and taught about in academia when researching using surveys, that the 
decision has been made to exclude these principles from the final selection as it would not 
deliver much additional knowledge. Finally, Social Proof and Social Influence were found to be 
near-identical and so, the choice was made to use Social Influence among these two as the 
naming of this principle is more recognizable and familiar. In conclusion, the final selection of 
the principles is as follows:  

 Authority Bias; 
 Social Influence, and; 
 Loss Aversion. 

The following paragraphs will introduce these three BE principles further. 

2.2.2.1. Authority Bias 
Authority bias is a BE principle that may be defined as ‘the increased likelihood of an individual 
being influenced by and agreeing with the opinion of another individual of status, without 
thinking further into the decision’ (Eugenia Cadenas Sáez, 2020; Chakraborty, 2019; Tiwari, 
2021).  

In the late 1950s, authority bias had already been experimented with. In this experiment, led 
by Yale University professor Stale Milgram, authority figures asked the participants to perform 
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actions that went against their morals in order to study behaviour changes (Chakraborty, 
2019). Interestingly, the majority of the participants followed each order by the authority 
figure despite clearly showing unwillingness to do so. Since this experiment, authority bias has 
received more attention. A more modern example of authority bias is the celebrity 
endorsement of products (Olenski, 2017; Chakraborty, 2019). The assumption that is made 
here is that because a celebrity is promoting a certain product, the product must be good. 
Consequently, people are influenced and convinced to buy the product. 

However, despite the ability to influence behaviour, authority bias is also known to have a 
negative side to it. This negative aspect is people becoming increasingly lazy due to them 
accepting the opinions of authority figures without rethinking them (Chakraborty, 2019). For 
example, investors blindly accepting these opinions can cause them to be misled and invest in 
specific stocks, resulting in stocks moving in a specific manner (Tiwari, 2021). Furthermore, 
authority figures are often against creativity as this creates uncertainty (Gregoire & Kaufman, 
2016). As people are influenced by these authority figures, this attitude creates a creative 
block and leads to a lack of innovation. 

So, although authority bias can be used as an influential tool to change behaviour, it must also 
not be used excessively to avoid making large mistakes, or obstructing progress due to a lack 
of creativity. 

2.2.2.2. Social Influence 
Much like authority bias, the social influence principle is also the influence of others on an 
individual. However, ‘others’ are typically referred to as another group (Deutsch & Gerard, 
1955). More specifically, this group is increasingly more effective when the individual and the 
group have a good personal relationship. In an experiment conducted in 2012 that had 61 
million participants, messages were sent out to individuals to attempt to influence their voting 
behaviour (Bond, 2012). Despite these messages being effective, the results of the experiment 
showed that social interactions about political opinions between close friends and those who 
received the message were able to influence the voting results to an even greater extent. 

The influence of another group has multiple reasons, such as assuring the coherence of the 
group through good relations and appearing favourable to this group to receive a reward that 
the group can provide the individual. Cialdini (1998), explained these goals to be that of 
managing one’s reputation and relationships. Often, this conformity of giving in to peers is 
due to negative emotions influencing this, such as feeling ashamed or a fear of being ridiculed 
and leading to deteriorating mental health (Lashbrook, 2000). A more common term for this 
negative aspect of social influence is called peer pressure.  

Social influence is a powerful tool to influence the behaviour of others rapidly, however, peer 
pressure must be avoided as it may harm the mental health of an individual. 

2.2.2.3. Loss Aversion 
In 1979, the term loss aversion was created by Amos Tversky and the Nobel-prize-winning 
psychologist Daniel Kahneman. This principle indicates that people prefer avoiding losses to 
gaining something (Kahneman & Tversky, 1979). This preference is apparent as an individual’s 
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response to losing, for example, 5 dollars is 2 to 3 times bigger than it is compared to gaining 
5 dollars. 

The experiment that Kahneman and Tversky conducted was done by asking participants to 
choose between two different options. The first option was to be guaranteed to receive a 
certain amount of money. The second option was to have a probability to win twice as much 
money but with the off chance to gain nothing. From those participants, the majority 
preferred the first option, thus supporting that people prefer avoiding losses to possible gains. 

On the contrary, loss aversion may also cause individuals to behave recklessly. In stocks, an 
individual may take a big risk in purchasing a certain stock in the hopes to avoid losses when 
the stocks will be sold. However, this may lead to the exact opposite which is significant losses 
(Kahneman & Tversky, 1992). 

2.3. Survey Response Rate 
When using questionnaires or surveys as a data collection method, researchers are heavily 
reliant on how willing people are to respond to the surveys (Baruch & Holtom, 2008). As 
defined by Frey (2018), the survey response rate is the ratio of how many people participated 
in the survey as compared to how many people were asked to participate in the survey. 

The survey response rate is used to measure the quality of the data that is received. For 
example, non-respondents may differ severely from the respondents that did respond to the 
survey, this is called non-response bias. In a study of non-response bias, it was found that non-
respondents of a questionnaire were less committed, had lower job satisfaction and viewed 
their relationship with their supervisor as bad compared to the respondents (Rogelberg, 
Luong, Sederburg, & Cristol, 2000). The difference between the non-respondents and 
respondents is so large, that the received data is found to be inaccurate and does not reflect 
the sample population. 

In the literature, the response rate has been assigned different calculations. However, the 
most consensus is on a simple division where the amount of (usable) responses that are 
received are divided by the total amount of eligible individuals in a sample (Fincham, 2008) 
(Kviz, 1977). An issue that arises is the unfair penalization of individuals who are deemed to 
have ‘unusable’ responses (Harris, 2010). The main reason among many studies for deeming 
a response unusable is because of missing data. As an example, Nattinger et al. (2010) deemed 
any respondent with missing contact information as ineligible for the study. However, this 
does not apply to all questionnaires and there is no consensus on what is deemed ‘ineligible’ 
as this differs per study. The difference in the survey response rate between deeming 
respondents ineligible and eligible is substantial, as including the ineligible respondents in the 
study of Nattinger et al. would rise to a survey response rate of 70% as opposed to a survey 
response rate of 57%. Another study by Watanabe and Yamaguchi (1995) deemed unusable 
questionnaires to be those that missed data. 1150 questionnaires were distributed and 396 
were returned, a response rate of 34.4%. However, after removing the unusable 
questionnaires, only 365 were usable responses, leading to a survey response rate of 31.7%. 

It is common sense that a high survey response rate is deemed better than a low survey 
response rate, but for an extended time, it was unclear what the benchmark was for a ‘good’ 
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survey response rate. In 1999, Baruch researched the papers that reported survey response 
rate, which was not very common at the time. Baruch studied 175 different studies between 
1975 and 1995 and concluded an average survey response rate of 55.6% (Baruch, 1999). 
Amongst these, the lowest reported survey response rate was 10% and the highest was 96%. 
Based on these results, Baruch suggested that in studies directed at top management, the 
survey response rate benchmark should be kept between 26-49%, whereas studies directed 
to mid-level management or the general population should follow a survey response rate 
benchmark of 40-80%. However, the assessed questionnaires here are strictly those of mail 
surveys or in-office distributed surveys. It is shown by Blumenberg & Barros (2018) that the 
use of web-based data collection resulted in a lower survey response rate compared to other 
methods such as mail, telephone or face-to-face survey administrations. A recent study, 
published in 2022 by Holtom et al., analysed the response rate of different survey methods 
between 2010 and 2020. This study also kept track of the amount of administered surveys per 
survey method. Between 2005 and 2020, the average reported to have increased from 48% 
to 68% (Holtom, Baruch, Aguinis, & Ballinger, 2022). In 2020, the highest response rate was 
found to be by in-person administered surveys with 73%. Following this, mail surveys received 
a response rate of 70%. Web-based surveys received a response rate of 65% and, surprisingly, 
phone surveys received the lowest response rate of 53%. However, it is also important to note 
that phone surveys are conducted very little each year, while online surveys substantially 
increased from 84 yearly in 2010 to 223 yearly in 2020. 

Along with the heavy trend in web-based surveys, as suggested by the study of Holtom et al. 
(2022), web-based surveys are also highly relevant to this thesis. The reasoning is that the 
data-collection method for this thesis is a web-based survey. In other words, the data for this 
thesis will be collected through a survey that is designed and developed specifically to be 
distributed over the internet (Maymone, Venkatesh, Secemsky, Reddy, & Vashi, 2018). So, a 
heavier focus will be put on the survey response rate regarding this approach. A systematic 
review by Fan & Yan (2010) indicates that multiple factors affect the response rate of web 
surveys and contribute to their ‘low’ response rate. These factors are as follows: 

 Survey development 
o The content of web questionnaires  
o The presentation of web questionnaires  

 Survey delivery 
o Sampling methods 
o Contact delivery modes, such as reminders 
o Design of invitations 
o The usage of pre-notifications and reminders 
o Incentives 

 Survey completion 
o Social-level factors, such as the degree of survey fatigue 
o Respondent-related factors, such as emotional stability 
o Design-related factors 

 Survey return 
o Survey software 
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o Data safety. 

Suggestions by Fan & Yan (Fan & Yan, 2010) are to first pilot the survey with a small number 
of respondents so that the results may be analysed and the questionnaire may be revised. 
Also, the authors suggest simplifying the access to the survey to reduce the effort of 
respondents to respond to the survey. Additionally, the authors highlight the importance of 
the background of the respondents. The technology illiteracy of the respondents should be 
considered as elementary school students may have difficulty in writing simple phrases and 
people in a higher age group may have difficulty using a computer. Finally, technical failures 
have a detrimental effect on response rate, so stable survey software should be used. In 
addition to the stability, the data safety of the software should be analysed, too. 

3. Methodology 
As first introduced in Chapter 1, the research question is as follows: 

What are the benefits and the challenges of applying behavioural economics in order to 
understand and improve the response rate of in-app surveys? 

To select an appropriate method to collect and analyse the data so that the research question 
may be answered, the Research Onion model by Saunders, Lewis & Thornhill (2019), as 
depicted in Figure 12, is used.  

 

Starting at the outer layer, this study follows the pragmatism philosophy. The pragmatism 
philosophy challenges theories in specific contexts to collect the data that is necessary to 
address the research problem and research question (Saunders, Lewis, & Thornhill, 2019). This 
research aims to assess the benefits and challenges surrounding the theory of BE in the 

Figure 12: The research onion. Source: (Saunders, Lewis, & Thornhill, 2019). 
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context of improving the in-app survey response rate. Therefore, an existing theory is tested 
using a deductive approach (Casula, Rangarajan, & Shields, 2021). 

This research follows an action research methodology. Action research follows a systematic 
procedure which starts with the identification and definition of a problem and its context 
(Millis, 2017). Based on the problem, an intervention is developed and consequently 
implemented. The data from the implementation is collected and analysed and the results of 
this are reported. Kemmis, McTagger & Nixon (2013) describe this methodology as a ‘spiral of 
action research’, which highlights the iterative process of conducting research following an 
order of first planning the intervention, then observing the results after the implementation 
and finally reflecting on these results.  

Despite its relevancy regarding results, action research also has been criticized for its lack of 
rigorousness. So, Davison et al. (2004) introduced the concept of canonical action research 
which proposes 5 principles. These principles function as a practical guide which they argue is 
missing in action research. So, these 5 principles will be followed to boost the rigorousness of 
this research. The first principle is the Principle of the Researcher-Client Agreement. This 
research is conducted in collaboration with Health Corp, a healthcare company. Therefore, a 
common understanding of the area of focus and approach to the research is important in 
addition to transparency about methods of data collection. The second principle is the 
Canonical Action Research Process Model as shown in Figure 13. Similar to the process of 
action research described by Millis (2017) and Kemmis et al. (2013), the process follows a 5 
step order: diagnosis, planning, evaluation, and reflection (Davison, Martinsons, & Kock, 
2004). This research follows each step in this process. The third step in this process is the 
Principle of Theory. This research is guided by the theory of BE and the intervention used is 
derived from this theory to evaluate the outcome. The fourth principle is the Principle of 
Change through Action which is to make certain interventions to change the current situation 
to a more desirable one. The research aims to fulfil this by implementing a BE solution to 
improve the response rate of surveys. Finally, the last principle is the Principle of Learning 
through Reflection. The stakeholders of Health Corp were regularly updated on the findings 
of the research.  

For this study, quantitative data is necessary to achieve the aim to answer the research 
question. Quantitative data is required for an understanding of the impact that BE principles 
have on the survey response rate. 
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3.1. Case Selection 
This research was done in collaboration with Health Corp which will remain anonymous in this 
thesis as a result of a non-disclosure agreement between the researcher and Health Corp. 
Following a previous collaboration in 2021, a representative of Health Corp expressed their 
interest in the topic of BE as well as the lack of insight into customer satisfaction. After careful 
consideration of the current situation of Health Corp and its capabilities regarding available 
resources to conduct the research, the following topics were made clear: the focus of the 
research, research approach, Health Corp contacts and roles, the objectives, and the data 
collection and analysis methods. 

Daily stand-up meetings that follow the Scrum methodology were attended daily to gather an 
understanding of the current situation before starting with defining an intervention. 
Additionally, one-on-one meetings were held with employees at Health Corp that were 
already working on the topic to gather more topic-specific information, such as information 
on BE and the current situation regarding attempts to gain insight into customer satisfaction. 

Health Corp caters their products and services to the needs of their customers, which is 
especially important in this industry. This further emphasizes the importance of gaining these 
insights and attempting to improve the situation where possible. 

3.2. Data Collection and Data Sources 
To gather the quantitative data, this research used a combination of different data collection 
techniques. These techniques are online controlled experimentation in the context of A/B 
testing. The A/B testing was done by using different versions of surveys that embed the chosen 
BE principles as mentioned in Paragraph 2.2.2. of this thesis. These principles are seen as the 
treatment groups in the experiment, while a version of the survey without any BE principles 
was used as the control group. The choice of using A/B testing is that A/B testing allows as 
little performance variance as possible as each version of the survey ran separately, but 
simultaneously, over a selected but equally distributed sample size. The survey was active for 
multiple months, gathering data about the response rate of Health Corp’s application users 

Figure 13: Canonical Action Research Process Model. Source: (Davison, Martinsons, & Ou, 2012). 
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(nurses) to the survey. So, in this research, the survey itself is not the data collection method, 
but a tool to conduct the experiment with. For the data analysis, the survey response rate of 
each principle was analysed and used in the evaluation and performance of each principle. 

3.3. Research Design 
As this research will be following the canonical action research process as defined by Davison 
et al. (2012), the research will be performed in five consecutive phases, as shown in Figure 13: 

1. Diagnosis; 
2. Action Planning; 
3. Action Taking; 
4. Evaluation, and; 
5. Reflection. 

Each phase will be briefly explained in the following paragraphs. Chapter 4 will go further into 
the discrete activities that were taken place during this research. 

3.3.1. Diagnosis 
In the first stage of the research, the current situation was diagnosed. This was done through 
conducting meetings with other employees who have been working on the CX topic. These 
meetings were held to gain more information about the previously brainstormed ideas to 
tackle the lack of insight into customer satisfaction, any steps that may have already been 
taken and that can be used for the research or to further work on, the general context of 
where to place the evaluation in Health Corp, current knowledge about BE within Health Corp, 
and what the resources of Health Corp were available and could be used (both in the sense of 
human resources as well as technology).  

3.3.2. Action Planning 
To gather more knowledge about which BE to use for the research, an intensive literature 
study was performed which was followed by a selection process of an appropriate BE 
framework to use for the study, which is further elaborated on in Paragraph 2.2.1. The 
principles introduced in this framework were chosen through another selection process based 
on certain criteria as mentioned in Paragraph 2.2.2. Multiple survey tools were evaluated and 
ultimately a survey created by Health Corp themselves was chosen. To prepare for the action-
taking phase, multiple meetings with designers were held to have a design professionally 
created for each of the chosen BE principles, as well as one design for the control group. 
Additionally, meetings were held with developers to prepare the environment of the 
application for the implementation of the survey and discuss possibilities for the survey logic, 
such as distributing the survey among equal sample sizes, the logic of the survey appearing in 
the app, and the extraction of the data into an Excel-sheet. 

A constraint that was found early in the research was the topic of privacy. Due to the health 
care industry and its high importance in privacy, multiple meetings were necessary to be 
conducted with the legal department of Health Corp to ensure that the data that was intended 
to be extracted was within the privacy policy stated by Health Corp. As this was not the case, 
the privacy policy had been updated. 
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Finally, when the survey design, the survey logic, the privacy policy, and the data extraction 
report were in place, the implementation of the survey into the application was added as a 
task into the DevOps system used by Health Corp. 

3.3.3. Action Taking 
As the survey had been designed and the privacy policy was adjusted, the survey versions 
were able to be implemented into the application of Health Corp. Each survey has been 
implemented at the same time to reduce the influence of external factors as much as possible. 
For the implementation process, the survey designs that were created were handed over to 
the developers along with the logic for the survey showing up to the users. After the 
implementation, the surveys went live on the 10th of October and the data collection started. 

After running the surveys for a few months, a total of 94 responses were received across all 
versions of the survey. As a result, the control group received the highest survey response rate 
of 25%, and authority bias, social influence, and loss aversion received a survey response rate 
of 9%, 7%, and 11% respectively. 

3.3.4. Evaluation 
In the evaluation phase, the entire research was evaluated based on the benefits and 
challenges of the used experimentation method (A/B testing), as well as the limitations of the 
research. Following this, the areas of improvement such as population size and further 
research on other BE principles are discussed.  

3.3.5. Reflection 
Following the results of the data collection, the results were evaluated in this stage. The data 
was analysed to give potential explanations on why the versions with the BE principles 
received a lower survey response rate than the control group. In this analysis, the countries of 
the participants and the processes in which the surveys were shown were looked further into. 
Furthermore, external factors that could have influenced the performance of the surveys were 
discussed. Finally, this chapter also discusses what further work should be done on the topic 
of BE and its effectiveness on survey response rate.  
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4. Action Research 
The major events of the research are listed in the following timeline: 

- February 2022: Carrying out literature research & participating in meetings with 
employees for context and problem orientation 

- February 24th, 2022: Collecting and analysing existing a BE-frameworks 
- March 2022: Making the final selection of a BE-framework 
- March 7th, 2022: Creating the data tracking sheet in Excel to collect data on the in-app 

survey response rate 
- March 24th – 25th, 2022: Defining the in-app survey pop-up logic 
- April 2022: Selecting the BE principles to use for the in-app survey designs 
- April 9th, 2022: Creating a mock-up design of the in-app surveys 
- May 2022: Discussing the privacy policy surrounding the in-app survey with the legal 

department 
- June 2022: Handing over the design of the in-app survey to professional designers 
- July 2022: Finalizing the design of the in-app survey 
- August 2022: Implementing the in-app survey 
- October 2022 – December 2022: Collecting the in-app survey response rate data 
- January 2023 – March 2023: Evaluating the results, discussing findings and concluding 

the research 

This research follows the canonical action research approach and followed the 5 phases: 
diagnosis, action planning, action taking, evaluating and reflection. The following paragraphs 
will discuss these topics further. 

4.1. Diagnosis 
In the Diagnosis section, the context of the research will be discussed, such as the problem 
Health Corp is facing, the reasoning as to why this is a problem, the current knowledge of 
Health Corp, and to what extent Health Corp has taken action to find a solution to this 
problem.  

Context 
In the initial phase of the research, the first steps were to create a starting foundation to begin 
the research. The most relevant aspects of Health Corp had to be explored such as their 
processes, communication points, the roles of the employees, their products, customers, tools 
and more. The supervisor of Health Corp created invitations to the most important meetings 
that their team participated in on Microsoft Teams, such as Daily Scrums, product demos at 
the end of a sprint, sprint reviews and retrospectives. This gave a clear introduction to the 
project management framework used by Health Corp, Scrum. These meetings gave an insight 
into the team their day-to-day activities and communication practices.  

Product 
The supervisor also explained the product that Health Corp provides, which is a home dialysis 
machine. This machine is created so that patients whose kidneys are not working normally 
can give themselves the treatment from home, rather than having to travel to hospitals or 
clinics to get the treatment done. The products that are used by the machine are also provided 
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by Health Corp and this is done in batches that need to be reordered by the patient through 
the mobile application. Missing a dialysis treatment leads to poor blood filtration which may 
then lead further lead to heart attacks or even death. So, it is extremely important for the 
patient to reorder the products and for Health Corp to deliver these in time. 

Problem 
Furthermore, the supervisor introduced multiple employees that were part of the team, the 
UX designers and developers, so that they would be able to introduce other aspects of Health 
Corp. During the meetings with them, the designers explained that they work on an 
application that supports the home dialysis product of Health Corp creates. This application 
has a mobile and a web version, where the mobile version is strictly available for the patients. 
Nurses have both the mobile and web version available to them. For the patients, the 
application supports them in creating orders for products that are necessary to continue to 
use the machine from home. They can see what products they need to order, what the 
deadline for ordering a product in time is and when the order will be delivered. However, as 
the nurses are the targeted audience for this research, the patients will not be asked to 
participate in the administered surveys of this research but will be mentioned throughout the 
research. The application has more functions for nurses and allows them to see the tasks that 
they need to do, and each task has a priority attached. They can manage their patients and 
see their orders and treatment status. But, Health Corp recently had been receiving 
complaints through their customer support about, for example, long loading times, the 
necessity for certain features, and missing fields in the application. Additionally, whenever 
they introduced new features for the application, they were unsure if this truly brought value 
to the customer. In short, they were receiving too little customer feedback to understand their 
customer satisfaction. 

Collaboration 
In addition to the application, they explained that the main tool that they use for sharing work 
is called Miro. This is a web-based whiteboard tool that allows teams to work together. Miro 
has a lot of features such as allowing the user to create notes, insert images and videos, and 
create project management-related designs such as sprints and Kanban boards. Figure 14 
shows how the Miro board was used throughout the research. As Health Corp had identified 
that they did not have an insight into their customer satisfaction, the designers outlined the 
points of conversion where they deemed the feedback to be necessary and this was done in 
Miro. These points referred to a specific point in a process to gather feedback, such as right 
after a patient created an order to find out whether the patient was satisfied with this process. 
The technique that was decided to use to get this feedback was through the means of a survey. 
The designers reviewed how other organizations created surveys to receive feedback on 
customer satisfaction and thought of questions that would help them gather the information 
necessary. The overview of the identified points of conversion and the questions can be found 
in Appendix E – Identified Points of Conversion. Additionally, the designers and developers 
had thought out the logic that would control how often a survey would show up to the user 
of the application. The overview of the logic was created in Excel rather than Miro and it can 
be found in Appendix F – Logic Created by Health Corp. 
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Research Outline 

When this research started, no feedback mechanism was running yet. However, Health Corp 
wanted to stay ahead of their competitors regarding customer satisfaction so that it can retain 
its clients. This means that Health Corp had to know what could be improved and if the 
improvements are truly helping in solving potential issues. In addition to this, ensuring that 
the products and services provided are up to the customer’s standards is increasingly more 
important when concerns health and well-being. Also, ensuring that the application can 
support a nurse in their daily tasks would boost their customer satisfaction, too. As 
mentioned, Health Corp had no insight into the potential issues or delights of the customer. 
Therefore, it has become a priority for Health Corp to implement a feedback mechanism, the 
survey, as quickly as possible. However, as mentioned in Paragraph 1.2, surveys that are 
conducted online suffer from a low response rate. With the high urgency of receiving 
feedback, it also became important to ensure a high survey response rate through certain 
means. Together with the designers, multiple brainstorming sessions were held on possible 
ways to improve the survey response rate. A senior designer with a high interest in BE was 
added to the sessions and introduced the topic further. Here, different principles that were 
used in user experience design were discussed and judged based on their potential for 
increasing the survey response rate. The result of this brainstorming session can be found in 
Figure 15. After going through the literature on the uses of BE, the final decision was made to 
use this as a means to improve the survey response rate. 

 

  

Figure 14: Visualization of how the Miro board was used throughout the research. 
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4.2. Action Planning 
In the second phase of the canonical action research approach, the focus lies on the design of 
the survey to get this ready for implementation. This section will discuss the thought process 
behind the selection of the BE framework and the BE principles. The design of the survey is 
also touched upon in this paragraph. Additionally, it will also discuss the intervention that was 
necessary to protect the privacy rights of the surveyed individuals. Finally, the creation of the 
Excel document to store the data is explained in this section, too. 

Behavioural Economics Framework Selection 
In the previous phase, BE was explored. However, during the literature research on BE and 
brainstorming sessions with the designers at Health Corp, it came to light that the concept of 
BE has many underlying principles and best practices. The result of this brainstorming session 
can be seen in Appendix G – Brainstorming Sessions BE. To capture a broad, but set view of 
these principles, a framework had to be selected to gather these. During the literature 
research, multiple BE frameworks were found and evaluated based on criteria. This selection 
process can be found in Paragraph 2.2.1. The MINDSPACE framework was selected after 
carefully evaluating the frameworks based on their coverage of BE principles, the number of 
citations, the degree of how science-based the framework is, and the availability of application 
examples.  

Still, the selection of the framework alone was not enough to prepare for the experiment. The 
chosen framework has 52 different principles which cannot all be used for the experiment. So, 

Figure 15: Result of the brainstorming session about Behavioural Economics. 
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following this, a selection had to be made of which principles would have the most potential 
in improving the survey response rate. 

Behavioural Economics Principle Selection 
After selecting the MINDSPACE framework, the principles part of the framework had to be 
selected to embed in the design of the surveys. As 52 principles were too many, a selection 
had to be made of at least 3 to 4 principles to keep the experiment effective, and also efficient. 
Just 1 or 2 principles would be inefficient as there are so many principles available, but only a 
few could be tested. It would also be ineffective to show the effect of BE on the survey 
response rate, as so few principles would not be able to represent the concept of BE well. 
However, too many principles would cause a lot of work to create designs for each principle, 
even for principles that may not be that appropriate for this experiment. A selection process 
that used specific criteria was followed and is discussed in detail in Paragraph 2.2.2. The final 
selection of the principles that received the highest scoring was as follows: authority bias, 
social influence, and loss aversion. 

However, because it was uncertain if BE would truly improve the survey response rate, it 
became important to measure the performance of BE when applying this to a survey. So, 
choosing a method of measuring the performance was necessary. 

A/B Testing 
After selecting the BE principles to be used in the experiment, a method of measuring 
performance regarding survey response rate became crucial. After discussing the topic of 
measuring the performance of different principles with the designers, developers and 
supervisor, a quick decision was made to test the performance of BE through A/B testing. This 
way, the response rate of the survey with and without BE could be measured and compared 
through the means of different versions. 

In literature, A/B testing is often referred to by its more formal term which is an online 
controlled experiment (Larsen, Stallrich, Sengupta, & Deng, 2022). However, in this thesis, the 
term A/B testing will be continued to be used. A/B testing is an experimentation method that 
is often used in the online marketing, application development and web design fields (Kohavi 
& Thomke, 2017). In this type of experimentation method, two or more versions of a product 
or web page are developed where one version is the control group, meaning that there is no 
change made to the design, while the other versions are the treatment group (Kohavi & 
Longbotham, 2017). The treatment group are the versions that differ in their design (colours, 
fonts, images), wording, or other factors that affect (consumer) behaviour, which may be how 
likely an individual is to purchase a product, or in this research how likely an individual is to 
respond to a survey. Even different versions of an application, such as mobile or web apps, 
can be used. So, here the assumption is that the different versions will result in different levels 
of performance after running for a set period. The outcome is compared and measured with 
different metrics such as conversion rates, click-through rates, engagement, customer 
satisfaction, or in this thesis survey response rate (Kohavi & Longbotham, 2017; Polonioli, et 
al., 2022). 
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However, A/B testing is not without its limitations. For example, it is difficult to control for 
external factors that may influence the outcome of the test, such as seasonality (Polonioli, et 
al., 2022; Fabijan, Dmitriev, Olsson, & Bosch, 2016). Furthermore, because the test is generally 
done with a limited sample of users, the results may not be generalizable to the general 
population. Despite its shortcomings, A/B testing has proven to be an effective tool for 
enhancing website design and marketing strategies. It offers valuable insights into how 
changes in design might affect user behaviour and performance. A/B testing is a key step in 
developing an effective online product or website. In addition, because A/B testing can point 
out benefits and challenges, its result will support the answering of the research question on 
what the benefits and challenges are of applying BE in the context of attempting to improve 
the survey response rate. 

In this research, this methodology will be used to measure the performance of four different 
versions of the survey. In the control group, the survey version must be bland where no BE 
will be applied. Then, for the treatment groups, each version will be based on the previously 
selected BE principles. So, this means that there will be a version representing authority bias, 
social influence, and loss aversion. The survey response rate of each version in the treatment 
group will be compared to that of the control group to evaluate the performance of the BE 
principle in a survey setting. Naturally, if the survey response rate of a version in the treatment 
group is higher than that of the control group then the BE principle is effective. But, if it is the 
opposite, then the BE principle is ineffective. 

Question Formatting 
Before the researcher joined Health Corp, the designers had already investigated which 
processes they deemed necessary to receive feedback from. These processes were the 
password reset process, the prescription process, the patient registration process, and the 
order process. For each process, the designers had already created a question with an 
answering format that was inspired by other surveys. This iteration of these questions can be 
found in Figure 16 and Figure 17. The questions were different for most processes, such as 
asking to rate the nurse’s most recent experience regarding the process, asking how easy the 
nurse found the process, or asking to what extent the nurse agrees with a certain statement. 
In addition to these questions, a field was left open to ask for the reason behind the given 
option. 

However, the designers were unsure if this truly would be the best practice, so the researcher 
did more research on the best practices for formulating a good survey question. In discussion 
together with the supervisor and with the designers on what information would be most 
important to be gained from the questions in the survey, it was mentioned that it was 
specifically important to know how the nurses were experiencing the survey to know what 
they could improve. Multiple mock-ups were created to see which type of questioning would 
look best for this in combination with the best practices. Examples of these mock-ups can be 
found in Appendix H – Survey Questions Mock-Ups. 
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Finally, it was decided that asking how easy the process was to the nurses would be the best 
option and was able to be used across all the different processes similarly. To get more 
information on what should be improved, an optional open field was added to ask the reason 
for the scoring. The reason that this is optional, is that it requires extra effort from the 
participants to fill it in. To avoid non-responses due to this, the field was created as an optional 
input. The questioning of the open field had gone through multiple revisions. The original 
question was phrased as ‘What is the main reason for your score?’. However, as this may not 
receive the answer that gives Health Corp enough input to make changes in the app, the 

Figure 16: First part of the iteration of survey questions done by the employees as Health Corp. 

Figure 17: Second part of the iteration of survey questions done by the employees as Health Corp. 
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question was changed to ‘What can be improved to change your rating by 1 point?’. Still, as 
this question became too long, it was scrapped. So, it was changed to ‘Any recommendations 
to improve the process?’. This questioning was more straightforward and clear enough to be 
more successful in receiving a useful response.  

Survey Tool 
Consequently, a decision had to be made about which tool had to be used to implement the 
survey. As Health Corp had already been wanting to implement a survey, initially 
SurveyMonkey was chosen as the tool to use. However, due to its costs, LimeSurvey had been 
identified to be used instead. But multiple concerns came up during meetings about using this 
tool. The first concern was that the surveys were going to be sent out by e-mail. However, if 
customers are not likely to read their e-mails or if the e-mail containing the survey would end 
up in their spam folder, then they would not be responding to this which may influence the 
survey response rate of the experiment. Additionally, this would not be in line with the 
research which attempts to measure the effect of BE on in-app administered surveys. Then,  
instead of using e-mails, the survey would be implemented into the application itself, it would 
require much more effort on the developer side as this is a third-party tool. Finally, to be able 
to apply BE it was necessary to customize the survey to a certain degree. However, LimeSurvey 
lacked the customizability options in order to do so. Following a meeting with the developers, 
designers, and supervisor, where these concerns were taken into consideration, a decision 
was made to create a survey from the top. This meant that the survey had to be designed, and 
the logic and the survey had to be implemented by the developers.  

In-App Survey Design 
To design the survey, meetings were held with the designers at Health Corp to define the UX 
design. As the decision had been made to create a survey rather than using a third-party tool, 
more thought had to be put into the process. This meant that decisions had to be made on 
priorities. The first decision had to be made between creating a survey for the web or mobile, 
as the product by Health Corp was able to run on both. However, upon discussion with the 
supervisor and the designer, it was mentioned that the nurses barely use the application on 
their mobile. So, creating a design for the mobile version for nurses did not seem efficient. 
Therefore, the decision was made to make a design for the web version of the application 
instead. 

As it became clear that a design had to be made that would be appropriate for the web version 
of the application, brainstorming sessions were held about which surveys by other companies 
could be used for the design. The outcome of such a brainstorming session can be found in 
Appendix I – Brainstorming Session Survey Design. Although inspiration was taken from these 
designs, no design was selected to be used. There were multiple ways to have the survey show 
up, such as slowly sliding up from the bottom, or it appearing in the middle of the screen. 
However, the decision was made for the survey to slide in from the right of the screen, 
covering half of the screen with a message to ask the nurse to fill in the survey. This meant 
that it was necessary to also design a starting screen for the survey, rather than immediately 
showing the survey. This starting screen would allow clicking away the survey, hence allowing 
the nurse to opt out in case they did not want to fill in the survey, or if the nurse was too busy 
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at that moment. This would also allow the researcher to accurately be able to calculate the 
survey response rate.  

For the starting screen, it would be important to already implement the BE principles, as this 
is a crucial point for a nurse to decide whether to take the survey. So, four versions of the 
starting screens would have to be made for each of the three principles and the version 
without BE. In addition, the starting screens should have a similar layout in order to avoid 
other factors than BE influencing the survey response rate. As seen in Appendix J – Survey 
Starting Screens, the starting screen has an image at the top. This image was necessary to 
bring some BE principles more alive. With authority bias, it became important to clearly show 
the organization as the authority figure. So, the logo of Health Corp was included here. For 
social influence, the nurses had to be influenced by the other nurses around them. To highlight 
the part of other nurses, a picture of a nurse was used. However, for the loss aversion version 
of the survey, no picture was found that could accurately embody this principle without 
confusing the nurse. So, the decision was made to use the logo of the application for both loss 
aversion and the non-BE version.  

Then, in the text, the nurse would be asked to take part in the survey. Here, too, the BE 
principles had to be included. For authority bias, Health Corp was mentioned to be the one 
asking for the feedback given in the survey and that Health Corp would be appreciating it. For 
social influence, it was highlighted that other nurses had already been answering the survey, 
nudging the nurse in the same direction. Loss aversion made it clear that the nurse would be 
losing the opportunity to share their opinion on changes to make the application better. 
Finally, the non-BE version would simply ask the nurse to fill in the survey.  

The final element of the starting screen was that of the button agreeing to take part in the 
survey or to opt out of answering the survey. The conscious decision was made to make the 
accept button more prominent, which was something that had been noticed to be done more 
often in other surveys. The ‘positive’ answer would be clearer than that of declining. This was 
done in multiple ways, such as greying out the decline button while the accept button would 
be a bright colour. However, the decision was made to make the opt-out option underlined 
text as this was a common practice at Health Corp. The final decision that was made here was 
to have a small difference in the phrasing of the decline option in the loss aversion version, 
which was to emphasize ‘losing’ something. So, instead of using the ‘Not this time’ option, the 
decision was made to phrase it as ‘No, I’ll miss out’. The result of such a starting screen design 
can be seen in Figure 18, with the other starting screens being shown in Appendix J – Survey 
Starting Screens. 
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If the nurse would accept the survey on the starting screen, then the questions regarding the 
process would be asked. As mentioned, these questions were previously decided upon and 
would be implemented in this field. The decision was made to only carry over the same 
images relating to the different versions from the starting screen into this field as it was 
deemed to be rather difficult to implement the BE principles into the questions while 
keeping the questions short and straightforward. The reason to keep the questions short and 
straightforward is that literature had shown that it is best to create these types of questions 
to receive a response (Qualtrics, 2022). An example of what this would look like is shown in 
Figure 19 and the other designs can be found in Appendix K – Survey Questions. 

Finally, to formally close the survey it was decided to create an ending screen to thank the 
nurse for filling out the survey and submitting this. In order to keep the thank you screen from 
looking blank, an image was added which showed that the feedback given was sent off to 
Health Corp. This decision was made in consensus with the designers to make it more 
prominent to the nurse that their feedback would be received and used for further decision-
making within Health Corp. This same message would be supported by mentioning how the 
feedback would be used to improve the application. Also, to make it more personal the name 
of the nurse was added to the thank you message. The final design of this screen can be found 
in Figure 20. 

Across all the designs, the colour scheme that was used was that of Health Corp itself, which 
was blue and grey. 

 

  

Figure 18: One of the four designs created for the starting screen of the 
survey. 
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In-App Survey Logic 
After finalizing the designs of the surveys and each of their versions, a next decision had to be 
made on when these surveys would show up and how often they would be showing up. The 
designers had already decided that a survey for a specific process should only show up once 
per quarter for an individual nurse. However, this logic had to be refined further to fit the 
research. So, instead, a survey would only pop up once for one process, only once per 
individual, and only once per day until the nurse would have submitted a survey. So, this 
meant that if the nurse would answer the survey for a process, then the nurse would not be 
asked again to fill in a survey. On the contrary, if the nurse would decline to participate in the 
survey for a process, then the nurse could get asked to answer a survey for the same process 
again the next day. 

To be able to test each version of the survey fairly, this meant that the versions had to be 
equally distributed. A meeting was held with multiple developers to discuss how this could be 
done. Things that were taken into consideration were workload and complexity. After thinking 
of multiple ways to do this, for example by splitting the entire user base into four, one section 
representing one version of the survey, the final decision was made to alternate between the 
version upon each popup. According to the developers, this was easier to implement on their 
side while it would also keep the distribution more equal. The reasoning behind this is that if 
nurses representing a version of the survey are more active than other groups, the outcome 
of the survey response rate could be influenced. The alternation of surveys meant that the 
first version that would show up would be version A, the next version would be version B, and 
so on. Upon reaching the fourth version (version D), the next version would start at version A 
again. 

 

Figure 19: One of the four designs created for the 
questions of the survey. 

Figure 20: The ending screen design for the surveys. 
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Data Collection 
After finalizing the question formatting, the survey designs and the logic behind the survey 
showing up, a decision had to be made on which data should be extracted from the survey. 
The data that Health Corp deemed important first had to be discussed with the supervisor at 
Health Corp. The researcher held a meeting with the supervisor to find the most important 
data for Health Corp. Following this meeting, a lot of data topics were mentioned, such as 
process name, rating, date created, user e-mail, user mobile, user landline, clinic name, and 
clinic SAP ID. However, with this personal information to be tracked, the legal department had 
to get involved which will be further discussed in the next paragraph. Following multiple 
meetings with the legal department and careful consideration of the necessary information 
for Health Corp and this research, it was decided to track the following: the name of the 
process that the survey was triggered in (the point of conversion), the rating that was given in 
response to the question, the platform that was used to respond to the survey (either from 
the mobile application of a patient, or through the mobile or web version of the application 
of the nurse), the chosen option from a set of multiple choice options to answer the question 
with, comments regarding the given answer, the country in which the survey was answered, 
the type of user (either a nurse or a patient), the mode that the user was in (the trial mode of 
the application, or the production mode with full functionality), the date that the survey was 
submitted, the version of the survey that was answered (either the treatment or the control 
group), and finally the survey response rate.  

In addition to this, a place to store all this data had to be decided upon. To create a report 
extracted from the SQL database where all the raw data would be stored, it was suggested to 
create a report in Excel with the necessary data. This way, the information stored in Excel 
could easily be shared with the developers, designers, the supervisor and the researcher. To 
share this information, the Excel document would be sent out with the updated data every 
Friday morning. This document can be found in Appendix M – Excel Report Survey Data. 

Privacy Policy Adjustment 
As mentioned in the previous paragraph, some of the data that was deemed personal became 
an issue with the privacy policy at the time. To discuss this topic, a meeting was held together 
with a senior director from the legal department and one of the designers. In this meeting, 
the senior director was given information about the goal of the survey and which data was 
intended to be gathered from the survey. During this meeting, the senior director mentioned 
that the privacy policy did not cover the data that was mentioned here. In addition, the senior 
director suggested keeping any collection of personal data to a minimum and only collecting 
strictly necessary data to ensure the end user’s privacy and experience. So, the data that was 
deemed unnecessary to collect was removed from the list and the finalized data collection list 
that was mentioned in the previous paragraph was. Following this meeting, the senior director 
sent out an email with specific questions to be answered in the next meeting so that the 
privacy policy could be adjusted in such a way that it would cover all the personal data that 
would be collected. The questions that were asked were as follows: 

 Which legal entity will act as the data controller and decides to implement the survey? 
 Is it possible to achieve the objective without the collection of personal data? 
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 What personal data will be collected? 
 What will the data be used for? 
 Where will the data be hosted? 
 Who will have access to the data? 
 How long will the data be stored? 

To cover these questions, a follow-up meeting was held where all these topics were covered 
by showing the process of how the data would be collected, reported and evaluated. This 
process can be found in Figure 21. Once it was clear to the senior director what had to be 
changed in the privacy policy to allow for the survey to run, the senior director made these 
changes and contacted the researcher, supervisor, and designer to inform them about the 
changes and that the survey was allowed to be implemented. 

4.3. Action Taking 
Following the finalization of the survey design and the adjustment of the privacy policy in the 
action-planning phase, the action-taking phase could begin. In this phase, the survey was 
implemented into the web application of Health Corp by the developers. Upon 
implementation and its release, the nurses were able to take part in the surveys and the data 
collection could start and be interpreted. 

In-App Implementation 
This research is using an A/B testing approach to test the performance of multiple different 
BE principles. However, to get an accurate measurement of the performance each version 
created to represent a BE principle had to be implemented at the same time to attempt to 
avoid external factors interfering with the performance. So, each survey design had to be 
implemented at the same time so that these could run simultaneously under the same 
circumstances. 

To start this implementation, the survey designs that had been created by the designers, 
which can be found in Appendix J – Survey Starting Screens, Appendix K – Survey Questions, 

Figure 21: Data collection process as explained to the legal department at Health Corp. 
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and Appendix L – Survey Thank You Screen, had to be handed over to the developers to be 
able to put these into the application as intended. Then, the logic that had been defined had 
to be communicated in detail to the developers so that this logic could be implemented into 
the system that allows the application to run. Both tasks were created in the sprint planning 
of the week of the 26th of September and finished by the 7th of October. So, on October 10th 
the survey was active in the application. Upon this, the data could be passively collected upon 
submission of the surveys. 

Data Collection 
Once the survey was implemented in October, the survey received only 8 responses by the 
end of the month. However, as the survey continued to run in November, another 25 
responses were received. To receive as many responses as possible, the survey continued to 
run in December and ended up receiving another 19 responses, summing up to 52 responses 
by the end of the year 2022. In 2023, an additional 42 responses were received which have 
been included in the results of this research. 

Results 
After running the survey from October through January, a total of 94 responses were received. 
Among these 94 responses, 27 responses were to the social influence survey version, 19 to 
the loss aversion survey version, 10 to the authority bias survey version, and 38 to the non-BE 
survey version. Please see Table 2 for the overview of these results. Surprisingly, the survey 
version without BE was able to receive the highest response rate of 25%, with authority bias 
and loss aversion receiving a response rate of 9% and 11% respectively. Social influence 
received the lowest survey response rate at 7%. 

Table 2: Experiment results for the survey response rate. 

Survey Version Survey Requests Survey Submissions Response Rate 
No BE 150 38 25% 

Authority Bias 111 10 9% 
Social Influence 381 27 7% 
Loss Aversion 179 19 11% 

 

4.4. Evaluation 
In this section, the result of the experiment will be discussed. Potential explanations for the 
differences in response rate will be supported through literature and case studies that used 
the BE principles that were used in this research but for another means. 

4.4.1. Results 
After concluding the experiment, the final results of the performance of each version were 
found. In Table 2, it can be seen that the lowest survey response rate is that of social influence, 
followed by loss aversion and authority bias respectively, with finally the version without BE 
having the highest survey response rate. This result indicates that the BE principles that have 
been tested in this experiment (authority bias, social influence, and loss aversion) do not have 
a positive impact on the response rate of surveys. This is a surprising result, as the literature 
suggests that involving BE in design is potentially applicable in situations where human 
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behaviour is specific, such as increasing survey response rate (Meija, 2021). So, the question 
is why the result contrasts the expectation of the experiment. To do this, Pearson’s Chi-
Squared Test will be conducted to compare the observed results against the expected results. 

4.4.1.1. Pearson’s Chi-Squared Test 
From the data that was gathered from the survey, a chi-squared test is to be done to further 
investigate the data. Below in Table 3, the data that was gathered is shown. For each version 
of the survey, the number of nonresponses and responses to the survey are shown, as well as 
the total number of nonresponses and responses. Version A of the survey corresponds to the 
no-BE version of the survey (the control group). Versions B, C, and D correspond to the 
authority bias, social influence, and loss aversion versions of the surveys (the treatment 
groups). Finally, the total sample for each survey version as well as the overall sample is 
shown. The bottom row shows the survey response rate, which is where it can be seen that 
version A, which is the control group, received the highest survey response rate. 

  A   B   C   D   Row Total   

Nonresponse   112  101  354  160  727  
Response   38  10  27  19  94  
Column Total   150  111  381  179  821  

Response 
Rate (in %)  

0,25  0,09  0,07  0,11    

Table 3: Observed values for the chi-squared test. 

To further investigate the data, some hypotheses must be made to make a conclusion about 
the expected values. There are two hypotheses for the expected values: 

 Null hypothesis: the survey version does not have an effect on the survey response 
rate. 

 Alternative hypothesis: there is a relationship between the survey version and the 
survey response rate. 

Based on the observed values in Table 3, the degree of freedom (df) can be calculated. In this 
formula, 𝑟 corresponds to the number of rows, while 𝑐 corresponds to the number of columns. 
After the calculation, the degree of freedom is equal to 3. 

𝑑𝑓 = (𝑟 − 1)(𝑐 − 1) 

𝑑𝑓 = (2 − 1)(4 − 1) 

𝑑𝑓 = (1)(3) 

𝑑𝑓 = 3 

To calculate the expected values, the row total will be multiplied by the column total and 
divided by the sample size. This calculation is done for each survey version and every 
nonresponse and response row. The final result can be seen in Table 4. 
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A   B   C   D   Row Total    

  
Nonresponse   133  98  337  159  727  
Response   17  13  44  20  94  
Column Total   150  111  381  179  821  

Response 
Rate (in %)  

0.11  0.11  0.11  0.11    

Table 4: Expected values for the chi-squared test. 

In Table 4, all the response rates are equal to 11%, which would be expected if the null 
hypothesis is supported. The observed values from Table 3 can be compared to the expected 
values from Table 4 to see the difference between them. If the difference is zero, it indicates 
that the null hypothesis is valid. However, when comparing these values, version A has a lower 
expected response amount compared to the observed values. This suggests that people 
responded more often to survey version A than expected. On the contrary, versions B and C 
had a lower response amount than what was expected. Meanwhile, version D had a nearly 
similar response number in the observed and expected values. To mathematically compare 
the observed and expected values, the chi-squared test will be used. 

Pearson’s Chi-Squared Test uses the following formula: 

𝑥ଶ =
(𝑂 − 𝐸)ଶ

𝐸
 

The squared difference is calculated for each combination of survey version and response 
type, so nonresponse or response. The result of this can be found in Table 5. 

  
Response   Observed   Expected   

Squared difference / 
Expected   Survey Version   

A   Nonresponse   112  133  3.32  
A   Response   38  17  25.94  
B   Nonresponse   101  98  0.09  
B   Response   10  13  0.69  
C   Nonresponse   354  337  0.86  
C   Response   27  44  6.57  
D   Nonresponse   160  159  0.01  
D   Response   19  20  0.05  
         SUM  37.52  
Table 5: Pearson’s Chi-Squared Test. 

In Table 5, the chi-squared value is calculated to be 37.52. To further explain this number, the 
chi-square distribution table can be used which can be found in Appendix O – Chi-Squared 
Table. When looking at the chi-square distribution table and using the default significance of 
0.05 and the calculated degree of freedom of 3, the critical value is 7.815. As the chi-square 
value is much higher than the critical value, the null hypothesis has to be rejected. This 



51 
 

indicates that the survey response rate is dependent on the survey version. So, based on the 
observed data, the conclusion can be made that participants respond better to survey version 
A, than any of the other surveys. 

4.4.1.2. Response Rate Analysis on Country and Process Level 
Aside from the survey response rate only specifically of each survey version, it may be 
interesting to see if the specific countries or the specific processes had anything to do with 
this. Using the ratio of the overall requested surveys and the requested surveys per country 
and requested surveys per process a response rate has been defined for each country 
(Germany, Sweden, and Spain), and each process (order creation, patient creation, and 
prescription creation). Germany received the most requests because the survey was first 
rolled out here and has the most amount of nurses using the application. The ratio for 
Germany is 9:10. Spain was added later and has a ratio of 2:25. Lastly, Sweden was added 
towards the end of the research and received only 14 survey requests in total, meaning that 
it only received 1% of the total requested surveys. So, the results of Sweden are not likely to 
be reliable enough to attach an analysis to. The survey response rates in Table 6 are the result 
of this analysis. 

Table 6: Response Rate analysis per country and process. 

Survey 
Version 

 Germany Sweden Spain OrderCre
ation 

PatientC
reation 

Prescript
ionCreati

on 
No BE Requests 135 3 12 83 35 32 

Submissions 37 0 1 22 2 14 
Response 

Rate 
27% 0% 8% 26% 6% 44% 

Authori
ty Bias 

Requests 100 4 7 62 26 23 
Submissions 5 4 1 8 1 1 

Response 
Rate 

5% 100% 14% 13% 4% 4% 

Social 
Influen

ce 

Requests 347 4 30 213 88 80 
Submissions 25 0 2 20 3 4 

Response 
Rate 

7% 0% 7% 9% 3% 5% 

Loss 
Aversio

n 

Requests 162 3 14 100 41 38 
Submissions 13 0 6 7 5 7 

Response 
Rate 

8% 0% 43% 7% 12% 18% 

 

In Table 6 it can be seen that Germany gave the highest response rate for the survey version 
of the control group (no BE) at 27%, which is 2% higher than the overall survey response rate 
given to the control group which is what is meant by overall survey response rate unless 
specifically named otherwise. When comparing the survey response rates given to the other 
versions of the survey, that of the control group is much higher. Interestingly, while the 
response rates to the loss aversion and social influence versions of the survey are similar to 
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that of the overall response rate, the response rate of Germany to the authority bias is much 
lower than that of the overall response rate. 

Sweden received too few requests to deeply explore but can be briefly discussed. No 
responses were received for the control group version of the survey, nor social influence or 
loss aversion. This is why Sweden has a 0% survey response rate for these 3 versions. However, 
taking the ratio of Sweden across the different survey versions, it can be said that Sweden has 
given a 100% response rate to the authority bias survey. Still, as the responses are not enough 
nor are the requests, the data is not sufficient enough to provide an explanation. 

The final country among the three is Spain. Spain gave the highest response rate for the loss 
aversion version of the survey, which is significantly higher than that of Germany and also that 
of the overall response rate. The social influence and authority bias versions of the survey are 
very similar to that of the overall response rate, so there is no surprising finding here. 
However, it is important to note that the control group version of the survey performed far 
worse in Spain than it did in Germany as well as in the overall response rate. 

Now, the response rate of each process across all the survey versions will be explored. The 
first process is the order creation process. The survey response rates across all versions of this 
process are close to that of the overall survey response rate. The only positive difference is 
that for the social influence version, with a difference of 2%. However, as there are no 
significant differences between the process and the overall, no interesting findings can be 
made here. 

The second process is the patient creation process. Immediately it can be seen that there is a 
large difference between the response rate for this process and the overall response rate 
when it comes to the control group version of the survey. Where the overall response rate is 
25%, the response rate for this process on this version of the survey is only 6%. A larger 
difference in survey response rate between these two can also be found in that of authority 
bias. Social influence and loss aversion have a similar survey response rate to that of the 
overall. 

The last process is the prescription creation process where there is a large difference in the 
survey response rate of the process itself and the overall survey response rate. Where the 
overall survey response rate is 25%, that of the prescription creation process is at 42% which 
means that nearly half of the sent-out surveys for the control group were responded to in this 
process. While the survey response rate to social influence was nearly identical to the overall 
survey response rate, the survey response rate to the authority bias was much lower. Also, 
the survey response rate in this process to loss aversion was almost double that of the overall 
survey response rate. So, all survey versions in this process except for social influence differed 
in their response rate compared to that of the overall response rate. 

In conclusion, when analysing the survey response rate specifically for the control group 
version in comparison to the survey overall response rate, the biggest difference is that in the 
country Spain and the processes of patient creation and prescription creation. Where the 
survey response rates of the control group version for Spain and the patient creation process 
were much lower in comparison to the overall survey response rate, the survey response rate 
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was much higher for the prescription creation process. For the authority bias version, the 
survey response rates for Germany, excluding Sweden due to insufficient data, and for the 
patient creation and prescription creation processes were much lower than the overall survey 
response rate. Then, in the social influence version, the survey response rate was similar to 
the overall survey response rate across all countries and all processes, only having a slightly 
higher survey response rate for the order creation process which is not likely to result in an 
interesting finding. Finally, the loss aversion survey version was found to have a large 
difference in response rate, especially for Spain, but also for the prescription process. Spain 
quadrupled the survey response rate to this version and the survey response rate in the 
prescription process was doubled in comparison to the overall survey response rate. 

4.4.2. Validity Considerations 
A study conducted by Holtom, Baruch, Aguinis, and Ballinger (2022) provides a framework to 
evaluate the validity of the survey response rate. This framework consists of multiple 
questions to be answered, for example asking if the participant is receiving a payment for 
completing the survey. For ease, the questions and the answers are found in Appendix D – 
Validity Assessment Framework. With this framework, the authors attempt to address that a 
low survey response rate does not necessarily mean that the quality of the data is low and 
vice versa. The result of this evaluation process is that regarding the validity of the result, the 
respondent might have felt coerced to answer the survey as the respondent is in a business-
related relationship with Health Corp, thus lowering the validity. However, the survey is 
significantly valid concerning the participant qualifications as the respondent is sufficiently 
qualified for the survey. In addition to this, as participants were not out to respond just to 
receive a payment the quality and validity of the research are evaluated to be appropriate. 

Additionally, as this research has only been conducted with a specific group of participants, 
it is important to stress that the results that are received are group-specific results and may 
not apply to other groups falling outside of this segment (Bojinov, Saint-Jacques, & Tingley, 
2020). Therefore, the results should have a high external validity for the specified target 
group, but as it is not generalizable across a larger population it may not have a high external 
validity for this purpose. A common mistake that is faced in A/B testing is that the tests are 
ended too quickly once a ‘clear’ winner is found among the groups (Gallo, 2017). This type of 
mistake tends to impact the internal validity of the experiment. However, this research has 
run for a bit over two months, ensuring enough time to naturally move towards a high 
internal validity. So, although the external and internal validity of the research is not likely to 
be low, the external validity for further generalizability is low. 

4.4.3. Meta-Analysis on Behavioural Economics and Survey Response Rate 
This section shows the result of a meta-analysis on the relationship between behavioural 
economics and survey response rate. 

4.4.3.1. Introduction 
Rationale & Objectives 
To increase the low survey response rate of online surveys, BE was found to be a potential 
solution to boosting the survey response rate. However, the result of the experiment in this 
thesis resulted otherwise and the collected data was insufficient for data analytics. A 
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recommendation on the usage of BE to improve the survey response rate should be based on 
more evidence to prove the legitimacy of the result of the experiment. Therefore, a systematic 
review was conducted. The objective of the review was to evaluate the results of other 
published studies about the effectiveness of BE on survey response rate and to finally compare 
these results to the result of this thesis. 

Design 
This study uses a systematic review and meta-analysis of multiple studies where the use of BE 
and its effect on survey response rate was researched. To ensure appropriate reporting of the 
systematic review and meta-analysis, the Preferred Reporting Items for Systematic Review 
and Meta-Analysis 2020 (Page, et al., 2021) will be followed.  

Procedure  
Following the PRISMA guidelines, the overview of topics for reporting was made. This 
overview includes defining the eligibility criteria (of articles), the information sources, the 
search strategy, the selection process, the data collection process, a study risk of bias 
assessment, measures, synthesis method, reporting bias assessment, and certainty 
assessment.  

4.4.3.2. Method 
Eligibility Criteria  
Articles were included if: (1) the population studied were exposed to online surveys; (2) BE 
principles were used as interventions to improve survey response rate, even if the BE 
principles are not used in this thesis; (3) the result of the effectiveness BE on survey response 
rate was reported; (4) original data was reported in the article, and (5) the article was written 
in the English language.  

No restriction was set on the publication year.  

Information sources  
To find the articles, Google Scholar was searched. The database had been searched between 
February 2022 through May 2023. The last search was done on May 18, 2023.  

Search Strategy & Selection and Data Collection Process  
The literature search was conducted in Google Scholar. The keywords that were used in the 
search were: ("behavioural economics" OR "behavioural science") AND ("online survey" OR 
"web survey" OR "internet survey") AND ("response rate" OR "completion rate" OR 
"participation rate") AND (impact OR effect OR influence OR efficacy OR effectiveness). The 
initial decision on the eligibility of the article was made based on the title of the article. If it 
passed, then the abstract was scanned to ensure relevancy. Finally, each eligibility criterion 
was consulted by the researcher to determine the final decision on the eligibility of the article.  

As the research, as well as the review, was conducted by one researcher, this researcher 
reviewed all articles found in Google Scholar. Therefore, the single screening is efficient but is 
sensitive to missing relevant articles (Page, et al., 2021). No automation tools, crowdsourcing 
or known assessments were used to collect data. 
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Risk of Bias Assessment  
An easy method and tool developed by McGuiness & Higgins (2021), called ROB 2.0, was used 
to assess the selected articles on their bias. Based on the evaluation of their bias, the decision 
was made to retain the articles or reject them.  

Measures  
The main outcome of the study was if a BE intervention in an online-conducted survey had an 
effect on the survey response rate. Exploratory outcomes were not considered for this study. 
All types of BE interventions were included in the search. The eligible outcomes were 
categorized as:  

 Survey Response Rate  
o Response rate  
o Completion rate  
o Participation rate  

Any measure for survey response rate was eligible. All outcomes were measured through 
online surveys.  

Synthesis Method & Reporting Bias Assessment  
As many different BE principles can be implemented in different intervention contexts in an 
attempt to improve the survey response rate, a process was created for deciding the eligibility 
of a study. To decide its eligibility, the following categories were made: (1) if a BE principle 
was used as part of the intervention; (2) if the intervention was included in an online 
conducted survey setting; and (3) if the comparison of survey response rate was included in 
the results of the study.  

The analysis was done using the RevMan Web tool, using its modules for meta-analysis. In this 
analysis, the effect of BE principles as interventions on improving the survey response rate 
was considered. To do so, the data of the studies was extracted, and the risk ratio using the 
default confidence interval of 95% was calculated and visualized in a forest plot. Therefore, if 
the study received a risk ratio of below 1.0 it indicates that the BE interventions increased the 
survey response rate, while receiving a risk ratio of 1.0 would indicate that the BE intervention 
has no effect. Finally, if the study received a risk ratio of over 1.0, it would indicate that the BE 
interventions would decrease the survey response rate.  

To assess risk due to publicity bias or missing data, a funnel plot was used to detect 
asymmetry.  

4.4.3.3. Results 
Study Selection & Characteristics 
A total of 7020 articles were found using the advanced search option in Google Scholar with 
the relevant keywords. As the researcher is doing the systematic review by herself without 
the use of tools, the articles had been sorted by relevance and the first 100 articles were 
chosen to be screened. During this screening, another 85 articles were removed after reading 
their title and abstract as they did not match the topic of the research. The remaining 15 
articles were sought for retrieval and 1 article was not able to be retrieved. The 14 articles 
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were then assessed for eligibility of which 8 articles were not deemed eligible (Daikeler, Silber, 
& Bosnjak, 2021; Jin, 2011; Nichols, Konya, Horwitz, & Raim, 2019; Edwards, et al., 2009; 
Connors, Krupnikov, Yanna, & Ryan, 2019; Lindgren, Markstedt, Martinsson, & Andreasson, 
2018; Wen & Fang, 2012; Seshadri & Broekmier, 2022). These articles were omitted, because 
each of these articles did not report the response rate specifically, but either other data similar 
to the response rate or no response rate at all. Another reason was because the article was a 
meta-analysis so it did not show original data. A third reason was that the study used multiple 
groups, which would be difficult to work with later on in the review and to create a forest plot. 

So, 6 articles were left to be included in the review. This flow can be seen in Figure 22. 

For these 6 studies, the effectiveness of BE principles on survey response rate was examined. 
Table 7 shows the studies that were included in the review and for each study the study 
design, country, sample size, the used intervention (BE principle) and the outcome (survey 
response rate) are shown.  

 

 

Figure 22: Study selection flow diagram. 
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Study characteristics  Intervention  Outcome  
Author (year)  Study design  Country  Sample size  BE-principle  Survey response 

rate  
Stanley, et al. 
(2020) 

Quasi-randomized 
trial  

USA  13162  Incentives  Increased  

Hathaway, et 
al. (2021) 

Quasi-randomized 
trial  

USA  2750  Incentives  Increased  

Cook, et al. 
(2016) 

Randomized 
Controlled Trial  

USA  3966  Incentives  No effect  

Rackoff, et al. 
(2023) 

Randomized 
Controlled Trial  
  

USA  45469  Framing, 
Reciprocity, 
Inclusivity  

Decreased  

Mueller, et al. 
(2014) 

Randomized 
Controlled Trial  

Germany  815  Anonymity  No effect  

Warwick, et al. 
(2019) 

Randomized 
Controlled Trial  

USA  3000  (Social) 
Incentives  

No effect  
  

Table 7: Selected studies' characteristics. 

Risk of Bias  
For the risk-of-bias assessment, ROB 2.0 was used. For the summarization, please look at 
Figure 23. When looking at the overall risk result, 4 of the 6 studies received some concerns 
about the risk of bias in at least one domain. However, the concerns were not too large for it 
to be considered a high risk of bias. Therefore, none of the studies had to be rejected, but the 
studies with some concerns should be carefully interpreted.  

 

Figure 23: Selected studies' risk of bias evaluation. 
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Results of Individual Studies and Synthesis  
As all of the studies are (quasi) randomized controlled trials, the RevMan Web tool is used to 
show the summary statistics for each of the studies. In Figure 24 the number of events and 
the total sample are shown for the group that was not exposed to a BE intervention and the 
group that was exposed to the BE intervention. The risk ratio and confidence interval for the 
dichotomous outcome of these studies are at the default of 95%.  

These six studies all analysed the effect of a BE principle on the survey response rate of an 
online survey. Across these studies, 5153 of the 15721 recruited participants were not 
exposed to a BE principle and therefore functioned as the control group, while 10707 of the 
53531 recruited participants were exposed to a BE principle. Of these six studies, four studies 
had some concerns with the risk of bias, while the remaining two studies were a low risk of 
bias. Across the studies, different BE principles were used as interventions: incentives, 
framing, anonymity, reciprocity, and inclusivity. Four studies used incentives as the chosen BE 
intervention, but two appeared to have an effect on the survey response rate while the other 
two did not report an effect. However, it should be mentioned that the two studies reporting 
that incentives have an effect on survey response rate had some concerns with the risk of bias. 
For the studies that reported no effect of incentives on survey response rate, one study had 
some concerns with the risk of bias while the other study had a low risk of bias. The study that 
analysed the effect of framing, inclusivity and reciprocity on survey response rate reported 
that these BE interventions decreased the survey response rate. Additionally, this study had a 
low risk of bias. Finally, the study that reported on the effect of anonymity on survey response 
rate reported no effect on its outcome. However, this study had some concerns with the risk 
of bias.  

When interpreting the studies in the forest plot individually, it shows that the studies by 
Mueller (2014), Cook (2016), and Warwick (2019) are not statistically significant as the 
confidence intervals fall on both sides of the null hypothesis. However, the studies by Stanley 
(2020), Hathaway (2021), and Rackoff (2023) are statistically significant as the former two 
studies are on the left side of the null hypothesis and the latter study is on the right side of 
the null hypothesis.  

Figure 24: Summary statistics of the selected studies. 
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Across the 6 studies, which include a total of 69262 participants, the effect of BE principles on 
survey response rate has been reported. When looking at the combined statistics of all the 
studies, the summary effect is measured to be 0.87. However, when looking at the confidence 
intervals the range crosses the null hypothesis line. This indicates that the overall effect is not 
statistically significant. This is supported by the P-value given by the test for overall effect, 
which is 0.12 and therefore not statistically significant. Furthermore, when looking at the 
homogeneity of the study, 𝐼ଶ is incredibly high at 96%. This indicates that there is a high 
heterogeneity between the studies in this review and that there is only a 4% variation which 
is because of chance.  

Sensitivity Analysis & Reporting Bias Assessment  
To find the cause behind the heterogeneity, a sensitivity analysis in RevMan Web has been 
done which is shown in Figure 25. After removing some of the studies from the analysis, it is 
found that the study of Hathaway (2021) and Rackoff (2023) reduce 𝐼ଶ down to 0%. This 
indicates that these two particular studies differ greatly from the other studies in the review. 
Therefore, the main analysis is inconsistent as it is greatly affected by this variation. It is likely 
that the differences in BE interventions, such as using incentives or motivational messages in 
the forms of reciprocity, have caused this high heterogeneity.  

To further check for any reporting biases, the funnel plot was used in RevMan Web. This can 
be found in Figure 26. The figure shows an asymmetrical funnel plot with the studies with the 
smallest number of events, Hathaway (2021) and Cook (2016), at the bottom of the plot. The 
studies of Hathaway (2021) and Rackoff (2023) fall outside of the 95% confidence intervals. 
This suggests that the effect sizes of these studies are different than expected compared to 
the other studies and are considered outliers. The remaining are close to the overall effect 
line which suggests that these studies have higher precision. The asymmetrical shape of the 
funnel plot indicates that there potentially is publication bias present. This is likely due to the 
analysis missing certain smaller studies that would have larger effect sizes. This is not a 
surprise as from the 7020 articles that were found, only 100 studies were scanned due to a 

Figure 25: Sensitivity analysis results on selected studies. 
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time limit and heavy load. Additionally, the different types of BE interventions have likely 
caused this asymmetry.  

 

4.4.3.4. Discussion 
This meta-analysis reviewed six studies, therefore it is important to be cautious of interpreting 
the result. The review indicates that there is much heterogeneity across the six studies, which 
can be seen in Figure 24. This indicates that there is a lot of variability between these studies 
which is not due to random chance. This could be because of differences in study design, 
outcome measurements, or interventions. As BE interventions do fall under one large 
umbrella, the interventions are not the same. For example, some studies used monetary 
incentives to get participants to respond to the survey while another study used motivational 
appeals to get participants to respond which can be seen in Table 7. Therefore, it is extremely 
likely that this high heterogeneity is due to the differences in interventions. This suggests that 
the effects on the outcome differ significantly based on the intervention that is used which 
has to be considered in the interpretation of the overall result. This leads to the necessity of 
conducting subgroup analysis for each type of BE intervention rather than looking at the effect 
of BE as a whole. Furthermore, this result indicates that future studies that conduct meta-
analysis must focus on comparing the specific interventions, such as using motivational 
appeals, and their effect on survey response rate separately.  

Additionally, in Figure 24 the overall effect of the studies has a Z-value of 1.56 and a probability 
of 0.12. As the Z-value is small and the probability of observing the effect by chance is high, 

Figure 26: Funnel plot for detecting reporting biases. 
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the overall effect is not statistically significant. Therefore, along with the small number of 
studies observed, it is also important to be cautious in interpreting these results as the effects 
may only be observed due to random chance. Although the overall effect aims to show that 
BE interventions have a positive effect on survey response rate, the evidence is not strong 
enough to support this. However, when looking at the funnel plot in Figure 26, we can see 
that the studies that fall outside of the confidence intervals are those of Hathaway (2021) and 
Rackoff (2023), indicating a low precision. When removing these two articles in the sensitivity 
analysis which can be seen in Figure 25, the Z-value and the probability change significantly. 
The result of the sensitivity analysis shows a Z-value of 3.99 and a probability of less than 
0.0001. This suggests that the overall effect is statistically significant and that the null 
hypothesis can be rejected, which supports the effect of BE interventions on the survey 
response rate. The extremely low probability value indicates that it is unlikely that these 
results are observed by chance and that there is a true effect.  

The limitations of the evidence in this study are that some of the studies that were part of the 
review had some concerns with bias. Therefore, it is important to exercise caution when it 
comes to the outcomes of these studies. Additionally, the high heterogeneity has also made 
it rather challenging to draw a definitive conclusion. This heterogeneity is likely due to the 
differences in BE interventions that were used across the studies. Also, some of the studies 
have focused on certain populations, such as elderly people, university students, or patients 
during the COVID-19 pandemic. This may cause some issues with the generalizability of the 
results. Finally, due to practical constraints such as time limit and the overall capability of the 
researcher, fewer studies were able to be included in the review which can have influenced 
the robustness of the results.  

Finally, the implications for practice suggest that caution must be exercised in interpreting the 
overall result, because of the limited number of studies included in the review. It is not 
recommended for future research to continue on this topic. However, if future research is still 
done, the importance of subgroup analysis for different BE interventions should be highlighted 
which means that there needs to be a focus on specific interventions rather than BE 
interventions as a whole.  

4.5. Reflection 
In the reflection section, potential explanations for the differences in response rate between 
the versions will be supported through literature and case studies that used the BE principles 
that were used in this research, but for another means. The aim of this section is to conclude 
how useful BE is in designing a survey to boost the survey response rate. 

4.5.1. Behavioural Economics and Influence on Response Rate 
Authority bias, social influence and loss aversion were the BE principles used in this research 
as an attempt to increase the survey response rate. However, none of these BE principles were 
able to do this. BE is typically applied in fields such as health care, finance, public policy, and 
marketing amongst others. For example, in health care, personal reminders as a form of BE 
were used to see if this would boost the medication intake of the patient which it did (Hallek, 
Ockenfels, & Wiesen, 2022). In finance, the BE principle of goal setting had been used to help 
clients improve their financial planning positively (Eberhardt, Brüggen, Post, & Hoet, 2021). In 
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the field of public policy, the social norms principle was applied in an attempt to reduce energy 
usage (Alcott, 2011). Finally, the BE principle known as rewards was used to prove that using 
a reward system makes it more likely for a customer to buy a product more quicker than usual 
and to retain customers (Kivetz, Urminsky, & Zheng, 2006). As BE does work across different 
industries, perhaps it is the question of how BE was applied in this research that did not work. 
To apply BE to the surveys, the focus has been put on the UI design of the surveys. However, 
when looking at case studies and research where BE has been applied, a wider aspect has 
been taken into account. The following sections will discuss some aspects that have been 
covered in BE-related studies, but have not been taken into account in this research and could 
have had an influence on the effectiveness of the BE principles. 

In-Person Exposure 
A well-known study to observe the effect of authority bias was done in 1963 by Stanley 
Milgram. In this study, the participants were split into two groups where one group would 
have to punish a mistake made by the other group through increasingly worsening electric 
shocks (Milgram, 1963). In the case of refusal, the researcher, who is the authority figure in 
this scenario, would order the participant in person to continue with the experiment. Each 
shock would increase by 15 volts, starting from 15 up to 450 volts. As a result of being 
encouraged by the authority figure, all participants kept going until 300 volts, with 65% of the 
participants reaching the maximum of 450 volts. So, this was a method where the BE principle 
was exposed to the participant in person. 

Another study where a BE principle was exposed to the participant in person, was where social 
influence was used by a hotel to increase towel reusage and decrease water usage. This was 
done by writing on notice cards that are placed inside hotel rooms how a percentage of hotel 
guests reuse their towels (Shang, Basil, & Wymer, 2010). 

Finally, another study where BE was exposed to the participant in person was a study 
conducted by Novemsky & Kahneman (2005). Among the 8 experiments done in this study, in 
one experiment the participants were given a mug and a questionnaire which asked the 
participant whether or not they preferred the mug in front of them or the amount of money 
stated on the questionnaire which ranged from $0.50 to $25.00. 

These are some of the studies conducted with the BE principles used in this study. As each of 
these studies was successful in proving the effectiveness of the BE principle in question, it 
could indicate that for the BE principles to be effective it must be done in person to increase 
its intensity. In addition to this, one of the pioneers of BE, Richard Thaler, suggests that in-
person interactions leveraging BE are beneficial for changing behaviour (Thaler R. , 2016). 

Duration of Exposure 
In several studies, the effectiveness of BE was amplified through its persistent exposure. The 
Milgram experiment shows how the participants were constantly exposed to the authority 
bias principle (Milgram, 1963). Throughout the entire experiment, the authority figure was 
present and enforced authoritative pressure on the participant to obey. 

In a study where the goal was to reduce energy consumption, the researcher sent out reports 
monthly. In these reports, the energy usage of the household was compared to that of their 
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neighbours and was rated as either ‘great’, ‘good’, or ‘room for improvement’ (Costa & Kahn, 
2013). 

To prove the effectiveness of loss aversion, a study was conducted by Bećirović, Suhonjić & 
Stanić (2022) to use loss aversion to improve the engagement of students in a classroom. The 
control group received points for completing assignments, starting from zero. The treatment 
group started from 100 and got points deducted for not completing assignments. This was 
done across 15 weeks with the students receiving an update on their points weekly per e-mail. 
The students showed a stronger reaction to having their points reduced, rather than added. 

These case studies show that repeated exposure to the BE principle suggests more 
effectiveness. According to the MINDSPACE framework that was used in this research this 
explanation is reinforced as the authors argue that repeated exposure to the BE principle 
supports the shaping of behaviour (Dolan P. , et al., 2011). 

Participants’ Awareness and Cognitive Load 
A more recent version of the Milgram experiment is a study conducted by Burger (2009) who 
had made some changes to the experiment to make it more ethical compared to the original 
experiment. The participants were recruited through advertisements and made time free to 
participate in the experiment, but avoided a thorough briefing to prevent bias. 

In a social influence study by Nolan, Schultz, Cialdini, Goldstein & Griskevicius (2011), the goal 
was to gather the participants’ reasons for conserving energy while being exposed to 
messages levering social influence. The researchers had chosen multiple neighbourhoods and 
gave the participants the opportunity to opt out of the research. Over half of the households 
voluntarily participated in the study. 

In a study conducted by Fryer, Levitt, List & Sadoff (2012), loss aversion was studied in teachers 
who were randomly recruited at 9 different schools. The experiment was introduced to them 
and they were given the opportunity to opt out of the experiment before a specific date. Of 
all these teachers, 52% participated in the experiment. With the goal to improve students’ 
performance, which is part of a teacher’s job, no additional cognitive load is considered as the 
research is part of work tasks and workflow is not interrupted. 

In this thesis, the participants of the study were perceiving high work pressure, which is 
common among healthcare workers, and were unaware of taking part in this research as it 
was anonymously done. Additionally, participation in the research was not part of any work 
tasks and may have interrupted workflow. It is proven that high work pressure impacts an 
individual’s decision-making process because of time constraints (Payne, Samper, Bettman, & 
Luce, 2008). Additionally, studies have shown that these workflow interruptions have multiple 
negative effects, such as decreased performance, an increase in error in the healthcare 
industry, but also emotional exhaustion and increased levels of irritation (Baethge & Rigotti, 
2013; Elfering, Grebner, & Ebener, 2015; Pachler, et al., 2018). Therefore, the nurses may have 
been less likely to participate in the survey and instead clicked away from the survey out of 
irritation. Consequently, the results of this research may have been impacted negatively by 
not carefully considering this aspect. 
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Behavioural Economics in Design 
A case study where authority bias was used to alter user interface, was a case where an 
electronic health record provider used dark patterns to convince clinicians into accepting the 
recommendation for the use of opioids as a form of treatment for patients (Capurro & Velloso, 
2021). This was done by showing that the options in a follow-up plan for the patient were 
originally taken from an academic publication. Although this is a dark pattern form of authority 
bias, it does show how the design of the interface is more intensely showing authority bias as 
compared to this research, where this was attempted more subconsciously by showing the 
logo of Health Corp. Therefore, the BE principle may not have been potent enough to have an 
effect on the behaviour of the nurses. 

In a study to see how social influence affects customer responses to advertisements, Baksy, 
Eckles, Yan & Rosenn (2012) used consumers’ real peers to create a link between the brand 
and their social network. However, in this study, only a static and not real number of 
participants were shown to the nurses as participants who had already responded to the 
survey. So, in actual conversations between nurses, this number for example can have been 
disproven if the nurses mentioned that they had not responded to the survey. 

A case study of where loss aversion is used in the design is for example Netflix, where the front 
page of the website shows clearly that a visitor without a subscription is able to have a free 
subscription for a month (Gearson, 2019). Multiple businesses do this as an attempt to keep 
retain the visitor and have them purchase a subscription once it runs out. The difference 
between this case study and the survey design that was used in this research is the intensity 
and emphasis that is put on the loss factor. In the case study, something is given to the 
participant first and then taken away, while in this research something much less tangible is 
given to the participant and is easier to be declined. 

Cultural Considerations 
As the survey had been rolled out in Germany and Spain (excluding Sweden), there is a 
possibility of cultural differences influencing how authority is perceived. According to 
Hofstede’s model of national culture, Germany has a low power distance while Spain has a 
medium power distance (Hofstede, 2001). This means that Germany considers authority 
figures more equal to themselves, while Spain is more accepting of the power inequality 
existing. When looking at the survey response rate to this version in Germany and Spain, this 
seems to be an appropriate explanation. Where the survey response rate is about half of the 
overall survey response rate, 5% to 10%, the survey response rate in Spain is nearly identical 
to the overall survey response rate. So the cultural difference is very likely to have an impact 
on how this affects the survey response rate at 11% with Germany responding worse to 
authority bias while Spain has a small positive response to it. Another study confirmed that 
Germany tends to respond worse to nudges (Reisch & Sunstein, 2023). 

According to a study by Wang, Rieger & Hens (2017), three clusters of Hofstede’s cultural 
model impact loss aversion. These three are power distance, individualism, and masculinity. 
This means that a high score on each of these three clusters indicates a higher loss aversion. 
The result of these three clusters for Spain and Germany can be found in Table 8. 
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Table 8: The three clusters of Hofstede’s cultural model for both Germany and Spain. Source: (Clearly Cultural, 2022) 

 Germany Spain 
Power Distance (PDI) 35 57 
Individualism (INV) 67 51 
Masculinity (MAS) 66 42 

 

At first glance, this would indicate that Germany is more loss averse than Spain, even though 
Spain had a much higher response rate to the survey for the loss aversion survey than 
Germany (42% to 8%). Additionally, the result of cultural comparison in this same study by 
Wang, Rieger & Hens (2017) between Germanic cultures and Latin European show a similar 
loss aversion. However, when looking at the median of the countries, Spain does score a little 
higher than Germany (2.4 to 2.0). Furthermore, a study from 2007 conducted by Gächter, 
Johnson & Herrmann showed that a higher household income is related to a higher loss 
aversion (Gächter, Johnson, & Herrmann, 2007). When we compare a nurse's salary to the 
average salary in their country, we can see that Spanish nurses appear to have a higher income 
than Germany. Where in Germany the yearly average salary is €49,200, a nurse only makes 
€33,654 a year which is much lower (Housing Anywhere, 2023; Pandiyan, 2023). However, in 
Spain, the yearly average salary is €24,009 while a Spanish nurse makes €39,458 a year (The 
Local, 2022; Erieri, 2022). So, this finding seems to agree with the statement that a higher 
household salary increases loss aversion. Still, the contrasting literature makes it difficult to 
determine if the difference in survey response rate is a result of the country its characteristics, 
or if it is due to coincidence which may be more likely as the experiment has only run once. 

The result of the survey response rate regarding loss aversion did not show a correlation 
between the BE principle, response rate and country, so no further analysis will be done for 
this BE principle. 

Overall Impression 
When comparing the studies that used methods to experiment with the same BE principles of 
this thesis, but for other goals and in different industries, it appears that the scope that was 
used in this research was too narrow. Studies that had been successful in using BE principles 
to achieve their goals used multiple aspects that could have had an impact on the 
effectiveness of the BE principles. For example, it may have been better if the BE principles 
were able to influence the survey participants in person to have a greater effect. However, 
this was not possible in this research, because the researcher had to be pragmatic with the 
available resources and time. Additionally, constant or repeated exposure to the BE principle 
would have increased the intensity of its effect and potentially be beneficial to achieve the 
goal of the desired behaviour. The characteristics of the participants should also be taken into 
consideration well, such as cognitive load and the intrusion of the research having a negative 
effect on the results. Perhaps, cultural aspects may have an impact on how effective BE 
principles are, as some BE principles are more accepted in certain cultures than others. Finally, 
some additional design decisions could have further improved the effectiveness of the BE 
principles. 
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Furthermore, across all these fields there are few articles published about how BE influences 
survey response rate specifically. While surveys are often used to question participants on 
how certain scenarios relating to BE principles would affect behaviour, the majority of these 
studies do not focus on improving the survey response rate. In the studies that did attempt to 
use BE as a method to boost survey response rate, such as the study by Baruch & Holtom 
(2008), the result of using incentives was found not to be related to survey response rate and 
the use of reminders was found to have a lower response rate. Another study where social 
incentives were used as an attempt to boost the survey response rate was also not successful 
in improving the overall survey response rate (Warwick, et al., 2019).  

Following these results, the question if BE affects survey response rate positively may be 
answered. From the results of this research and the results of other studies testing how BE 
principles can improve survey response rate, it suggests that the usage of BE is not appropriate 
for this goal. Although some flaws in this research may have influenced the result, BE is not an 
appropriate method to improve the survey response rate. Even more so when in-person 
interactions are unable to be executed, such as an in-app survey such as the one used in this 
research. 

4.5.2. Benefits of Behavioural Economics 
The use of BE has multiple benefits that became clear throughout the research. These benefits 
will be discussed in this section. 

Informed decision-making – The result that comes out of experimenting with BE is easy to 
interpret and supports informed decision-making. The result provides data and insights in such 
a way that this can be evaluated on how changes made to the survey impact performance. 
This result proves which change works and which does not, which allows for making decisions 
about how the survey should be designed. So, the result allows for the identification of these 
areas for improvement and more informed decisions. 

Ethical considerations  – For the implementation of BE, most guidelines highlight ethical 
considerations. After the ethical concerns that were raised with the Milgram experiment 
(1963), conducting ethical research has been pushed. Therefore, it helps the researcher with 
considering potential ethical concerns and adjusting the experiment in such a way that 
participants in the experiment are not harmed. In this research, breaches of the privacy policy 
were discussed and adjusted. Following this, the users of the application were informed and 
the research was done anonymously. Additionally, the researcher kept the design user-
friendly by giving the participants freedom of choice by clicking away from the survey. This 
ensured the research was ethically sound. 

Assumption proof – Instead of assuming that the desired behaviour change is achieved by its 
mere implementation according to theory, BE allows researchers to experiment with real 
people without being intrusive. This way, human behaviour can be tested and realistically 
represented as it allows researchers to understand how humans behave in unideal real-world 
situations and how it impacts decision-making. 
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4.5.3. Challenges of Behavioural Economics 
Besides benefits, there were also multiple challenges that were faced during the research 
when using BE. These challenges will be discussed in this section. 

Consistency – When conducting the literature review for this research, many different 
opinions on the usage of BE for changing desired behaviour were found. While some studies 
tend to praise the potential of BE following positive results, similar studies have also been 
found where BE failed to change the behaviour of experiment participants to the desired 
behaviour. Similarly to this research, the BE principles of this research had been chosen based 
on their potential, but as a result were not effective. The inconsistency across study results 
makes it very challenging to assess reliable BE theories and consequently decide on BE 
principles to use, which in this research has led to the used BE principles in this study being 
ineffective. 

Influence of external factors – Human behaviour is sensitive and is heavily influenced by 
external factors. These external factors can be temporary (emotional) or long-term (culture). 
Therefore, it becomes difficult to predict human behaviour when someone is confronted with 
making a decision. In this research where the culture of the participants differs, even slightly, 
generalizing the BE interventions in such a way for it to be effective across the entire sample 
is very challenging. Additionally, the high work pressure that is experienced by the participants 
has an influence on their emotional and cognitive aspects which leads to changes in expected 
behaviour. These external factors are difficult to impossible to control and may have led to 
negatively impacting the results. 

Practical considerations – As mentioned in the previous challenge, it proves difficult to 
translate theory into practical BE interventions for a multitude of reasons. One reason is that 
ethical considerations need to be taken into account and may make it more difficult to apply 
the intervention as intended. Although this did not entirely skew the design for this research, 
it did cause an inevitable delay. Another is that resource and time constraints made it difficult 
to design interventions in such a way as other studies had done, such as more physical 
interventions. 

4.5.4. Limitations 
This research faced multiple limitations in its execution. These limitations will be discussed in 
this section. 

Limited scope – This research is able to cover only 3 of the 52 principles of the MINDSPACE 
framework in the available time. So, although a conclusion can be made about the principles 
that were tested, these are not able to represent BE as a whole which would lead to selection 
bias where only certain principles are taken into account. Furthermore, the scope of the 
research may have been too narrow due to time and resource constraints. As a result, the BE 
interventions were not able to be designed in such a way that other studies have done with 
positive results. 

Bias – The research methodology that was used for this study was action research. However, 
action research is vulnerable to bias. Some of these biases are but are not limited to contextual 
bias, ethical bias, selection bias, and confirmation bias (Simundic, 2013; McKay & Marshall, 
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2002; Hallihan & Shu, 2013). As mentioned, there is a likelihood of contextual bias having 
affected the results of this research. The reasoning behind this is how the emotional state and 
culture of the participants could have influenced their decision-making when they had 
received the survey. However, ethical bias is not a concern in this research as the choice made 
that could affect the participants have been carefully considered. Furthermore, selection bias 
is not a concern in this study as prior to the research it had been defined what the target 
population would be. Still, this specific target population may prove a generalization of the 
result to be difficult. Finally, confirmation bias is not likely to be a concern in this research 
either, as the quantitative results of the study are objectively compared against each other to 
make a conclusion. So, the limitations regarding bias in this study may be due to the contextual 
situation of the participants which are difficult to control as mentioned in the challenges of 
BE. 

Literature gap – Upon the start of the research, there was little work available on how BE has 
been tested in a survey setting. So, there is no reliable reference point for the result of this 
research. Consequently, no further conclusion can be made on how well or how poorly the 
result of this research was in comparison to the results of other experiments other than the 
conclusion that BE did not perform well in this research. 

Repetition – Due to time constraints, it was not possible to repeat the experiment. Action 
research is an iterative process and behavioural studies highly recommend repeating 
experiments to average out the results. However, this is not possible and may have impacted 
the results. 

4.5.5. Areas of Improvement 
From the experience of managing the research, conducting the experiment and the results 
that were received, some areas of improvement can be identified. 

As for the design of the experiment, a broader scope could have been taken to improve the 
intensity of the BE principles that were used to leverage their potential in changing behaviour. 
However, as mentioned, this was not possible with the time and resources available for this 
research. 

Another area of improvement is the repetition of the experiment. As mentioned as part of the 
limitations, the experiment was only run once because of time constraints. Because of this, 
the results did not have another result to compare to and could not be averaged out. 
Additionally, due to this, the researcher was unable to account for any possible mistakes made 
during the data collection phase. 

4.5.6. Future Research 
During the research, it became clear that there was a literature gap between the effectivity of 
BE on survey response rate. However, with the result of this research, it does not appear that 
BE is an appropriate tool to improve the survey response rate. It is likely that this topic suffered 
from publication bias as there are so few studies available about BE being effective to boost 
survey response rate. Those studies that are available often use BE for other behavioural 
changes in other fields. So, it is recommended against research in the same area as this 
research as no significant value can be added. 
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5. Conclusion 
With feedback being an important aspect of evaluating and improving a service or product, 
even more so in highly competitive industries, receiving a high survey response rate on CX 
feedback surveys is desired. The goal of this research was to determine if BE is an effective 
method for increasing survey response rate by experimenting with three BE principles through 
A/B testing. First, the concept of BE was explored and three BE principles to be tested were 
chosen. Second, the three BE principles were applied to the survey designs. Before testing the 
surveys, technical decisions were made on how the surveys would be distributed among the 
sample population and when these surveys would be showing up. Also, the decisions were 
made on what data would be collected and where this would be stored. Finally, the surveys 
were implemented in the application and sent out to the users to start with gathering the data 
necessary to calculate the response rate of each BE principle as well as the control group that 
did not receive a survey with a BE principle implemented into it. This research contributes to 
evaluating BE in the context of in-app surveys and provides a recommendation for the usage 
of the three BE principles in this specific context to assist in improving the survey response 
rate for organisations. 

The main findings of this research are that the three tested BE principles (authority bias, social 
influence, and loss aversion) received a lower survey response rate in the experiment than the 
control group which received the survey without BE. The result of the chi-squared test 
indicated that the survey version did have an effect on the survey response rate. As the non-
BE version of the survey received the highest survey response rate, the three BE principles are 
not appropriate to be used in the in-app survey context as their effect. Due to the limitations 
in this research, the BE principles may have not had the intended effect on behaviour change 
as certain aspects of BE interventions that were used in other BE studies were not able to be 
implemented. Other aspects had not been taken into account and may have had an influence 
on the results. The broad variety of aspects found in BE interventions is shown by the high 
heterogeneity in the result of the meta-analysis. The meta-analysis used multiple studies that 
used incentives as their BE intervention, yet yielded different results. Even across the studies 
where different BE principles were used as the intervention, different results were achieved. 
Although the overall effect of the combined studies slightly showed favour for the BE 
interventions, the confidence intervals cross the null hypothesis line, causing the result to be 
not statistically significant. When removing the studies that cause the high heterogeneity, the 
overall effect becomes statistically significant and still is slightly in favour of the BE 
interventions.  

Following this narrative and as the BE interventions in this study were not effective, it is not 
recommended for researchers to continue researching the effectiveness of these BE principles 
on survey response rate. Furthermore, as the results of using the same BE principles still yield 
such different results, it is recommended against further researching BE as a whole. For 
organisations, it is also recommended against applying BE in surveys to attempt to boost the 
survey response rate. Not only does this require more resources to execute, but it is also not 
a reliable tool to boost the survey response rate with. 
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In conclusion, the BE principles in this thesis are not effective to improve the survey response 
rate when applied to in-app surveys. Aspects that were used in other studies to make BE 
interventions effective are too difficult to be used in the in-app survey context, such as 
physical nudges. Therefore, BE was applied too narrowly, but this is the result of the 
limitations of an in-app survey. Furthermore, it is important to be cautious about the 
interpretation of the meta-analysis. Despite the result being slightly in favour of BE 
interventions, the main result was statistically insignificant. If this narrative is followed, it is 
recommended against using authority bias, social influence, and loss aversion to boost the 
survey response rate. The result of the chi-squared test supports this by indicating that the 
control group performed better than the treatment group which was not due to chance. So, 
it is recommended against applying these three BE principles in an attempt to boost the survey 
response rate. Additionally, because the results of the studies from the meta-analysis had such 
high variability and the studies were heterogeneous, it is not recommended to continue 
research on BE as a method to boost the survey response rate. The practical contribution of 
this research is that it creates a foundation for other researchers. Additionally, it also 
recommends against further research on how BE can be tested in the context of in-app surveys 
to improve the survey response rate. The academic contribution of this research is to provide 
further insight into the application of BE to in-app surveys and its effectiveness on survey 
response rate and provide additional knowledge to fill the literature gap.  
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Appendix A – Pattern Types for Collecting Data 
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Appendix B – MINDSPACE Principles Definitions 

MINDSPACE_Princip
le_Definitions_Kyra_Koper.pdf 
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Appendix C – MINDSPACE Principle Selection 

MINDSPACE_Princip
le_Selection_Kyra_Koper.xlsx  
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Appendix D – Validity Assessment Framework 
 

Validity Evidence Questions Answer 
Researcher–participant 
relationship 

1. Does the researcher or 
his/her sponsoring 
institution have a 
relationship with the 
respondent (e.g. no prior 
relationship whatsoever; 
alumni of the researcher’s 
university)? 

Health Corp and the 
respondent have a business-
related relationship. 

2. What is the quality of that 
relationship (low vs. high 
level of trust; low vs. high 
level of commitment)? 

This likely is a high level of 
trust and commitment. 

3. Is the pool of potential 
respondents drawn from a 
random sample? 

Yes. 

4. Are potential respondents 
representative of the 
population to which the 
research seeks to 
generalize? 

Not entirely, but the 
researcher is aware. 

5. Are the participants 
students taught by the 
researcher? 

No. 

Participant qualifications 1. Do potential respondents 
have first-hand knowledge 
of or experience with the 
phenomenon of interest? 

Yes. 

2. In what ways are 
potential respondents 
representative of 
incumbents in this domain? 

Yes. 

3. Are potential respondents 
qualified (possess requisite 
knowledge, skills and 
abilities)? 

Yes. 

Participant motivation 1. Is the participant being 
paid to complete the 
survey? 

No. 

2. How much is the payment 
(compared with the 
country’s minimum or 
average wage)? 

It differs across the 
countries, but it is average. 
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3. How many other surveys 
has the person completed in 
the prior seven days or 
month? 

Unknown. 

4. Is there evidence of 
careful attention to detail 
(e.g. extensive attention 
checks)? 

No. 

Survey length and 
complexity 

1. How cognitively 
demanding are the 
questions being asked on 
the survey (e.g. simple facts 
vs. complex judgments)? 

They are very simple. 

2. How many items are on 
the survey? 

1. 

3. How long does the 
average respondent take to 
answer all questions? 

Approximately 3 minutes. 

Number of times the survey 
is administered 

1. Is the survey 
administered repeatedly? 

No, unless it is not 
answered. 

2. If so, what is the expected 
relationship between 
frequent response and 
quality? 

N/A. 

Cultural and national 
context 

1. What are the normative 
expectations for responding 
to surveys in the culture 
(e.g. organizational culture, 
national culture)? 

It is very low (Vangeest & 
Johnson, 2011). 

2. Is the response rate in 
line with the normative 
expectations? 

Averaging 29.5% (Vangeest 
& Johnson, 2011). 

3. Is there a reason to 
expect a coercive or forced 
response? 

Yes. 
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Appendix E – Identified Points of Conversion 
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Appendix F – Logic Created by Health Corp 

Survey_Logic_Kyra_K
oper.xlsx   



90 
 

Appendix G – Brainstorming Sessions BE 
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Appendix H – Survey Questions Mock-Ups 
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Appendix I – Brainstorming Session Survey Design 
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Appendix J – Survey Starting Screens 
Non-BE version 
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Authority Bias 
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Social Influence 
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Loss Aversion 
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Appendix K – Survey Questions 
Non-BE version 
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Authority Bias 
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Social Influence 
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Loss Aversion 
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Appendix L – Survey Thank You Screen 
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Appendix M – Excel Report Survey Data 

User_Feedback_Rep
ort_Kyra_Koper.xlsx   
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Appendix N – Survey Data Gathering Process 
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Appendix O – Chi-Squared Table 
 

Taken from (Scribbr, 2022). 


