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Abstract

Climate change plays a crucial role in our lives. Therefore, each business is obligated to
report its annual emissions in a sustainability report. The goal of this paper is to extract
this information from the annual reports, in portrait or landscape orientation PDF format.
This information can be in sentences or tables. For the sentences, we develop a hierarchical
classification model that extracts the sentences labelled based on their context to “Car-
bon Footprint”, “Reduction of Carbon Emissions” and “Target”. These labels refer to the
amounts or the reduction of the emissions or the targets that a company has respectively.
Also, the models classified the sentences into the Scope the sentences contained based on
the ESG protocol. We annotated 11 annual reports from companies from different industries
to create and develop a method to tokenize the sentences to create an efficient dataset for
a machine-learning model. We use and compare Multinomial Naive Bayes, Random Forest
Classifier, Support Vector Classifier and BERT model in every step. We conclude that the
BERT model and using the ESG-BERT model to keep the most relevant sentences for our
problem is the best-performing classifier. In addition, enriching our dataset using the chat-
GPT model improves its performance. Regarding the Table extraction, we use and compare
two different table detection models and then we compare again the same models for the
classification. Multinomial Naive Bayes is our suggestion without using TF-IDF.

Keywords: Information Extraction, Carbon Emissions, Business Annual Reports, Table ex-
traction, Multinomial Naive Bayes, Random Forest Classifier, Support Vector Classifier, BERT
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1 Introduction

1.1 Motivation and definition of the problem

Nowadays, the environment and climate change are crucial subjects for the whole planet. As
carbon emissions are extremely increased year by year, the planet faces a deep crisis and there-
fore humanity deals with problems that are related to this, such as air pollution, increase in
temperature and even energy crisis. Thus, companies should decrease their emissions in order
to revert these circumstances, and they are obliged to create an annual sustainability report
of their carbon emissions and their actions for emission reductions in accordance to the Paris
Agreement.[1]
These data are not only useful for reporting but also for consulting, making smarter business
decisions, starting new research projects, and accurately assessing their risk as well as for the
governments to check the progress in each country, including their carbon footprint globally,
because that will contribute to implementing sustainable solutions to prevent the rapid climate
change while maintaining growth. In order to collect and evaluate the relevant information from
the annual reports, there is a need for a data extraction pipeline.
As manual data extraction is complex and time-consuming work, the automation of this work is
a relevant topic for companies. In this project, we will deal with the aforementioned automation
of data extraction by sentence extraction and the classification of carbon emission as mentioned
in three main categories:

• Carbon footprint

• Reduction of carbon emissions

• Targets for emission reduction

For each of the categories, the sentences found will be classified into three Scopes, based on
the type of production of carbon emissions: direct, indirect or within the supply chain of the
company. This split in Scopes is based on the ESG protocol [2].
There is also a need to deal with table extraction, as the majority of numerical data on carbon
emissions is found in company tables.
Therefore, the main research question that we need to address is: To what extent is it possible
to extract environmental data from businesses’ annual reports?
Consequently, the main challenges of this project include data annotation of public annual sus-
tainability reports of companies in various fields, the detection of all related sentences regarding
a company’s emissions and the classification of these into three basic categories and their Scopes
using hierarchical classification. Furthermore, the specific amounts of carbon emissions will be
dealt with using a different methodology that enables the extraction of data in tabular format.
Based on the above-provided explanations, the main research question can be addressed by
addressing the following sub-research questions:

• What kind of information can we extract from an annual report of a company relating to
carbon emissions?

• How can we produce quality data for this purpose?

• Which models are the most effective for this problem?
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1.2 Contributions

The main contribution of this research is that a model for the classification of carbon emissions
data into scopes is designed. Even though the classification has been done into several fields,
this field has not been classified before. There are also more contributions such as:

• The usage of PDFs as data, that include unstructured text and its transformation into
structured text.

• The annotation of almost six thousand sentences with carbon emission labels based on
ESG categories creates a dataset for training machine learning models.

• The classification of free text, meaning that there are several ways for someone to write
the company’s carbon emissions, even though there are some rules of what they need to
write. In many cases, there are not all the categories of carbon emissions, while in others
there is no free text but just a table or an image.

• The usage of ChatGPT 1 as a tool to enrich your data and the comparison of this method
as a method to balance the data.

2 Background and related work

This chapter includes the theoretical background of our research review. In this section, we
will provide an overview of the methods that we will follow in this paper. Moreover, we will
provide an overview of the models that we use for the machine learning tasks but also for
balancing methods and we will describe the evaluation metrics. Also, a review of related work
in every method we use, which includes studies that have used machine learning classifiers and
information extraction techniques, is contained.

2.1 Text extraction and text classification

2.1.1 Text extraction from PDF

Text extraction from PDF files is a demanding task. The reason is that PDF is a layout-
based format which specifies the fonts and positions of the individual characters rather than
the semantic units of the text (e.g., words or paragraphs) and their role in the document (e.g.,
body text or caption) [3]. Although there is not much research for this task, as researchers face
it as an engineering task, a lot of methods have been developed on this topic, as it is challenging
to find the word order, reading order or paragraph boundaries, which are characteristics that are
crucial for the correct extraction. Bast and Korzen [3] presented their model for text extraction,
named Icecite, and compared it with fourteen other models, like PdfMiner2 or pdf-extract.
They found that Icecite outperforms all other models in finding word order, reading order and
paragraph boundaries but still has some limitations because of the ruled-based approach. On the
other hand, PdfMiner is a tool that extracts the text from PDF files into txt files by analyzing
the text and trying to find the correct paragraphs and lines in it. Artifex Software has developed
another tool named PyMuPDF3, which is a tool that reads, edits or converts to other formats
a PDF file, such as HTML, SVG, PDF, and CBZ.

1https://openai.com/blog/chatgpt
2https://github.com/euske/pdfminer#readme
3https://mupdf.com/
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2.1.2 Text classification

Text classification is a natural language processing task that involves assigning predefined labels
to textual documents based on their content. It is actually a supervised machine learning model,
and its goal is to automatically analyze and organize large volumes of textual data, enabling
efficient retrieval, information extraction, and decision-making processes. Text classification al-
gorithms categorize documents [4], find spam emails [5] or develop a sentiment analysis model
using Twitter comments [6].

2.1.3 Hierarchical text classification

In most cases, classification tasks are produced in a flattened structure, resulting in just a label
or multiple labels for sentences. On the other hand, in hierarchical classification, the models are
annotated based on their hierarchical dependency, meaning that the sentences are assigned to
a class that is contained in a class sequence [7]. Koller and Sahami [8] proposed a hierarchical
classification that trained Bayesian Classifiers for each step to classify documents and divided
the problem into smaller problems in order to handle the issue of having hundreds of classes
and thousands of features. They compared it with a flattened classifier and they found that a
hierarchy classifier results in higher overall accuracy. Ruiz and Srinivasan [9] found that a text
classification procedure capable of exploiting the conceptual connections between categories is
more effective than a model that is not designed to exploit such information leading to the
reduction of the computational complexity. In addition, hierarchical classification allows for a
more organized and structured representation of the document corpus. It enables the creation of
a taxonomy of categories, which can handle large-scale documents by grouping related categories
together at different levels of the hierarchy and therefore create for each group of labels more
manageable sub-tasks [10]. As carbon footprint information can be divided from large categories
into smaller ones, this structure can give us advantages, not only with respect to the implemen-
tation time but also in the learning process, as in every step, the most relevant information of
each sentence is useful for the learning process [11].

2.2 Models

In this project, the classification is starting by showing the related and unrelated sentences based
on carbon emissions content. For this task, different models are used:

2.2.1 Random Forest Classifier (RF)

Random Forest Classifier is a machine learning algorithm that is used for both classification
and regression tasks. It is an ensemble method that combines multiple decision trees to make
predictions. Random Forest Classifier consists of individual decision trees that operate as an
ensemble. Each decision tree is built using a random subset of the training data and a random
subset of the input features. This randomness helps in creating diverse and uncorrelated trees,
which collectively make more accurate predictions.
Moreover, the algorithm creates each decision tree by using a technique named bagging. With
bagging the data are sampled with replacement and therefore multiple subsets of data are created
to train each tree. Each decision tree independently predicts the class and the final output is
the class selected by most trees.
Random Forest Classifier is not sensitive in overfitting because of the ensemble method, the
sampling of the data but also because of the randomness in the feature selection. Instead of
using all the features, each tree randomly selects a subset of features and trains the data. This
randomness helps to reduce the correlation among the trees. Finally, Random Forest Classifier
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can handle missing data as when a prediction is made, then it uses only the available features
and the others are just ignored.[12] [13] [14]

2.2.2 Support Vector Classifier (SVC)

The Support Vector Machine is a non-probabilistic supervised learning algorithm that is used
for regression or classification tasks in machine learning. Support Vector Machines are a really
effective method when dealing with data with high dimensionality like text data.
The main idea behind Support Vector Classifiers is to find an optimal hyperplane that separates
the data points in a high-dimensional feature space. The hyperplane depends on the number
of features. If the futures are two, then the hyperplane is just a line while if the number of
features is N, then we get a N - plane. This hyperplane tries to maximize the margin between
the classes in order to generalise the results and robust the noise. The data points that are
located closest to the hyperplane, called support vectors, play a crucial role in determining the
optimal hyperplane. In other words, support vectors are used to find the optimal position and
orientation of the hyperplane.

Figure 1: Possible hyperplanes and the optimal hyperplane found using support vectors. 4

If there are non-linearly separable data, Support Vector Classifier implement other kernel func-
tions like polynomial or radial basis function. these kernel functions transform the data in a
higher dimensional space in that way to be easier to find a linearly separable hyperplane.
In order to get the best-separating hyperplane and generalize the model, we optimize the hinge
loss function :

l = max(0, 1 − yi(xi − b))

where yi and xi are the ith instances in the training set and b the bias term. [15]
In the cost value, we also add a regularization parameter which balances the margin maxi-
mization and the loss. This is often described as the bias-variance trade-off [16]. Two regular-
ization methods can be used: L1 and L2 regularization. Both methods are commonly used to
prevent overfitting by diminishing the coefficients to zero or discarding them from the model.
L1-regularization improves the generalization by shrinking the sum of the absolute values of the
model coefficients, while L2-regularization uses a penalty function based on the sum of squares
of the model coefficients. The main difference between L1 and L2 regularization is that in the
former method, the regularized coefficients are more possible to be around zero and therefore
this leads to sparser models. On the other hand in the latter method, the L2 penalty actually
leads the coefficients to become smaller and finally to lead to non-sparse models. [16]

4https://towardsdatascience.com/support-vector-machine-introduction-to-machine-learning-algorithms-
934a444fca47
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2.2.3 Multinomial Naive Bayes (MNB)

The Multinomial Naive Bayes algorithm is a probabilistic learning method that is widely used
in Natural Language Processing (NLP), particularly when dealing with features that represent
word frequencies or counts, like text classification.
The Multinomial Naive Bayes algorithm is based on the Bayes theorem which makes the as-
sumption that the impact of a predictor’s value (x) on a certain class (c) is unrelated to the
values of the other predictions and calculates the probability of each of the predicted tags of a
text for a sample as is shown in the following equation:

P (C|x) =
P (x|C)P (C)

P (x)

where C is the set of class labels C = {c1, c2, ..., ck}, x the feature vector that represents the doc-
ument D. Because of the Naive Bayes assumption of feature independence, we allow factorizing
the likelihood probability as:

P (x|ci) = P (x1|ci) · P (x2|ci) · ... · P (xn|ci) for i = 1,2,...,k

where x1, x2, ...xn are the individual features in the vector x.
Next, we consider the Maximum Likelihood Estimation (MLE) for the probabilities P(xi—c)
based on the observed feature counts. The probability is estimated as:

P (xi|ci) =
count(xi, ci) + α∑

count(x|ci)
+ α · vocabulary size for i = 1,2,...,k

where count(xi, ci) represents the number of times feature xi occurs in documents of class ci,∑
count(x|ci) represents the total count of all features in class ci, α is the smoothing parameter

and vocabulary size represents the total number of unique features in the training data.
Now the probability P(C) is estimated as:

P (ci) =
count(ci)

size of training set

where count(ci) is the number of documents that belong to class ci in the training data. The
calculation of P(x), the probability of feature vector x, is not necessary for the classification
decision since it is the same for all classes, so it can be ignored. Once the probabilities P(ci—x)
are calculated for each class ci, the class with the highest probability is assigned as the predicted
class for document D.
Some of the advantages of the Naive Bayes Classifier are that fewer data are necessary and it is
better than other machine learning models when it is used for text classification tasks, such as
spam detection, topic classification or sentiment analysis. It also works well with large feature
spaces. [17]

2.2.4 BERT

Bidirectional Encoder Representations (BERT) is designed to pre-train deep bidirectional rep-
resentations from the unlabeled text by joint conditioning on both the left and right context in
all layers. BERT utilizes two steps: pre-training and fine-tuning. During the pre-training step,
the model is trained on unlabeled data over different nlp tasks. In the second step, the BERT
model is first initialized with all the parameters that are utilized in the best performance of
the model in the pre-training. Then all of these parameters are fined-tuned using labelled data
from the downstream tasks. Each task has separate fine-tuned models even if all of them had
pre-trained with the same parameters.
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The model’s architecture is a multi-layer bidirectional transformer encoder. This architecture has
been wildly successful in a variety of tasks in NLP. They compute vector-space representations
of natural language that are suitable for use in deep-learning models. The BERT family of
models uses the Transformer encoder architecture to process each token of input text in the full
context of all tokens before and after, hence the name: Bidirectional Encoder Representations
from Transformers. [18] This construction is shown in the following Figure:

Figure 2: Bert Base architecture.5

BERT has achieved remarkable performance on a wide range of NLP benchmarks, surpassing
previous state-of-the-art models. Its ability to capture contextual information and leverage large-
scale pre-trained representations has made it a popular choice in various NLP applications. [19]

2.3 Table detection and text extraction from tables

For this study, it is also important to extract text from tables as in many cases tables provide us
with relevant information about our research topic. For this task, there are two different parts.
The first one includes table detection while the second one is about text extraction from the
tables.
Table detection is a challenging task in machine learning because of the varying layouts and
different encoding [20]. Thus, we do not develop a method for this task but we test and compare
two pre-trained models in order to find the tables in the PDF files.
DEtection TRansformer (DETR) is an object detection model, that predicts all objects at once
and is trained end-to-end with a set loss function which performs bipartite matching between
predicted and ground-truth objects. DETR simplifies the detection pipeline by dropping multiple
hand-designed components that encode prior knowledge, like spatial anchors or non-maximal
suppression. Its architecture consists of a set prediction loss that forces unique matching between
predicted and ground truth boxes and an architecture that predicts the relation of (in a single
pass) a set of objects and models [21]. In other words, DETR consists of convolutional layers
followed by an encoder-decoder Transformer. PDF images are used as input, while the output
of the model consists of boundaries within which the object of interest is detected. The model
structure is viewed in detail in Figure 3.

Figure 3: DERT architecture and its training method [21].

5https://paperswithcode.com/method/bert
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In this paper, we are using the Microsoft Table Transformer and the TahaDouji Table Trans-
former:

1. The Microsoft Table transformer uses this architecture and is trained for two different
problems: table detection and table structure recognition. The model is pre-trained with
the PubTables-1M dataset [22] consisting f one million images of tables. In our research,
we do not make use of table structure recognition functionalities, therefore only the table
detection model is used. Apart from the input image sizes, width and height, a threshold
that determines the value of model confidence the model can take in order to make a
correct prediction, is imported. The value of this threshold for this problem will be 0.9
as there is an observation of high false positive predictions if the threshold is around 0.7,
meaning that any input with an accuracy equal to or above 0.7 is classified as a table. The
final output of the model is the value of the model confidence for each table but also the
(x,y) minimum and maximum values, which will be used for the extraction of the table6.

2. The TahaDouaji Table Transformer is based on detr-resnet-50 model 7, developed by
Facebook. This model is trained on COCO 2017 object detection dataset8 that includes
188 thousand annotated images. The TahaDouaji Table Transformer works exactly in
the same way as the Microsoft Table Transformer, meaning that detects the table and
the output is the place of the table and the certainty that in these coordinates, a table
exists. It is worth noting that in this model, the user should also implement a threshold
in certainty9.

2.4 ChatGPT

ChatGPT is a Generative Pre-Trained Transformer language model developed by OpenAI. Chat-
GPT is trained using a huge dataset containing data from the internet, and therefore the model
can learn patterns, grammar, vocabulary and context from different sources, creating divergent
information. It is a language model with 175 billion parameters and it has strong performance
on many NLP Tasks such as question-answer and reading comprehension. Tom Brown et al
test its performance in a few-shot setting, meaning that the model can adapt and generalize
from a small amount of labelled data, without any gradient updates or fine-tuning techniques.
The authors conclude that ChatGPT has remarkable results in NLP tasks and in some cases, it
can reach the performance of other state-of-the-art-fine -tuned systems [23]. Due to the above
remarks, this research greatly benefits from this tool by using it for data augmentation.

2.5 Balancing methods

Here, we describe the methods used for balancing the data. Often real-world data are not equally
classified and we need to address this problem, since in machine learning tasks when the data
is unbalanced, this will lead models to predict only the majority class accurately, while the
minority classes will lead to high errors.

2.5.1 Synthetic Minority Over-Sampling Technique (SMOTE)

SMOTE is an oversampling technique to deal with the class imbalance problem in machine
learning tasks. It was proposed by Nitesh V. Chawla, et al. in 2002 [24].

6https://huggingface.co/microsoft/table-transformer-detection
7https://huggingface.co/facebook/detr-resnet-50
8https://cocodataset.org/download
9https://huggingface.co/TahaDouaji/detr-doc-table-detection
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SMOTE approaches the problem by over-sampling the minority class by creating ‘synthetic’
examples rather than oversampling by replacement. In other words, the minority class is over-
sampled by taking samples and introducing synthetic examples along the line segments joining
any of the k minority class nearest neighbours. These samples are generated in the following
way:

1. Take the difference between the sample under consideration of its k nearest neighbours,
where k is the number of the neighbours that are considered.

2. Multiply this difference with a random number between 0 and 1.

This allows the selection of a random point between two specific features and the selection is more
generalized. This procedure is repeated until the desired level of oversampling is achieved10.[24]

2.5.2 Random Over-Sampling Technique

Random Over-Sampling is a simple and straightforward technique used to solve the problem
of class imbalance in machine learning. In the class imbalanced dataset, the samples in the
minority class are simply duplicated to increase the number of documents that exist in this
class. The duplication process is repeated until the desired level of oversampling or class balance
is achieved. Even though Random Sampling is a simple and easily utilised method, it may lead to
overfitting if the majority class is much larger than the minority, and the model cannot predict
new instances for the minority class as it had learnt only to predict the trained instances. [25]

2.5.3 Near Miss

Near Miss is an under-sampling technique used to solve the problem of class imbalance in machine
learning. Instead of the other two methods described below, SMOTE 2.5.1 and Random Over-
Sampling 2.5.2, Near Miss aims to reduce the number of samples in the majority class by selecting
a subset of them. The selection is based on the samples that exist in the minority class as the
models try to select the samples from the majority class that are more similar to those from the
minority class. [25]
Thus, the algorithm works by measuring the distances of the similarities between the two classes
and finding the closest from the majority to the minority class. All the other samples are ignored
from the training set. There are three different ways to measure this distance, and therefore Near
Miss algorithm has three different versions:

1. Near miss version 1: In this version, the majority class samples that are selected, have
the shortest average Euclidean distance to the nearest minority class samples.

2. Near miss version 2: In this version, the majority class samples that are selected, have
the farthest average Euclidean distance to the nearest minority class samples.

3. Near miss version 3: In this version, the algorithm considers the average distance from
the k nearest neighbours from the minority class, where k is the number of selected neigh-
bours, to select the instances from the majority class

2.6 Evaluation metrics

For the evaluation of our models, we use four different metrics: precision, recall, F1-score and
accuracy11.

10https://machinelearningmastery.com/smote-oversampling-for-imbalanced-classification/
11https://en.wikipedia.org/wiki/Precision and recall
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Precision

The precision measure describes how many instances assigned to a certain class were classified
correctly. In other words, the precision of a class is the fraction of the number of true positives
(tp), which with the definition “true positives” we describe the number of items that are correctly
labelled to the class, divided by the number of instances that were predicted by the model to
belong to the class, i.e the sum of true positives and false positives (fp), where “false positives” is
the number of instances that were wrongly predicted to belong to this class. Thus, the precision
of the model is the sum of the precision of the class divided by the number of classes and the
equation that describes precision is:

precision =
k∑

i=1

tp

tp + fp
where k is the number of classes

Recall

The recall measures how many of the occurrences of a class are predicted correctly. In other
words, recall is the fraction of the true positives divided by the number of occurrences that truly
belong to the class, i.e. the sum of true positives and false negatives (fn), where “false negatives”
is the number of instances of a class that predicted to belong in other class wrongly. Therefore,
the recall of the model is the sum of the recall of the class divided by the number of classes as
described by the equation:

recall =
k∑

i=1

tp

tp + fn
where k is the number of classes

F1-score

F1-score is the harmonic mean of recall and precision. F1-score can be 0 to 1 and it is actually
the combination of precision and recall. In addition, the F1-score of the model is the sum of the
F1-score of the class divided by the number of classes and it is described as:

F1 − score =
k∑

i=1

2
precision · recall
precision + recall

=
2tp

2tp + fp + fn
where k is the number of classes

Accuracy

Accuracy describes the overall performance of the model. It is the number of truly predicted
labels to a class divided by the instances of a class. In other words, the accuracy of the class is
the number of true positives and true negatives (tn), where “true negatives” is the number of
correctly not predicted in a class, divided by the number of instances in the class. The accuracy
of the model is the sum of the accuracy of the class divided by the number of classes and is
expressed as an equation as follows:

accuracy =

k∑
i=1

tp + tn

tp + tn + fp + fn
where k is the number of classes
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2.7 Related work

Over the past few decades, a lot of studies have been made in automatic information extraction
from unstructured or semi-structured documents in a variety of fields like web pages [26, 27] or
paper documents [28]. The most relevant research to this project is the information extraction
of financial data [29, 30], which focuses on the extraction of main contents or segment names
from business annual reports. In these papers, the authors attempt to give a solution for the
avoidance of manual extraction but also the easier usage of the data for a better understanding
of a company’s progress. Moreover, there are studies for information extraction that focus on
long documents with complex contents like graphs, tables or unstructured formats like PDF files
[31] in which the authors create new datasets and try to create a pipeline that uses pre-trained
models like BERT for information extraction of real-world business data.
In addition, there are studies that focus on information extraction from research articles by using
a combination of text-mining techniques in order to find patterns and trends in huge datasets in
order to extract interesting information and find similarities in them. [32]. There is interesting
research for analysis of supervised text classification algorithms on corporate sustainability re-
ports that tests and compares some machine learning models, such as the Naive Bayes Classifier
and Decision Tree for classifying sustainability reports into sections. In this research, the authors
answer the following questions: 1) Which techniques should be used to be effective in the clas-
sification under the appropriate categories and 2) How good are the results compared with the
manual method? The authors recommend using dimensionality reduction for preprocessing and
they suggest using Neural Networks and Probabilistic methods instead of Decision tree models
[33].
Another important feature that we need to explore is tabular information extraction. A lot of
studies have been made in recent years related to tabular format and the way that data can be
extracted. As the documents are PDF files the first step is table detection, which the authors
in [34] achieve by using not only the graphic ruling lines and the white spaces but also the page
columns in order to find the tables in a PDF. Once a table has been detected, the second part is
extracting the data from it. An interesting idea is the classification and information extraction
for tabular data in images, as proposed by Amir Riad et al. [35]

3 Data

This research focuses on the real-world data from companies and more specifically, on the annual
report that every company should publish, regarding their progress into sustainability, such as
environment, waste, digital responsibility, employees etc. These reports are published and are
accessible to anyone to read. In this paper, we use reports from eleven different companies, in
different industrial fields, such as retail, telecommunication, maritime, gas production, entertain-
ment, banking, food industry, construction, vehicle manufacturing and airlines in order to enrich
the vocabulary used in the learning process. These reports can have portrait orientation mean-
ing that they have vertical pages or in landscape orientation, which means that the PDF has
horizontal pages. Also, each PDF contains text, graphs and images in different formats, which
makes text extraction from PDFs challenging. Table 1 provides an overview of the documents
in our collection.

14



Company Name Year Format No Of Pages No of Words

Apple[36] 2022 Portrait orientation 128 51286

Microsoft[37] 2021 Landscape orientation 119 50400

Coca-Cola[38] 2021 Landscape orientation 86 41422

NIKE[39] 2021 Portrait orientation 184 53118

IKEA[40] 2021 Landscape orientation 32 17900

Samsung[41] 2021 Landscape orientation 111 63535

KLM[42] 2021 Portrait orientation 206 85644

Van Oord[43] 2021 Portrait orientation 138 50401

Amazon[44] 2021 Landscape orientation 101 47652

Meta[45] 2021 Landscape orientation 114 28117

Mercedes-Benz[46] 2021 Portrait orientation 289 133265

Table 1: Introduce the PDF files, giving the name of the company, the year that the report was
published, the number of pages, words and the format of each PDF file.

3.1 Data annotation

This thesis aims to extract environmental data from the annual reports of businesses. To achieve
that, manual data annotation is crucial. Data Annotation is the procedure of labelling the data
to use it as input for a machine learning model. The annotation should be done by sentences,
provided that this is a label-by-sequence classification problem.

3.1.1 Preparation of PDF file for the tokenization

Before the data are annotated, the preparation of them is needed. To begin with, some pre-
processing in the PDF files should be done, in order to create more structured data. The first
part includes the removal of images and graphs from the reports so that the document be-
comes simplified. Table detection is the next step in our process. We initially experimented with
NLTK12, spaCy13, or simple sentence tokenization using patterns, but none of these gave the
desired results. All these three methods cannot detect the tabular format of the data and it
takes them as free text and consequently, they return the sentences wrongly. Due to the fact
that tabular data cannot be used as free text, we need to create two different tasks. One will be
the free text extraction while the second one refers to information extraction from tables. Thus,
we proposed our own pipeline which is described below:

1. Transform every page into an image

2. Detect all the tabular data that exist in the document using the table detection model,
described in section 2.3, which returns the boundaries of the table (in pixels) on the page.
In this step, both models that we discussed in the background section are tested. We
observed that Microsoft Table Extraction had higher model confidence in table detection.
By trial and error, we identified that when the threshold was set at 0.9, the model was
unable to detect more than one table per page. When lowering the threshold, not only

12https://www.nltk.org/
13https://spacy.io/api/doc
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did it fail to detect multiple tables but also misclassified free text as tables. On the other
hand, the TahaDouaji model achieved the desired outcome of detecting tables by using a
threshold of 0.7 while also having some, but fewer, misclassifications of free text as tables.
As far as results go, in our datasets, out of 317 tables, all 317 were accurately detected
and 30 were free text falsely classified as tables. This results in an accuracy of around 90%

3. Remove the table from the page, by cropping the boundaries notated by the TahaDouaji
model’s outputs.

4. Extract the text that the table contains.

5. Remove the sentences that are contained in the table, separating them from the rest of the
free text in the PDF. By doing so, we have created two datasets: one containing the table
data used for table information extraction, and one with free text used for hierarchical
classification.

After that, the text that has remained is cleaner than before, and therefore the tokenization is
easier because the information that is contained in the data is only from the free text. It is worth
noting that the companies’ names are replaced with the word ‘company’ in order to generalise
the sentences. The final part is the tokenization for which we use the NLTK library. Although
the quality of the sentences’ split is high, there are some text sequences that the tokenizer should
have split into multiple sentences and fails to do so. The below scenarios showcase how this can
be problematic for the goal of our project and the implemented solutions:

1. If there is a change of line and the first letter is uppercase but there is no full stop at the
end of the sentence. In most cases, this happens in the contents or in some images that
are not deleted from the model. A good example is:

“Climate Change
Resources
Smarter Chemistry
Engagement”

which is returned as a sentence.

In order to solve this problem the first letter in the next line is checked. If it is uppercase,
a full stop is placed at the end of the sentence. This solution has a shortcoming if the
first word in the next line is a word that is written with an uppercase letter as the first
letter, like a name, but as a general rule of thumb, the tokenizer produces better quality
sentences.

2. If there is a full stop that is not followed by a space and the first item after the dot is
a letter and not a digit. For example, the following sentences need to split into two but
only one is returned: “We find ways to consume energy more efficiently, and we seek out
opportunities to transition to renewable sources that support our goal of 100 per cent
renewable electricity across our operations and supply chain.With the renewable energy
we source, we aim to achieve positive impacts.”

In order to solve this problem, the algorithm detects all the full stops in the text. If the
next item after the full stop is a letter and not a digit, the algorithm places a space between
them.

3. If there is more than one space and the next letter after that is upper but there is not a
full stop between them. For example the sentence: “• Equity investment ( 3 per cent
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of company-created projects) We invest capital in new solar PV or wind projects in
some markets, matching the renewable energy generated with our energy use.”

We solve this problem by counting the spaces between the words. If more spaces than one
are detected, a full stop after the last letter before the first space is placed, and all the
other spaces except one are deleted.

After this function is applied, the NLTK library is used for splitting the text into sentences.
The number of sentences for each document is described in Table 2.

Company Name No Of Sentences

Apple 3386

Microsoft 4162

Coca-Cola 4258

NIKE 5092

IKEA 1134

Samsung 6300

KLM 6184

Van Oord 3704

Amazon 2743

Meta 3161

Mercedes-Benz 8406

Table 2: Number of sentences for each document after applying the algorithm for solving the
tokenization limitations and the NLTK library to split the sentences.

From all the sentences, we drop the ones that have 2 or fewer words, as we observe that in
most cases these are the contents or titles. The sentiment behind this notion is that these word
sequences, statistically, have a very rare chance of containing relevant data in the context of
carbon emissions. Furthermore, we exclude sentences in which we count more digits than letters
as there is a chance for a table to not be deleted and thus we try to exclude the sentences that
are from a table to have more clean data.

3.1.2 Labelling explanation

The labels of this study were based on the definitions from the Greenhouse Gas Protocol [47].
Business reports provide a large amount of environmental information. In this project, we will
specifically focus on the carbon footprint of a business, in the current year and previous years,
as well as the targets that are defined to reduce it.

Before we categorized the labels into the categories of the carbon footprint, we needed to find
the relevance of the subject sentences. As mentioned before, a company’s report comprises a
lot of sections, but we only need the carbon emissions section. Thus, the first labelling step is
relevant and irrelevant sentences.
Next, the categorization in the main labels is needed. The main labels, as mentioned in intro-
duction 1, are the carbon footprint, the reduction of carbon footprint and the targets.
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Carbon Footprint is the amount of GHG emissions (carbon dioxide (CO2), methane (CH4) and
nitrous oxide (N2O)) calculated in CO2 equivalent (CO2e) released into the atmosphere as a
result of the activities of a particular organization. The second main label is the reduction of
emissions, including all the actions that a business takes to reduce its emissions. Target refers
to the goals that a company has set for the future regarding its emissions. The main goal, for
most of the companies, is to have a net-zero carbon emission rate until 2050 based on the Paris
Agreement[1]. Therefore, the annotation is based on the targets that a company has for each
Scope but also on the company’s main goal.
After the first labelling with 1 of 3 classes, all the sentences are also categorized into Scope 1,
Scope 2 and Scope 3, but also a fourth category which includes a general sentence but relevant
to the subject.

• Scope 1 emissions are direct emissions of a company, meaning the emissions that are re-
leased into the atmosphere from their activities. This category includes mobile combustion,
fugitive emissions and stationary combustion. Mobile combustion refers to the fuel that
a vehicle needs without electricity, which is reported in Scope 2. Fugitive emissions are
the leaks of GHG emissions process, which are mainly the emissions produced by all the
processes of a company. Stationary combustion regards the emissions that are released into
the atmosphere for heating, electricity or other fuel production.

• Scope 2 emissions are indirect emissions from the generation of purchased energy, by a
utility provider. In other words, all GHG emissions released into the atmosphere originate
from the consumption of purchased electricity, steam, heat, and cooling.

• Scope 3 emissions are indirect emissions that are not included in Scope 2 and are referred
to as the emissions that are included in the value chain of a company. This category is split
into fifteen sub-categories but in this project, we are only concerned about the following,
based on the companies that are chosen for the research:

– Upstream activities - business travels

– Employee commuting - travel from and to work

– Franchises - companies that operate franchises and pay a fee to the franchiser

– Used of sold products - concerning ”in-use” products that are sold to the consumers.
It measures the emissions resulting from product usage, even if it varies considerably

Table 3.1.2 shows the exact contents for each category based on the GRI standards. [48]
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Scope Contents

Scope 1 Generation of electricity, heating,
cooling and steam

Physical or chemical processing

Transportation of materials, prod-
ucts, waste, workers and passengers

Fugitive emissions

Scope 2 Generation of purchased or ac-
quired electricity, heating, cooling
and steam consumed by an organi-
zation

Scope 3 Other consequences of an organi-
zation’s activities that occur from
sources not owned or controlled by
the organization

Upstream and downstream emis-
sions

Table 3: Content that should be marked by each Scope

3.1.3 Data annotation procedure

Starting from an annual report, every sentence that is relevant has to be found and annotated
properly. The labelling procedure is done manually, reading every sentence and creating, for
every step of the hierarchical classification, a label. Thus, these sentences should be marked by
three labels. The first one is referred to the relevance of the sentence to the subject, so we have
the relevant and irrelevant task. This is done because our data are imbalanced. If we do not
split the sentences into relevant and irrelevant, we will have 5 classes with really imbalanced
samples. Next, we annotate the sentence with the main category (Carbon footprint, Reduction
of emissions, Target) while the third one is Scope 1, 2 and 3. Note that there are companies that
report the reduction and the targets in general, so a sentence in these categories may take only
one label and be marked as general. In Table 4, some examples for each label are presented.
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Main Label Secondary
Label

Example

(Category) (Subcategory)

Carbon Footprint Scope 1 Of this total, about 120,000 mtCO2 were
Scope 1 emissions at company’s data cen-
tres.

Carbon Footprint Scope 2 The system has an annual output of ap-
proximately 750,000 kWh/year of electric-
ity, equivalent to about 15 per cent of all
company’s energy usage.

Carbon Footprint Scope 3 The high consuming of our emissions are
in Scope 3, more than 97%, which includes
emissions from our supply chain, the life-
cycle of our hardware products and de-
vices travel, and other indirect sources.

Reduction of emissions Scope 1 Scope 1 (direct) emissions were
33.2MtCO2e in 2021, a decrease of
20% from 41.7MtCO2e in 2020.

Reduction of emissions Scope 2 We are working on implementing energy
efficiency measures to reduce our Scope 2
emissions, such as installing LED lighting
and improving insulation in our buildings.

Reduction of emissions Scope 3 Since 2016, the climate footprint of our
products used by customers at home has
decreased by 4.9%.

Reduction of emissions General We reduced our Scope 1 and 2 emissions
by 58,654 metric tons of carbon dioxide
equivalents (mtCO2) in 2021.

Targets Scope 1 By 2030, we aim to use initiatives to re-
move enough carbon dioxide from the at-
mosphere to cover the direct emissions.

Targets Scope 2 We will increase the use of renewable elec-
tricity to run our offices to 100% by the
end of 2023 and reduce GHG emissions
per employee by 30% in 2025 compared
with 2019.

Targets Scope 3 The company has committed to reducing
scope 3 emissions from our supply chain
by 30% over the next 10 years.

Targets General We will reduce our Scope 1 and 2 emis-
sions by the middle of the decade through
energy efficiency work and reaching 100
per cent renewable energy by 2030

Table 4: Examples of sentences that will be annotated for every label.
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It is worth noting that for all other steps, the sentences that have already been annotated as
irrelevant, continue to have the same label in all other steps, meaning that an irrelevant sentence
has labels: Irrelevant → Irrelevant → Irrelevant, because the model that we will design and it is
described in section 4.2 might not be 100% efficient.

Regarding the Table extraction, we extract the tables using the pseudocode explained in section
3.1.1. After that, we have overall 317 tables. For each table, we extract the text and we annotate
every extracted text as “Relevant” or “Irrelevant” based on the relevance of carbon emissions.
For this annotation, we do not split the text into sentences, but we get the whole text as one
observation.

4 Methods

In this section, we explain the procedure to create our models for the two different tasks.

4.1 Preprocessing

In this section, we describe the preprocessing which is done in order to be an efficient training
set for our models. It is worth noting that all these processes are done for Multinomial Naive
Bays, Support Vector Classifier and Random Forest Classifier models. For BERT this part is
skipped as the BERT model needs a context and natural language text.

4.1.1 Preprocessing of the sentences

After the sentence creation, described in the previous section, these sentences need to be pre-
processed. The first part is the removal of all the symbols and the punctuation as they do not
have any special meaning for the problem and they appear frequently in the sentences. The
numbers should be kept as they are essential for our research because they provide not only
useful information for the subject but also we have three different scopes that are written by
definition as ‘scope 1’,‘scope 2’,‘scope 3’, and our goal is to classify in this way. Secondly, all the
capital letters are changed to lowercase. In the next step, we eliminate the URLs that may be
in our data, and finally, the deletion of stopwords included in the NLTK library.

4.1.2 Prepare the data for the models

After the cleaning process, we need to tokenize the type of the words so the input of the model
will be an integer and not a string. So, the first step is to replace each word with a unique
integer. In this step, the CountVectorizer 14 is used that transforms a given text into a vector
on the basis of the frequency of each word that occurs in the entire text.
Next, we use Term Frequency - Inverse Document Frequency (TF-IDF). This is a statistical
method that aims to better define how important a word is for a document, taking into account
the relation to other documents from the same corpus. This is performed by looking at how
many times a word appears in a document while also paying attention to how many times the
same word appears in other documents in the corpus. Its calculation is done as described in
equations 1,2.

TF =
Number of repetitions of a word in a document

Number of words in a document
(1)

14https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.tex
t.CountVectorizer.html
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IDF =
Number of documents

Number of documents containing the word
(2)

Multiplying TF and IDF scores, we get the TF-IDF score. TF-IDF is a score which is applied to
every word in every sentence in our dataset. And for every word, the TF-IDF value increases with
every appearance of the word in a sentence but is gradually decreased with every appearance in
other sentences15.

4.2 Methodology procedure for the models

In this subsection, we outline the methodology used in the hierarchical classification. This hi-
erarchy consists of three steps, the method and the classes that we followed to annotate the
data. Therefore, the first step involves clarifying the relevant sentences, the second step is the
categorization into the three main labels as has been referenced 3.1.2, and in the final step, we
clarify the scope in which the sentence is included.

4.2.1 Classify the data into relevant and irrelevant

This is the first step in our experiment. In this step, we try to classify our data, meaning the
sentences of each document into relevant and irrelevant sentences based on our annotation in
section 3.1.3. Thus, we need to develop a binary classification model. Moreover, as the data
are imbalanced, we use different techniques to balance the data. For this step, we use all the
methods described in section 2.5. Specifically for the Near Miss method, we use version 2.
The step of relevant and irrelevant categorization is fundamental, because if we cannot find the
relevant sentences then we cannot continue with our main goal. It is worth noting, that we also
compare the binary classifier with the ESG-BERT classifier which is a BERT model, fine-tuned
to return the annual report into 26 different categories. These categories are found in the table
12 and we use only the sentences that are characterized as GHG Emissions by the model.

4.2.2 Classify the data into Carbon Footprint, Reduction Of Carbon Emissions,
Target

Following the categorization of the sentences into relevant and irrelevant, we proceed to the
second step, which actually performs a four-class classification. This happens because even if we
want the three main labels to be classified, we need to also have an extra class for the irrelevant
sentences. Again we will train the same models as the first step and compare the results. Also,
we include our own idea for balancing the data, using the ChatGPT model and generating new
sentences relevant to our problem by asking the following questions :

• Can you give me 100 sentences for carbon emissions related to amounts, reduction or
targets in business?

• Can you rephrase these sentences into different unique sentences?

A small sample of these sentences is found in the appendix section 13.

15https://medium.com/analytics-vidhya/tf-idf-term-frequency-technique-easiest-explanation-for-text-
classification-in-nlp-with-code-8ca3912e58c3
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4.2.3 Classify the data into Scope 1, Scope 2, Scope 3

For this task, we use two different techniques. Firstly, we try to classify the data by continuing
the hierarchical classification from the previous step, while in the second one, we try to develop a
multi-label classifier, returning the sentences labelled with one or more Scopes. In other words,
the former method follows the hierarchy of the previous steps. Therefore there is a need to
include not only the three Scopes but also the irrelevant class and one more, the general one, as
there are sentences that include information for two or more Scopes, which is already explained
in the data annotation section 3.1.3. The hierarchy is described in Figure 4.
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Hierarchy Classification Test 1

ESG-BERT

Carbon Footprint

Scope 1

Scope 2

Scope 3

General

Reduction of carbon emissions

Scope 1

Scope 2

Scope 3

General

Target

Scope 1

Scope 2

Scope 3

General

Irrelevant Irrelevant

Figure 4: Hierarchy classification for the two labels together. The Figure describes the occasion
in which there are no mistakes. However, as the accuracy is not 100% ( there are false negatives)
all the classes (Carbon footprint, Reduction of carbon emissions and Target) are connected with
Irrelevant and also the Irrelevant (there are false positives) with the second classes (Scope 1,
Scope 2, Scope 3 and General).

In the second trial, we take the two labels as independent, meaning that we do not continue
the classification from the three previous labels. Instead of that, we classify the labels only as
relevant and irrelevant and then we train a multi-label classifier that returns one or more Scopes
for each sentence. Now the models become as described in Figures 4.2.3 and 6
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ESG-BERT

Relevant

Scope 1 Scope 2 Scope 3

Irrelevant

Figure 6: Multi label Classification for the second label. In the second step, we take only the
relevant sentences. Of course, as the model is not 100 % accurate to predict the relevant and
irrelevant, we take some truly irrelevant and classify them into the labels, Scope 1, Scope 2,
and/or Scope 3. The Figure shows the desirable classification.

Hierarchy Classification Test 2

ESG-BERT

Carbon Footprint Reduction of carbon emissions Target Irrelevant

Classification for the main label.
Classification for the main label.

Figure 5: Classification for the main label.

4.2.4 Extract relevant tables

Regarding table extraction, we want to extract the relevant tables into table format. For this task
we will use the same models as the categorization of the free text, but without using balancing
methods, since the tables are only 317 overall. So, as the amount of data is really low, we do
not use cross-validation per dataset, but cross-validation with 10 files split. Therefore, we use
the following procedure:

• Extract text from the images that we have created in the preparation of the data procedure
using pyMuPDF.

• Give labels to the tables as Relevant/Irrelevant

• Create a model that extracts the relevant tables.

• Extract the table as an Excel file using pandas.

It is worth noting, that we will test the models with or without the TF-IDF function because it
may not be efficient for our models.

5 Experiments - Results

In this section, we present the different experiments for each step as it is explained in the methods
section 4.2.
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In this project, eleven different PDF files have been annotated and they have been used as
training and test sets. In all experiments the training process has been done by using cross-
validation split by document, meaning that in every iteration of the training, ten documents are
the training set while the remaining is the test set.

5.1 Classify the data into relevant and irrelevant

Starting the classification, we observe that our dataset is unbalanced as is shown in the following
graph:

Figure 7: No of observations for the two classes in the training dataset. False represents the
irrelevant while True is the relevant label.

Thus, different methods of balancing an unbalanced dataset will be used, meaning oversampling
using the SMOTE and RandomOverSampling methods and undersampling using the NearMiss
version 2 as they are offered from the sklearn library.
The training data become as :

Figure 8: Over Sampling method - SMOTE Figure 9: Under Sampling method - NearMiss
v2

The evaluation metrics that will be used are precision and recall scores. Overall, the goal is
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to maximize both precision and recall but emphasise recall maximisation, as if we do not find
relative sentences we cannot continue to the next step, which is the classification of the main
three labels introduced in section 1.
Starting the experiments with different models and different imbalanced methods, we get the
following results:

Model Balance Method Precision Recall

RF None 0.00 0.00

RF SMOTE 0.84 0.19

RF Random Over Sampling 0.64 0.20

RF Near Miss v2 0.03 0.94

MNB None 0.00 0.00

MNB SMOTE 0.05 0.35

MNB Random Over Sampling 0.05 0.35

MNB Near Miss v2 0.02 0.86

SVC None 0.00 0.00

SVC SMOTE 0.14 0.20

SVC Random Over Sampling 0.64 0.20

SVC Near Miss v2 0.02 0.96

BERT None 0.00 0.00

Table 5: Experiments of different models with different methods for balancing the dataset and
their precision and recall scores results for binary classification to relevant and irrelevant.

Even though the recall of the models is quite high, the precision does not respond to the desired
goal. Observing the most frequent words in our dataset before using an imbalanced method,
we can see that none of the keywords like ‘scope’, ‘emissions’ or ‘reduction’ are included in the
sentences, as it is shown in Figure 10.
Moreover, if we take as an example the observation of the confusion matrices for a random
document, for the models with the best recall as it is explained in Figure 20 and precision,
which its confusion matrix is presented in Figure 19, respectively, as well as for one of the
models without a balancing method, that we observe the classification in Figure 18, 8, we notice
that even though the model with the near miss method returns most of the relevant sentences
correctly, for the irrelevant class it returns a lot of the sentences as relevant, which it concludes
to have more irrelevant than relevant sentences for the next step in the classification.
Therefore, the ESG-BERT model will be used. We take only the sentences that are annotated
from the model as GHG Emissions. As the model does not have 100% accuracy, there are some
sentences that exist in other categories such as Air Quality or Energy Management but there
are also irrelevant sentences of the subject in the GHG Emissions category.
Taking the same example that we presented in the previous tests, we observe that if we take
only the sentences that are mentioned as GHG Emissions we have a set of 82 sentences. Out of
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Figure 10: Most frequent words in the dataset before using an imbalanced method.

which, 52 are relevant based on our annotation, which is the exact number that is relevant for
the model as well, while 30 are classified in this category, which is irrelevant. So we take only
30 classified wrong sentences, as in the other models we have had worse results, as can be seen
in the Figure 5.1.

Figure 11: Confusion Matrix for ESG-BERT model classified in ESG Emissions labels, which is
the relevant class and the irrelevant, which includes the sentences classified in another of 25

categories, for a random of our documents.

Moreover, using the ESG-BERT, the training data includes 11 documents and the most frequent
words in the training dataset have changed, as is depicted in the Figure 12.
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Figure 12: Most frequent words in the dataset after the implementation of the ESG BERT
model and the selection of the GHG emissions category.

5.2 Classify the data into Carbon Footprint, Reduction Of Carbon Emissions,
Target

Continuing from the previous stage, the classification does not only have the three labels of “Tar-
get”, “Reduction Of Carbon Emissions” and “Carbon Footprint” but there is a fourth category
created, labelled as “Irrelevant”. Based on that, the problem is converted into a classification
task with four classes instead of two. Again, the same models will be tested. It is worth noting
that in this step the tests are done not only using a method for imbalanced data but also the
enrichment in our dataset which will be done using ChatGPT.
Now we utilize the same models as previously, including and excluding the sentences that are
generated from ChatGPT in the training set. In our experiments, cross-validation will be used
in order to prevent overfitting. In every iteration, 10 datasets will be the training set with or
without the ChatGPT sentences while the remaining will be the test set. For the oversampling
or undersampling methods, SMOTE and NearMiss version 2 will be used respectively, without
the new sentences from ChatGPT. For the evaluation of the models, precision, recall and F1
scores will be calculated.
If we do not use the ESG-BERT and we try to classify the sentences using only our annotation
for relevant and irrelevant sentences and now the relevant sentences are categorised into the three
labels of “Target”, “Reduction Of Carbon Emissions” and “Carbon Footprint”, we observe in the
appendix section the confusion matrix of a random document that using the BERT model, all
the sentences are again predicted as irrelevant 22. On the other hand, training the BERT using
first the ESG-BERT classifier and taking as data the sentences labelled as GHG Emissions we
notice that the results are remarkably improved in Figure 23. Therefore, we test all the models
using the ESG-BERT first and take the sentences that are annotated as GHG Emissions as the
training set.
The results are shown in the Table 6.

5.3 Classify the data into Scope 1, Scope 2, Scope 3

For the final step, we try two different methods as we talked about in the methodology section
4.2.

5.3.1 Continuing the hierarchy classification

In the first method, we use a flattened classification for the final step. In other words, we use 5
different labels, Scope 1, Scope 2, Scope 3, General and Irrelevant, as described in section 4.2.3,
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Model Balance Method Precision Recall F1-score

RF None 0.70 0.64 0.62

RF SMOTE 0.68 0.65 0.63

RF Near Miss v2 0.68 0.65 0.63

RF ChatGPT 0.71 0.69 0.67

MNB None 0.61 0.54 0.52

MNB SMOTE 0.68 0.53 0.53

MNB Near Miss v2 0.65 0.52 0.52

MNB ChatGPT 0.67 0.61 0.61

SVC None 0.67 0.61 0.59

SVC SMOTE 0.65 0.60 0.58

SVC Near Miss v2 0.66 0.63 0.61

SVC ChatGPT 0.69 0.66 0.64

BERT None 0.86 0.85 0.85

BERT SMOTE 0.86 0.85 0.85

BERT Near Miss v1 0.66 0.63 0.61

BERT ChatGPT 0.92 0.91 0.91

Table 6: Experiments of different models for multi-class classification for the second step with
different methods for balancing the dataset and their precision, recall and F1-score results.

and we try to classify the sentences from the labels Carbon Footprint, Reduction of carbon
emissions and Target into the final categories. Thus the problem can be translated as a 5-class
classification problem. The models that we used in the previous steps will be tested in this step
as well. It is worth noting that even though the desirable model is to extract only scopes, there
are also irrelevant labels in this step as there are also irrelevant sentences that perhaps exist
in the sentences that the model could not recognize as irrelevant in the previous step. So we
get a hierarchical classification, in which the final step is the categorization of the scopes and
the general sentences, as described, in the data annotation section 3.1.3 and the hierarchy is
described in appendix section 4.
In Figure 13, the number of occurrences of each class for all documents is described:
while the number of observations for each class in each document is analyzed in the appendix
section 21. As it can be noted, there is also some imbalance in our classes. Therefore, we test the
models again using a balanced method with our model but also the sentences generated from
the ChatGPT, where the number of observations for each class is described in the graph 14.
Based on that, we get the results as shown in Table 7.
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Figure 13: Number of occurrences for each class for all documents.

Figure 14: Number of occurrences for each class in the ChatGPT sentences.

5.3.2 Create a new classification for the Scopes

For the second method, we do not make a hierarchical classification but we design two different
models. The first classifier classifies the sentences into the three main categories while the second
one generates the second label, meaning the categorization to Scopes 1, 2 and 3. For this method,
we categorise the sentences that ESG BERT has set the label GHG Emissions to relevant and
irrelevant and after this classification, we categorise them into the tree Scopes. Again we test all
the models for the binary classification into relevant/irrelevant as in the previous steps and we
get the results as described in Table 8.

Next, we get only the relevant sentences and we classify them into Scopes 1, 2 and 3, creating
a multi-label text classification. For this test, we do not use the general label but we classify
them with all three other labels. The design for this method is depicted in the appendix section
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Model Balance Method Precision Recall F1-score Accuracy

RF None 0.77 0.79 0.76 0.70

RF SMOTE 0.80 0.80 0.77 0.97

RF Near Miss v2 0.60 0.55 0.54 0.60

RF ChatGPT 0.79 0.77 0.76 0.96

MNB None 0.54 0.63 0.56 0.63

MNB SMOTE 0.70 0.55 0.55 0.55

MNB Near Miss v2 0.62 0.40 0.39 0.40

MNB ChatGPT 0.62 0.64 0.59 0.64

SVC None 0.74 0.76 0.73 0.76

SVC SMOTE 0.76 0.75 0.75 0.98

SVC Near Miss v2 0.63 0.52 0.53 0.55

SVC ChatGPT 0.77 0.75 0.73 0.75

BERT None 0.83 0.83 0.81 0.83

BERT ChatGPT 0.90 0.88 0.87 0.87

Table 7: Experiments of different models for multi-class classification for the annotation in
Scopes with different methods for balancing the dataset and their precision, recall, F1-score and
accuracy results.

4.2.3,6. We also include the accuracy of the model as a metric for the comparison of these two
methods. It is worth noting that for multi-label classification we do not use a balancing method,
as these methods are not directly applicable to these types of models, but we test the models
with and without the sentences from ChatGPT. The results for the final step are shown in Table
9.
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Model Balance Method Precision Recall F1-score Accuracy

RF None 0.91 0.90 0.90 0.90

RF SMOTE 0.90 0.90 0.90 0.90

RF Near Miss v2 0.90 0.89 0.89 0.89

RF ChatGPT 0.90 0.88 0.88 0.88

MNB None 0.82 0.76 0.75 0.79

MNB SMOTE 0.84 0.78 0.77 0.62

MNB Near Miss v2 0.82 0.76 0.75 0.61

MNB ChatGPT 0.81 0.69 0.66 0.52

SVC None 0.88 0.86 0.86 0.86

SVC SMOTE 0.88 0.86 0.86 0.86

SVC Near Miss v2 0.88 0.86 0.86 0.86

SVC ChatGPT 0.88 0.86 0.86 0.86

BERT None 0.94 0.94 0.93 0.93

BERT ChatGPT 0.94 0.94 0.93 0.94

Table 8: Experiments of different models for binary classification for the Relevant and Irrelevant
task for the second label in our task with different methods for balancing the dataset and their
precision, recall, F1-score and accuracy results.

Model Balance Method Precision Recall F1-score Accuracy

RF None 0.80 0.99 0.88 0.63

RF ChatGPT 0.85 0.97 0.90 0.69

MNB None 0.80 0.99 0.88 0.63

MNB ChatGPT 0.85 0.97 0.90 0.69

SVC None 0.80 0.99 0.88 0.63

SVC ChatGPT 0.85 0.97 0.90 0.69

BERT None 0.91 0.76 0.82 0.45

BERT ChatGPT 0.91 0.76 0.82 0.45

Table 9: Experiments of different models for multi-label classification for the second step with
different methods for balancing the dataset and their precision, recall, F1-score and accuracy
results.
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Figure 15: Confusion Matrix for Multinomial
Naive Bayes using TF-IDF

Figure 16: Confusion Matrix for Multinomial
Naive Bayes without using TF-IDF

5.4 Information extraction from the tables

Regarding the information extraction from tables, as we excluded the sentences which are in
a table in each document, we do not have this information if we implement only the sentence
classification. Thus, we take the images that are extracted from the table detection model as
referenced in 3.1.1, and we utilize the PyMuPDF algorithm, which extracts the text from the
image by converting the image into pdf again. Next, we annotate the tables as relevant and
irrelevant to the task and therefore the task can be referred to as binary classification. Again,
we use the same models that have been used in the hierarchical classification, without using an
oversampling or under-sampling method. As the amount of data is really low, only 317 tables,
we do not use cross-validation per dataset, but cross-validation with 10 files split. The results
of this task are shown in Table 10:

Model Use TFIDF Precision Recall F1-score

RF True 0.95 0.35 0.55

RF False 0.80 0.33 0.48

MNB True 0.50 0.11 0.17

MNB False 0.86 0.81 0.80

SVC True 0.90 0.32 0.46

SVC False 0.70 0.20 0.29

BERT False 0.66 0.60 0.62

Table 10: Experiments of different models for table extraction

It is worth noting, the big difference that models present if we use TF-IDF or not as can be seen
in Figures 15 and 16.
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6 Discussion

In this section, we will discuss the results of our experiments in the context of the research
questions, by summarizing our main findings during our experiments.
Starting with the classification of relevant and irrelevant classes from all sentences in every
document we observe that if we do not use any balancing method, the relevant sentences are
categorized as irrelevant, while the actually irrelevant sentences are classified correctly, as is
seen in Figure 18. On the other hand, if we use the undersampling method, meaning NearMiss,
most of the relevant sentences are classified correctly, but the model returns also many irrelevant
sentences as relevant, as is depicted in Figure 20. Moreover, using SMOTE as an oversampling
method, we do not get any relevant sentences, but we get some irrelevant sentences as relevant,
as we observe in Figure 19. In other words, balancing methods cannot handle the huge gap
that exists between the two classes, as we get almost 15 thousand irrelevant sentences and only
383 relevant ones. In order to handle this limitation and prepare our model for the next step,
we use a fine-tuned BERT model in ESG chapters, named ESG BERT, and we select only the
GHG Emissions label. If we observe the results for documents in Figure 11, we observe that most
of the relevant sentences return them correctly while the categorization of irrelevant sentences is
significantly better than the SVC model as ESG BERT returns a much lower number of wrongly
relevant sentences.
The next step is the categorization of Carbon Footprint, Reduction of Carbon Emissions and
Target. If we use flattened classification, meaning that we try to classify them, using all the
sentences of a document and classify them into these categories or Irrelevant, we get similar
results as in the previous step. Again, the models classified all the sentences wrongly as irrelevant
when not using any balancing method, as it is shown in Figure 22, while if we do, the results are
slightly better but again we need to deal with the same limitations as the first step. On the other
hand, if we follow the hierarchical classification approach and try to classify only the sentences
from the ESG Emissions class, the results are remarkably better for every model that we have
tested. This can be easily seen in Table 23, as the precision, recall and F1-score are on average 80
% for every model. This could be happening, due to the irrelevant words subtracted when ESG
BERT is implemented, as the most relevant words that can be seen in Figure 10 are irrelevant to
our subject, while the words that are depicted in Figure 12, after the ESG-BERT implementation,
are more related. The BERT model returns the best results for this classification as the precision
is 86%, the recall 85% and the F1-score is 85%. We observe that for every document tested, the
results are good, and it is noteworthy that in certain cases the model achieves remarkable results
reaching 100% in terms of precision and recall per class, as it can be seen in Table 8. The second
best model is the Random Forest Classifier without a balancing method utilized, which has all
its metrics around 69%. Trying to make the results better, we implement a different method to
balance the data, meaning that we add some sentences generated from ChatGPT by using the
question: ” Can you give me 100 sentences for carbon emissions related to amounts, reduction
or targets in business?” and then rephrase them in order to take unique words related to our
task. If we observe the results of the BERT model after the enrichment of the training set, the
precision score gets higher by 4% reaching 90%. The same happens with the F1-score, which
finally is 89% while the recall has a slightly lower increase, reaching 87%. The most important
increase to the metrics, after adding the sentences from ChatGPT is in the classification with
the Multinomial Naive Bayes model, where precision, recall and F1-score are improved by 6, 7
and 9% respectively.
The final step in our research is to annotate the sentences by Scope. In this step, we skip the
classification containing all the sentences from the documents and instead use only the sentences
that are classified from ESG-BERT. Two methods are used for this annotation. The first one
is to continue the hierarchy from the previous step, meaning that we have the primary labels
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and we classify them into Irrelevant, General, in which the sentences that are contained have
information for all Scopes, Scope 1, Scope 2 and Scope 3. In our second method, we start
by classifying the sentences into relevant and irrelevant. Next, we categorise them into scopes
1, 2 and 3 using multi-label classification instead of just one label. In the former method,
the Multinomial Naive Bayes model with the enrichment of the training set of the ChatGPT
sentences seems to not respond to the categorisation as its precision, recall and F1-score are
62%,64% and 59% respectively. On the other hand, SVC and Random Forest Classifier exhibit
better results, as their metrics, including the sentences from ChatGPT, reach on average 75%
and 77.5%. The best model for this classification again is the BERT model, which presents
significant results for this categorisation, as its precision, recall and F1-score are around 88%
using the same method as the other models. If we observe the results for all documents as a
test in Tables 8,8, we see that the model cannot achieve the same scores as in the previous step,
but again in some cases, the predictions for each class are excellent. In the latter method, the
binary classification has remarkable results in spite of the model that we use, as all of them
perform well. For this task, model comparison is done by comparing the recall of the models, as
it is an important metric because high recall means that the model is good at capturing a large
portion of the true positive instances in the dataset and it has a low number of false negatives.
Random Forest Classifier’s recall without any balancing method or by using SMOTE extends
to 90%, while with ChatGPT instances or by using NearMiss the recall is slightly lower. As for
SVC the recall does not change despite the balance method that we use and it is stable at 86%.
If we observe the results when we use the Multinomial Naive Bayes, we notice that it is again
the worst model of our selection. Regarding the BERT model, the recall remains constant at
94% even if we include the sentences from ChatGPT. Continuing to the next step, we compare
the models, not only with the three measures that we discussed in the previous steps but we
also include the accuracy. Overall, the aforementioned models present good precision, recall and
F1-score, however, Random Forest Classifier outperforms all of them, reaching its metrics in
really high scores. Although, the accuracy score is not so high, as is shown in Table 9. This
shows that the model is performing very well in terms of correctly identifying individual labels
and reproducing all relevant instances of each label, though it struggles with correctly classifying
sentences with multiple labels. In other words, low accuracy suggests that the model is making
mistakes in predicting the combination of labels correctly for each sentence.
Comparing the two methods for the labelling of the Scopes, we observe that even though the
latter method presents better results, it struggles to find all the labels for each sentence while
the former method has lower recall and F1 -score but the accuracy of the model is 87%, that
points to better labelling since the accuracy is almost the same to other metrics which leads us
to conclude that overall the model can predict the labels better.
As for the Information Extraction from the tables, we test all the models as previously. The
main difference is that we test the models with and without TF-IDF. The results are really
interesting, as we saw that without TF-IDF the Multinomial Naive Bayes model presents a
significant difference in the classification report, when run with TF-IDF only 7 from the relevant
tables are categorized correctly and 60 are not while not running it with TF-IDF then 54 are
classified correctly and 13 are not. This may be done due to the fact that a table includes
more numerical data than text. Therefore, TF-IDF may not work in this case as it cannot give
relations to the tokens. As in the tabular data, more numbers than words are included it seems
that TF-IDF cannot recognize the most frequent words in the documents. Therefore it does not
return efficient numbers as it cannot recognise important words in the documents. On the other
hand, if we observe the irrelevant tables, in the former test none of them were classified wrongly,
while in the latter 13 of them are found as relevant. Regarding the other models, SVC and
Random Forest Classifier without TF-IDF present similar results in their metrics. Both of them
have low recall and F1-score even though their precision score is high. Now if we test them using
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the TFIDFTransofrmer, the metrics for both models are a bit better but again the models fail
to outperform the Multinomial Naive Bayes model. Concerning the BERT model, we perceive
that it is better than Random Forest Classifier and SVC, because of the fact that its metrics
are more balanced but again it cannot achieve better results than the Multinomial Naive Bayes
model, as its precision, recall and F1-score are 66%, 60% and 62% respectively, while the best
model achieves 86%, 81% and 80% in the same measures.

7 Conclusion

This research was motivated by the necessity to extract information about carbon emissions in
the industry field. Given annual reports, we need to find a way to extract this information em-
phasizing to be as effective as possible. We use eleven sustainability documents and we annotate
them. In addition, we experiment with four different models, using some methods to imbalance
the data and we try to enrich it using the ChatGPT, by generating sentences related to the task.
Moreover, we utilize flattened multi-class classification, hierarchical multi-class and multi-label
classification. Consequently, after performing all experiments and discussing the results, we an-
swer the following research question:

To what extent is it possible to extract information regarding carbon emissions
from businesses’ annual reports?
This question can be answered by solving the following sub-questions:

What kind of information can we extract from an annual report of a company
relating to carbon emissions?

We observed that we can find a way to extract sentences related to carbon emissions despite the
fact that in most cases their number was really low in each document, as presented in Figure 7, by
using the ESG-BERT model and subtracting other categories. Also, there was a way to classify
them into the three main categories Carbon Emissions, Reduction of carbon Emissions,
and Target but also into the three Scopes that the European Union suggests. Moreover, we
found that table extraction was possible, by editing the PDF files and using pre-trained models
for table detection in the PDF files. After that, the comparative tables were able to be extracted
by using a binary classification model.

How can we produce quality data for this purpose?

This question regards the task of extracting the related sentences. We proposed a way to annotate
the data by using the pyMuPDF library to transform the PDF file into text in order to be
tokenized into sentences. Next, after the implementation of NLTK and spaCy library, we found
a way to make the tokenization better as we observed cases where the tokenization was not
correct. We fixed the problem where a full stop did not exist at the end of a sentence when there
was an upper letter but not a full stop or the occurrence to change a line and finally, the case
that there were more spaces than one but again not a full stop. After utilizing this algorithm we
implemented again the NLTK library and we tokenized the text into sentences. In addition, we
implemented the ESG-BERT and annotated the sentences with one label referring to the three
main labels and one referring to the Scope label.

Which models are the most effective for this problem?

We propose the hierarchal classification model, starting from the implementation of the ESG-
BERT model. Next, we implement the BERT model trained with the ChatGPT sentences in
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order to find the main label for the sentence. The following step is to categorise the data into
Scopes, using an additional label, General, that referred to sentences that include information for
two or more Scopes. Again, we used the BERT model trained with the enrichment of ChatGPT
sentences. The pipeline for the final model can be seen in Figure 17.

Figure 17: Pipeline for the proposed hierarchical model, describing the model that is used for
each step.

As for the table extraction, we propose the Multinomial Naive Bayes model, without using the
TF-IDF transformer in our data but only CountVectorizer.

By answering all these sub-questions we can extract the data structured and labelled. A sample
of the model’s output is depicted in the Table 11
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Sentence Output of
ESG-BERT

Output
of Cabron
Footprint
Classifier

Output
of Scopes
Classifier

the boreas is our first ship suitable for operat-
ing on green methanol, an e-fuel with very low
carbon emissions

GHG Emissions Reduction
Of Carbon
Emissions

General

the 900 mw greater changhua 1 & 2a offshore
wind farm is the first cable project in taiwan for
company

GHG Emissions Irrelevant Irrelevant

at the same time, our clients expect us to work
on reducing our carbon footprint

GHG Emissions Irrelevant General

in addition, we are committed to using soil that
is native to the area, executing our work without
generating emissions and using materials in an
efficient way

GHG Emissions Reduction
Of Carbon
Emissions

General

meanwhile, the majority of company’s total
emissions fall under scope 3

GHG Emissions Carbon
Footprint

Scope 3

with natural gas reserves of 2.8 trillion cubic
metres, mozambique is poised to play a key role
in the emerging african lng sector

GHG Emissions Irrelevant Scope 1

we encourage the registration of the impact on
greenhouse gas emissions, air pollution, use of
natural resources and the use of plastics

GHG Emissions Irrelevant Irrelevant

the vessel will have a large battery pack, a shore
supply connection and a state-of-the-art energy
management system, meaning reduced co2, nox
and sox (carbon, nitrogen and sulphur oxides)
emissions

GHG Emissions Target General

Table 11: A sample of the resulting output of the model, giving one document as an example.
With bold words, we annotate the wrongly labelled sentences from the model.

This project can be used by companies in order to summarize the information regarding carbon
emissions from annual reports. This can be useful for consulting other companies or creating
predicted models. Moreover can be used in order to compare companies but also for governments
to control countries’ emissions.

The repository for PDF transformation into sentences can be found in https://github.com
/MariannaKf/pdf_structured_data

7.1 Future work

For future work, we can try to extract also the related images from the PDF. Another idea is
the extraction and the categorisation of other chapters like Air-quality or Energy management.
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Also, the tables that are extracted can be edited and transformed into dataframes to analyze and
visualize the results. Moreover, we could test more pre-trained models for text classification like
ELECTRA or enrich data with more annotation of annual reports. Also, we could use methods
to extend the training dataset, like web scraping or more usage of ChatGPT, such as testing the
possibility to annotate the annual reports automatically instead of manually.
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8 Appendix

Figure 18: Confusion Matrix for Irrelevant/Rel-
evant categorization using Multinomial Naive
Bays without any balancing method.

Figure 19: Confusion Matrix for Irrelevant/Rel-
evant categorization using Multinomial Naive
Bays with SMOTE as balancing method.

Figure 20: Confusion Matrix for Irrelevant/Relevant categorization using Support Vector Clas-
sifier with Near Miss version 1 as balancing method.
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Figure 21: Number of occurrences for every document separately for the final classification in
the hierarchical classification.
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Categories of ESG BERT

GHG Emissions

Air Quality

Energy Management

Physical Impacts Of Climate Change

Ecological Impacts

Product Design And Lifecycle Management

Business Model Resilience

Water And Wastewater Management

Product Quality And Safety

Human Rights Community Relations

Supply Chain Management

Director Removal

Selling Practices And Product

Customer Welfare

Systemic Risk Management

Business Ethics

Data Security

Waste And Hazardous Materials Management

Competitive Behavior

Critical Incident Risk Management

Employee Health And Safety

GHG Emissions

Employee Engagement Inclusion And Diversity

Management Of Legal Regulatory Framework

Table 12: Output categories of The ESG-BERT model
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Samples of Chat GPT model
Our company’s Scope 1 emissions come from direct sources such as the burning of fossil fuels

in our own facilities
Our Scope 2 emissions are indirect emissions from the consumption of purchased electricity,

heat or steam.
Scope 3 carbon emissions from supply chain logistics are a significant contributor to Company

S’s carbon footprint.
Company B emitted 100,000 metric tons of CO2e in total carbon emissions last year.

We have implemented measures to reduce our Scope 1 emissions by switching to renewable
energy sources for our production processes.

We have signed contracts with renewable energy suppliers to reduce our Scope 2 emissions
and increase the proportion of green energy we use.

As part of our sustainability strategy, we are encouraging our suppliers to adopt more
environmentally friendly practices to help reduce our Scope 3 emissions.

We are using life cycle assessment (LCA) to evaluate the carbon footprint of our products and
identify ways to reduce emissions throughout the product’s lifecycle.

The majority of our Scope 1 emissions come from our fleet of vehicles, which we plan to
replace with electric models over the next five years.

Renewable energy targets: Companies might set targets to increase the proportion of
renewable energy they use, such as a goal to source 100% of their electricity from renewable

sources by 2030.
Companies can also set targets for their supply chain emissions, such as a goal to reduce the

carbon emissions associated with their suppliers by 25% by 2025.
Many companies are aiming to achieve net-zero carbon emissions, meaning they will either

eliminate or offset all of the greenhouse gases they produce.

Table 13: Samples of sentences generated from ChatGPT
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Figure 22: Confusion Matrix for categorization in Carbon Footprint, Reduction of Carbon Emis-
sions and Target without using ESG-BERT model for sentences excluding, using BERT model.

Figure 23: Confusion Matrix for categorization in Carbon Footprint, Reduction of Carbon Emis-
sions and Target using ESG-BERT model for sentences excluding, using BERT model and enrich
the data with ChatGPT sentences.
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Class
Classification Report

Precision Recall F1-score

D
o
cu

m
en

t
1

Irrelevant 0.52 0.73 0.60

Carbon Footprint 0.81 0.60 0.69

Reduction Of Carbon Emissions 0.50 0.92 0.65

Target 0.86 0.45 0.60

D
o
cu

m
en

t
2

Irrelevant 0.91 0.89 0.90

Carbon Footprint 0.74 0.73 0.74

Reduction Of Carbon Emissions 0.70 0.79 0.75

Target 0.49 0.63 0.55

D
o
cu

m
en

t
3

Irrelevant 0.95 0.98 0.97

Carbon Footprint 0.93 0.93 0.93

Reduction Of Carbon Emissions 1.00 0.77 0.87

Target 0.60 1.00 0.73

D
o
cu

m
en

t
4

Irrelevant 1.00 1.00 1.00

Carbon Footprint 1.00 1.00 1.00

Reduction Of Carbon Emissions 1.00 0.83 0.91

Target 0.80 1.00 0.89

D
o
cu

m
en

t
5

Irrelevant 1.00 0.78 0.88

Carbon Footprint 0.88 1.00 0.93

Reduction Of Carbon Emissions 1.00 0.93 0.96

Target 0.89 1.00 0.94

D
o
cu

m
en

t
6

Irrelevant 0.97 0.94 0.96

Carbon Footprint 0.97 0.95 0.96

Reduction Of Carbon Emissions 0.86 0.97 0.91

Target 0.94 0.97 0.96

D
o
cu

m
en

t
7

Irrelevant 0.99 0.99 0.99

Carbon Footprint 0.96 0.99 0.97

Reduction Of Carbon Emissions 1.00 0.79 0.88

Target 0.91 1.00 0.95

D
o
cu

m
en

t
8

Irrelevant 0.96 1.00 0.98

Carbon Footprint 1.00 0.95 0.97

Reduction Of Carbon Emissions 0.89 1.00 0.94

Target 1.00 0.93 0.96

D
o
cu

m
en

t
7

Irrelevant 0.99 0.99 0.99

Carbon Footprint 0.96 0.99 0.97

Reduction Of Carbon Emissions 1.00 0.79 0.88

Target 0.91 1.00 0.95

D
o
cu

m
en

t
8

Irrelevant 0.96 1.00 0.98

Carbon Footprint 1.00 0.95 0.97

Reduction Of Carbon Emissions 0.89 1.00 0.94

Target 1.00 0.93 0.96

D
o
cu

m
en

t
9

Irrelevant 1.00 1.00 1.00

Carbon Footprint 0.87 1.00 0.93

Reduction Of Carbon Emissions 1.00 1.00 1.00

Target 1.00 0.83 0.91

D
o
cu

m
en

t
1
0

Irrelevant 0.97 1.00 0.98

Carbon Footprint 0.96 0.99 0.97

Reduction Of Carbon Emissions 0.92 0.92 0.92

Target 0.94 0.97 0.96

D
o
cu

m
en

t
1
1

Irrelevant 0.99 0.99 0.99

Carbon Footprint 1.00 0.97 0.98

Reduction Of Carbon Emissions 1.00 1.00 1.00

Target 0.96 0.96 0.96

Table 14: Classification Reports for BERT model with sentences from ChatGPT for cross-
validation per document for classes Carbon Footprint, Reduction Of Carbon Emissions, Target.
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Class
Classification Report

Precision Recall F1-score

D
o
cu

m
en

t
1

Irrelevant 0.52 0.94 0.67

General 0.91 0.52 0.66

Scope 1 0.11 1.00 0.20

Scope 2 1.00 0.50 0.67

Scope 3 0.33 0.60 0.43

D
o
cu

m
en

t
2

Irrelevant 0.95 0.82 0.88

General 0.69 0.77 0.73

Scope 1 0.44 0.766 0.56

Scope 2 0.86 0.70 0.79

Scope 3 0.49 0.61 0.54

D
o
cu

m
en

t
3

Irrelevant 0.94 0.90 0.92

General 0.80 0.96 0.87

Scope 1 1.00 0.93 0.96

Scope 2 0.42 0.79 0.55

Scope 3 0.89 0.30 0.45

D
o
cu

m
en

t
4

Irrelevant 0.98 1.00 0.99

General 0.89 0.94 0.92

Scope 1 0.20 1.00 0.33

Scope 2 1.00 0.76 0.86

Scope 3 1.00 0.30 0.44

D
o
cu

m
en

t
5

Irrelevant 0.97 0.63 0.77

General 0.76 0.89 0.82

Scope 1 0.86 0.90 0.88

Scope 2 0.67 0.80 0.73

Scope 3 0.74 0.96 0.83

D
o
cu

m
en

t
6

Irrelevant 0.95 0.88 0.92

General 0.92 0.94 0.93

Scope 1 0.71 1.00 0.83

Scope 2 0.57 0.73 0.64

Scope 3 0.93 0.90 0.92

D
o
cu

m
en

t
7

Irrelevant 0.98 0.98 0.98

General 0.98 0.96 0.97

Scope 1 1.00 1.00 1.00

Scope 2 1.00 1.00 1.00

Scope 3 0.95 0.95 0.95

D
o
cu

m
en

t
8

Irrelevant 0.73 0.97 0.83

General 0.93 0.58 0.72

Scope 1 0.25 0.33 0.29

Scope 2 0.50 0.50 0.50

Scope 3 1.00 0.45 0.62

Table 15: Classification Reports for BERT model with sentences from ChatGPT for cross-
validation per document for classes Irrelevant, General, Scope 1, Scope 2, Scope 3 part 1.
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Class
Classification Report

Precision Recall F1-score

D
o
cu

m
en

t
9

Irrelevant 0.93 0.95 0.94

General 0.89 0.86 0.87

Scope 1 0.67 0.50 0.57

Scope 2 0.67 0.40 0.50

Scope 3 0.60 1.00 0.77

D
o
cu

m
en

t
10

Irrelevant 0.87 0.97 0.92

General 0.78 0.66 0.71

Scope 1 0.80 0.80 0.80

Scope 2 0.67 0.57 0.62

Scope 3 0.89 0.47 0.62

D
o
cu

m
en

t
11

Irrelevant 0.99 0.89 0.95

General 0.80 0.80 0.80

Scope 1 1.00 1.00 1.00

Scope 2 1.00 1.00 1.00

Scope 3 0.90 0.61 0.72

Table 16: Classification Reports for BERT model with sentences from ChatGPT for cross-
validation per document for classes Irrelevant, General, Scope 1, Scope 2, Scope 3 part 2.
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