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1 Abstract

Background: Despite decades of intense research effort, the etiology of mental
illness remains obscured. The classic latent disease model fail to offer satisfy-
ing explanations to numerous questions regarding comorbidity or heterogeneity.
In this paper we therefore employ a network approach to study psychological
symptoms of stress, anxiety and depression on an individual level. We aim to
integrate these symptoms into an idiographic network model with physiological
indicators of stress and anxiety, to investigate the dynamics between physiolog-
ical indicators and psychological symptoms, and explore person-specific dynam-
ics.
Methods: Network analysis was performed using a graphical-VAR model to
estimate the idiographic network of one participant (N=1). Psychological symp-
toms were assessed using the DASS-21 questionnaire, and heart rate (HR) and
heart rate variability (HRV) using a wearable. Bridge centrality scores were
computed and community detection was performed on all networks. Addition-
ally, synchrony between the two symptom groups was assessed.
Results: The two symptom groups were synchronous in the absence of psy-
chological distress. Network analysis showed that HR and HRV do not have a
strong relation with stress or anxiety symptoms. However, HR did have high
bridge strength centrality score.
Conclusion: HR and HRV did not show a strong relation to and were not pre-
dictive of stress and anxiety symptoms in the participant’s idiographic network.
Future work could focus on exploring the relationship between physiology and
psychological symptoms in a cross-sectional network set-up to assess population
level dynamics.

Keywords: Network analysis, Depression Anxiety Stress Scales, Wearables,
Physiology, Idiographic science, EMA
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2 Introduction

Mental disorders are one of the biggest contemporary health challenges, and
significant portions of the developed world are presently experiencing a mental
health crisis. The prevalence of mood and anxiety disorders has increased, while
many countries are struggling with mental health care institutions that cannot
meet the demand for help (Wainberg et al., 2017). Enhancing our comprehen-
sion of mental disorders is paramount for the advancement of more effective
treatment and prevention methods. However, the root of many mental illnesses
remains unclear, despite intense research efforts over the past decades within and
outside academia. The number of publications of the topic has grown steadily
since 2000, with a peak of 32555 articles containing mental health in the title
or abstract in 2019 (Dimensions, 2018). Lack of progress can be explained by
multiple factors, but an important one is diagnostic literalism (Fried, 2022).
There seems to be a lack of diagnostic literalism among research psychologists .
Researchers and clinicians understand mental disorders as groups of symptoms
that are caused by an underlying disorder, also referred to as the latent disease
model, which is illustrated in Figure 1 on the left. The latent disease model has
driven contemporary research on mental health to find the underlying biologi-
cal and cognitive essence of neatly separated diagnostic and statistical manual
(DSM)-V mental disorders. However, this has proven to be challenging in the
face of the multifaceted nature of mental illness (Fried, 2022). Diagnostic cate-
gories were never meant to be used as immutable truths to further build research
hypotheses on top of. The categories were initially meant as a heuristic tool for
clinicians, but were quickly institutionalized within the DSM and understood
as indisputable (Whooley, 2014). For as long as the DSM has been around,
there have been psychologists and psychiatrists criticizing it. Criticism ranges
from the process of constructing it, the influence of the pharmaceutical industry
to and an over-categorization of mental disorders (Hagan & Guilmette, 2015).
This view of mental disorders as natural truths has in return led to reductionist
research practices, that strive to find the one (biological) underlying cause of
a mental illness. The cycle of diagnostic literalism and reductionism perpetu-
ates a harmful loop of reification, evident whenever we discuss terms like “risk
factors for bipolar type one disorder,” “genes associated with autism spectrum
disorder” or “symptoms indicative of post-traumatic stress disorder.”

As an alternative to the stark categorization of DSM-V-based research, re-
searchers have developed an alternative to the latent disease model to study
psychopathology, namely a network analysis approach. Rather than assuming
that a disorder is the underlying cause of symptomatology, the network ap-
proach to mental disorders posits that the complex interactions between symp-
toms actually give rise to a disorder (Borsboom & Cramer, 2013). Symptoms
are represented by nodes in a network, and the statistical relations between
symptoms are represented by edges and edge weights. The whole collection of
nodes and edges together compiles the disease model. It views psychopathology
as a complex dynamical system, the likes of which we also observed in other
fields of study such as ecology, economy, or molecular biology (Barabási, 2012).
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Figure 1: The latent disease model (left) vs. a network model (right) (Jones
et al., 2017)

Interestingly, complex adaptive systems exhibit various universal characteristics
that make it possible to draw on knowledge from other disciplines when study-
ing psychopathology from a complex system point-of-view (Turner & Baker,
2019). Hence, by studying interactions between different symptoms within a
complex network over time and applying what is already known from the field
of complexity sciences, we can capture the complicated nature of mental disor-
ders in a non-reductionist manner. It also opens the door for more idiographic
research, which means the study of psychological phenomena on an individual
level, contrary to nomothetic research, which studies these phenomena on a pop-
ulation level (Beltz et al., 2016). This is because constructing a psychological
network does not rely on population averages, but can also be done by using
only symptoms present in one individual by estimating statistical relations be-
tween symptoms on an intra-individual level. Therefore, network analysis is
especially fit for idiographic psychology since the important part is how symp-
toms relate to one another, not how they are generalized among a population.
The possibilities of modeling patient-specific symptom dynamics are promising
new approaches within the field of psychopathology that solve the problem of
reductionism and categorization altogether. Moreover, viewing mental illness as
a complex adaptive system that can be studied idiographically has far-reaching
consequences on how these models can be applied in clinical settings (Burger
et al., 2020; David et al., 2018).

This view of psychopathology as an interplay between multiple systems
within an individual is also supported by another model, namely he biopsy-
chosocial model. This model understands psychological disorders as an inter-
play between three systems. The biological system, consisting of genes, brain
functionality and physiology, the psychological system, encompassing thoughts
and behaviours and the social system, namely family and friend relationships
and socio-economic factors (Kusnanto et al., 2018). Within the paradigm of
network analysis, there has been vasts amount of research on the dynamics be-
tween different psychological and social factors, but biological factors remain
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outside of the research scope. While there has been research on the adaption
of neuroimaging data into psychological networks (integrating functional mag-
netic resonance imaging (fMRI)) (Bathelt et al., 2022), little work has been
done to inclide a broader suite of physiological information into psychological
networks. This could potentially be very interesting for clinical and research
practice, seeing the low cost and minimal invasiveness by which physiological
data can be gathered nowadays. The utilization of digital resources is crucial in
this endeavor, as there is a shortage of healthcare personnel and the automation
of data collection outside of clinical settings is becoming increasingly significant
in the context of monitoring and preventing mental health disorders. There-
fore, in this paper, we will investigate the relationship between affective and
physiological symptoms using a network analysis approach.

2.1 Current Study

The current study aims to explore the integration of physiological markers into
an idiographic network model of low mood and stress. This will be done by esti-
mating the network using time-series data gathered over a longer period of time
from a single participant. During this period, mood will be assessed through
the use of questionnaires and physiological data will be gathered simultaneously
using a smart watch. The remainder of this paper is structured as follows. First,
we provide a literature review in the background section. Then, we continue to
describe the experimental setup in material and methods, after which we will
give a detailed report of our findings in results. Lastly, we’ll discuss the results
and reflect on the experiment in the discussion.

3 Background

As already touched upon in the introduction, the current disease model of men-
tal illness falls short on several fronts. Disease categories are arbitrary and
often shaped by history as opposed to empirical evidence. Research has focused
mostly on studying these different disease labels by comparing a healthy popula-
tion to a diagnosed one, instead of studying underlying biopsychosocial processes
that may give rise to disease (Fried, 2022). One of the most notable examples
is the serotonin theory of depression, which states that depression is caused
by lower levels of the neurotransmitter serotonin. This theory has inspired the
development and use of selective serotonin reuptake inhibitors (SSRIs), but sys-
tematic reviews on the serotonin theory point to inconclusive results (Moncrieff
et al., 2022).
Another issue with the latent disease model is that it does not account for high
comorbidity in patients. 45% of patients suffering from one mental illness also
are diagnosed with one or more other ones (Cramer et al., 2010). If different
categories of mental disorders are truly caused by different underlying factors,
these high rates of comorbidity would be unlikely. Furthermore, there is a sig-
nificant amount of heterogeneity (Allsopp et al., 2019) and time variance (Caspi
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et al., 2020) within DSM-V diagnostic categories, indicating a more complicated
and individual-specific nature of psychopathology. DSM categories are based on
a nomothetic way of studying disorders, meaning that we understand them in
terms of inter-individual variation. The drawback of this is that research and
treatment will be based on these averages, while they often don’t apply to in-
dividual patients due to the high variability in which mental disorders tend to
present. It also builds further on and reinforces the stark boundaries imposed
between disorders by the latent disease model, while it is clear that a signifi-
cant number of patients do not even fit into one category. In conclusion, even
if the in some parts of psychology the scientific consensus over the past years
seems to have been moving towards a more idiographic view of mental illness,
other parts of psychological research and, most importantly, clinical practice,
still rely heavily on nomothetic research methods and treatments (Molenaar,
2004). However, what if we did not describe mental disorders as general devia-
tions from big population averages, but would focus more on dynamics within
individual patients? This approach could lead to more person tailored health
care and more effective treatment (Molenaar & Valsiner, 2018).

3.1 Idiographic network models

Idiographic network modeling is a relatively new development in the field of
network psychometrics and presents an alternative to the nomothetic research
paradigm currently reigning in psychology. Idiographic network models can be
used to study how symptoms change their dynamics within an individual over
time and tease out network features and dynamics that are unique to one patient
by studying intra-individual variation (Burger et al., 2020; Molenaar & Valsiner,
2018; Epskamp et al., 2018b). These symptoms can be divided into three cat-
egories: cognitive, psychological, and physiological . Psychological symptoms
can include low self-esteem, low mood, rumination, and hopelessness. Cognitive
symptoms include the ability to concentrate, being indecisive, and learning and
memory problems (Perini et al., 2019). Physiological indicators of mental illness
can be low physical activity, disturbed sleep, low appetite, and elevated heart
rate (HR). The majority of current research in network analysis has focused
on cognitive and psychological symptoms, but biological symptoms could also
be interesting to have a complete and holistic biopsychosocial perspective of a
patient. Idiographic network modelling can also be tailored to specific types of
patients, like patients suffering from mood and anxiety disorders (Fisher et al.,
2017), and are constructed using environmental momentary assessment (EMA)
or experience sampling (ESM) data. Moreover, it can also be used to make pre-
dictions about disease progression in patients, and possibly detect early warning
signals (EWS) that may point to sudden gain or losses in patient well-being
(Olthof et al., 2023; Wichers & Groot, 2016). In complex dynamical system sci-
ences, systems can have states. However, the system can get out of balance due
to factors from outside and inside. The network becomes unstable until it finds
a new equilibrium. When a network becomes unstable, it exhibits particular
characteristics that indicate that the system is moving to a new equilibrium,
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namely critical slowing down and critical fluctuations (Wichers & Groot, 2016;
Olthof et al., 2023). These are observable before the system settles in its new
state, potentially a psychopathological state, and can therefore potentially be
used as an EWS to intervene before the system settles in a pathological state.

3.1.1 Preliminaries Network Analysis

Network consist of nodes and edges, in which nodes represent distinct elements
of a system, and edges the connection between these elements. In psychometric
network models, nodes represent symptoms, and edges the association between
symptoms. Edges can be directed, representing a specific direction between
nodes, and weighted, indicating the strength of the connection. Moreover, edges
in psychometric network are often signed, meaning they are either positive or
negative, indicating the nature of the relationship between nodes. Node central-
ity statistics are commonly used measurements in network analysis and graph
theory, ranking nodes based on their network position. Three commonly used
centrality measures are strength, closeness and betweenness. Strength centrality
is the total sum of all the edge weights absolute values and is a measure of
the node’s overall connectedness. Betweenness centrality measures how crucial
a node is in the connectedness of the whole network by measuring how many
shortest paths a node is a part of. These nodes act a bridges in the overall net-
work. Closeness centrality is a measure of how close a node is an average to all
the other nodes in the network. In the context of psychometric networks, these
centrality measures can be interpreted in terms of symptom’s role in pathology.
In this paper we will be employing a variation on these centrality measures,
namely bridge centrality scores. Strength, closeness and betweenness are still
defined the same as in normal centrality scores, but instead of looking at all
nodes, bridge centrality scores only consider nodes from different communities
(Jones et al., 2019). This has the advantage of clearly quantifying what nodes
are connecting different communities rather than separate individual nodes.
Communities in network analysis refer to a subset of nodes within a network
that are more densely connected among each other than the rest of the network
(Radicchi et al., 2004).

3.2 Physiological Markers in Mental Health Care

The inclusion of physiological data in mental health research and assessment
may be crucial. Earlier research has shown that tracking changes in activity
and movement could be used as a key indicator in changes in mood stages since
low physical activity could be indicative of an oncoming depressive episode (Pa-
tel & Saunders, 2018). Moreover, physical activity measured by smartphone
accelerometers has shown that there is a strong correlation between activity
manic or depressive phases in patients with bipolar disorder (Grünerbl et al.,
2015). Lastly, passive sensing data on containing patient activity from smart-
phones has been used in combination with EMA data to predict relapse in
chronic schizophrenic patients (Adler et al., 2020). Another factor that is highly
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relevant to psychopathology is stress. Two common physiological markers for
stress in people are HR and heart rate variability (HRV). A study by Dalmeida &
Masala (2021) developed a web application measuring HRV to predict stress lev-
els. After analysis of the Apple Watch data, it predicted stress states with 71%
probability and relaxation states with 79% probability (Dalmeida & Masala,
2021). Another validation study by Hernando et al. (2018) investigated the
impacts of various HRV statistical models in both time and frequency domains,
in both relaxed and stressed states, and compared the various statistical meth-
ods for their accuracy (Hernando et al., 2018). A literature review by Lui et al.
(2022) identified multiple physiological variables that can be assessed with an
Apple watch that are relevant for mental health research (Lui et al., 2022). HR
and HRV were assessed rather accurately according to their review of 19 papers
using the Apple watch. HR and HRV are indicative of sympathetic nervous
system activation and are the most useful to assess panic attacks and anxi-
ety disorders since those disorders are characterized by over-activation of the
sympathetic nervous system. Moreover, studies investigating the psychological
implications of the disparity between the sympathetic and parasympathetic ner-
vous systems found that HRV may be a superior physiological indicator of stress
compared to HR. An uneven ratio between these two components indicates a
higher prevalence of stressful stimuli (Dalmeida & Masala, 2021). Low physical
activity on the other hand is associated with depression and lethargy. HRV
can be calculated in several ways, and the Apple Watch employs the SDNN
calculation, which is the standard deviation of the ‘normal heart beat’ interval,
meaning ectopic beats are removed from analysis (Shaffer & Ginsberg, 2017).

3.3 Recurrence Quantification Analysis

However, no single feature or measurement is completely transparent to anxiety
or depressive states, so a multidimensional approach is more fitting when inves-
tigating the coupling between physiology and emotional states and dynamics.
To research the dynamics of these two systems better, we propose the employ-
ment of recurrent quantification analysis (RQA). RQA stems originally from
physics and chaos theory but is now widely used in other sciences, like physiol-
ogy and social sciences. However, the application to biopsychological processes
is however fairly new. The most important part to note about an RQA is that
it measures recurrence or repetition (Wallot & Leonardi, 2018). It compares a
time series and analyses how often a certain system state reoccurs within that
time series. The system’s possible states are mapped in its phase space. When
comparing two or more time series, it is called crossed recurrence quantification
analysis (CRQA) and it compares how often system states co-occur or precede
or follow each other in phase space. The latter will be employed for the analysis
of the physiological and psychological data. We opted for the use of CRQA to
gain insight of the synchronisation between the two systems. It is a effective way
to quantify synchronisation, and even though it does not tell us anything about
dynamics between symptoms, it will be informative to see if the two systems on
a macro-scale have a relation or not.
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In conclusion, there has been extensive research on the relationship between
physiological markers, EMA and ESM data, and mental health issues. However,
very little research has been done to integrate the physiological component of
mental health problems into the network model. There has been research on
the relationship between physiological and cognitive symptoms in mental health,
and it shows that physiological symptoms can be important indicators of mental
health issues. They have the upside over cognitive/emotional symptoms in
that they are objective quantifiable, and could therefore serve as an important
marker. They are also preferable over more invasive and expensive methods such
as fMRI. It is therefore important to incorporate these factors into research on
mental health using network analysis and RQA since they provide additional
context. They can also be helpful to gauge the level of distress a patient is
going through when a patient themselves is unable to indicate this properly
(Lui et al., 2022). However, it is important to note that while physiological
markers may serve as an indicator for mental health problems, conclusions about
a patient’s well-being can only be drawn when also the mental state of the
patient is assessed.

3.4 Expectations

We expect that the stress and anxiety items will have strong connections with
the HR and HRV measurements within the network since previous literature
established that high arousal associated with stress and anxiety can be found
in HR and HRV (Lui et al., 2022). Therefore, we also expect to observe the
presence of synchrony between the psychological system and physiological sys-
tem. Furthermore, we expect that intra-individual dynamics of the network re-
main largely the same in across networks with and without physiological data.
Moreover, it is expected that the three subdomains of the DASS-21 form three
communities within the network if all measures indeed measure the same subdo-
mains, which was found in earlier network analysis studies (Van den Bergh et al.,
2021). Lastly, we expect HR and HRV to have high bridge centrality scores,
since high HR and high HRV are associated with both stress and anxiety.

4 Material & Methods

4.1 Participant

The participant is a 27-year-old male. He was recruited face-to-face from the
researcher’s social network. The participant was informed by means of an infor-
mation sheet and a face to face discussion before the experiment commenced,
and written informed consent was obtained beforehand. After the experiment
was concluded, the participant was debriefed. Debriefing also took place face to
face, and contact details of the researchers were provided. We refer the reader
to the appendix for a more in depth look of the information sheet that was used.
This study was approved by the ethics committee of the University of Leiden.
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4.2 Measurements

4.2.1 Physiological Measures

For collecting physiological data we used an Apple Watch Series 7. Data was
exported in XLM format and parsed into separate CSV files in Python (Ver-
sion 3.11) using a pre-written data parser from GitHub for Apple Watch data
(njr0 et al., 2021). Then, the data was parsed again to separate date and time
into columns using a supplementary data parser (Meyer, 2021). Irrelevant data
(device type, device name, source name, and unit) were removed to simplify
analysis. Moreover, data from outside of the time scope of the experiment was
also destroyed before analysis.

4.2.2 EMA Measurements

To assess levels of stress and low mood in participants, we used the Depression
Anxiety Stress Scale-21 (DASS-21) questionnaire, a shortened version of the
DASS-42. This questionnaire was designed to quickly identify different domains
of stress anxiety and depression in both clinical and non-clinical populations,
and is not a diagnostic tool (Makara-Studzińska et al., 2022; Osman et al., 2012).
The depression scale assesses dysphoria, hopelessness, devaluation of life, self-
deprecation, lack of interest, anhedonia and inertia. The anxiety scale assesses
autonomic arousal, skeletal muscle effects, situational anxiety, and subjective
experience of anxious affect. The stress scale is sensitive to levels of chronic
non-specific arousal, such as difficulty relaxing, nervous arousal, and being easily
agitated, irritable and/or over-reactive and impatient. Separate depression,
anxiety and stress scores are calculated by adding all the scores for the relevant
items of each domain, and the total score is then calculated by adding these
three together.

Previous longitudinal research has used the DASS-21 to assess stress, anxiety,
and low mood in combination with physiological data to investigate statistical
relations between the two, and found a strong correlational relationship (Knight
& Bidargaddi, 2018). Additionally, it has also been used in research to estimate
the global psychopathological network model of anxiety, stress, and depression
and found that different nodes of the three dimensions cluster together, and
form communities (Van den Bergh et al., 2021). Given these two preliminaries,
we found the DASS-21 a fitting tool for the current paper to assess stress,
anxiety and depression. Although the DASS-42 provides more data points,
we decided on the DASS-21 to not overburden the participant. Moreover, the
presence of duplicate items in the DASS-42 could influence the network structure
(Van den Bergh et al., 2021). The two questionnaires still cover the same 3
domains, but the DASS-42 has 14 items per domain and the DASS-21 has 7
items per domain because of the elimination of duplicates (Makara-Studzińska
et al., 2022). Importantly, the DASS-21 is robust in all 3 domains (Osman
et al., 2012). Exactly how items of the questionnaire relate to each of the three
domains can bee seen in Figure 2. For the whole questionnaire, we refer the
reader to the Appendix.
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Figure 2: A schematic representation of the three domains of the DASS-21 and
their corresponding items (Lee & Kim, 2022)

4.3 Experimental set-up

The experiment took place over the span of 15 days. The DASS-21 was con-
structed in Qualtrics and could be filled in by the participant on either their
smartphone or laptop via a link provided to them (Qualtrics Development Com-
pany, 2005). The questionnaire was filled in bi-daily, once in the morning around
10 am and once in the evening, around 10 pm. Physiological data was recorded
during the day, from waking until bedtime.

4.4 Network and Recurrence Quantification Analysis

4.4.1 Network estimation

The networks were estimated using the graphical-VAR (Version 0.3.3) package
for R (Version 3.1.0) developed by Epskamp (2018), aimed at network analysis
for n = 1 networks, or idiographic networks. Graphical-VAR uses penalized
maximum likelihood estimation to estimate model parameters (edge weights)
while simultaneously controlling for edges that are removed due to the sparse
network estimation. Bayesian information criterion (BIC) model selection was
applied to select the best-fitting model out of 2,500 different models for the
graphical-VAR package estimates (Epskamp et al., 2018a). The function returns
a partial contemporaneous correlation (PCC) network and the partial directed
correlation (PDC), or temporal network. Temporal networks show the predic-
tive relationship of one variable for another variable in the next time window,
and can also be computed for the same variable autoregressively. Contempora-
neous networks on the on other hand show the predictive relationships between
variables in the window of measurement, which could indicate a causal relation-
ship (Epskamp et al., 2018a). Bridge centrality measures were estimated using
the network-tools (Version 1.5.1) package for R, which calculates betweenness,
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closeness, and node centrality measures for non-specific networks and plots these
measures (Jones et al., 2019, 2018). It also employs the spinglass algorithm for
community detection, which was also used in the current study.

CRQA was conducted using the CRQA package (Version 2.0.5) for R (Coco
& Dale, 2014). Using these packages cross recurrence plots (CRP) were created,
which are a way to visualize the recurring states in the phase space of a dynami-
cal system using a matrix. This means that the re-occurrence of a state between
one or multiple systems is plotted over time (Marwan & Kraemer, 2023). To cal-
culate recurrence, a threshold is needed to decide when the system is classified
as being in a recurrent state or not. The threshold essentially sets how different
two states can be to be classified as the same, or recurrent. For the categorical
data obtained from the questionnaire, no threshold is set because states either
match or do not match. It is not possible to let the threshold empty in the
function, so we made it insignificantly small, as recommended by Wallot (2018),
which gives us ε = D0.000001. Additionally, instructions for parameter settings
for raw categorical data were followed, with an embedding of m = 1 and a delay
of d = 1, and datatype was set to categorical (Wallot & Leonardi, 2018).

4.4.2 Data Conversion

To effectively compare the DASS-21 outcomes and the HR and HRV, we con-
verted the continuous physiological data to discrete data. We created 4 cate-
gories, 0, 1, 2, and 3, so it would correspond with the DASS-21. The continuous
data then needed to be re-categorised to fit in these for categories. We did this
by first calculating the average resting HR and the average HRV to construct
category o. Then we constructed the categories 1, 2, 3 by adding 1, 1.5 and 2
standard deviations to these means. The threshold for each category can be seen
in Table 1. Resting HR was chosen as category 0, since 0 in the DASS-21 in-
dicates rest, or the absence of any psychological symptoms, which should make
the comparison between the two categories work. Moreover, we purposefully
did not use the average HR, since there are some significant outliers in the HR
data, and we think that therefore the average resting HR is a better reflection
of a relaxed, stress/anxiety absent state than the average HR.

Table 1: Threshold conversion values for each category of physiological data

Measurement 0 1 2 3

HR ≤ 88 ≤ 95 ≤ 103 > 103
HRV ≤ 35 ≤ 55 ≤ 78 > 78

We perform a window analysis on the physiological data, which means we
will calculate the average over multiple data points in a time frame. Window
size was determined by looking a the raw data plot, and see how broad maxima
and minima are, so size can be chosen in a way that captures average of a
window without missing any local maxima or minima. Window size for the
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analysis was set on the size of an hour.

5 Results

5.1 Exploratory Analysis

First, we did an overall statistical analysis of all the collected data, namely the
HR, HRV and DASS-21 scores. Results can be seen in Table 2, which shows av-
erage HR, average HRV and DASS-21 scores, with their medians and standard
deviations. Looking at Table 2, it is interesting to see the standard deviation
for the DASS-21 scores is quite high, 13.34 on a questionnaire with a maximum
score of 63, indicating a high variance. This can be further explained when
looking at Figure 3, which shows the total score of each of the three domains
per assessment, and the total DASS-21 score which is all three domains added
together. Three major peaks can be observed in all domains simultaneously,
with the biggest one halfway through the experiment. Interestingly, when look-
ing at Figure 3, the different dimensions all peak at the same time, and overall
peaks in the total score seem to be the result of an increase in all domains, and
not just one. This indicates that the three domains may not be independent
from one another.

Figure 3: Total DASS-21 scores, and additionally each dimension plotted sepa-
rately. The X-axis is the measurement number, the Y-axis is the DASS-21 score
corresponding to that measurement

5.2 CRQA

Secondly, we performed CRQA analysis to investigate whether the overall sys-
tem states of the psychological system and physiological system were synchronous,
and when this was the case. CRQA analysis between the HR and DASS-21
scores showed a recurrence rate (RR) of 11.6% and between HRV and DASS-21
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Table 2: Descriptives Physiological Data and DASS-21

Measurement N Mean Median SD

HR 5495 102.2 100.0 16.1
HRV 93 38.05 35.00 17.62
DASS-21 29 12 5 13.34

a RR of 9.8%. In Figure 4, the CRPs of the CRQA analysis between the psy-
chological system and HR and HRV systems are shown. In both plots it can
be observed that synchrony is present, namely between measuring point 7 an
14 and 21 and 27. When looking at Figure 3, it is notable that these to inter-
vals are clearly around the same time as the absence of peaks in the DASS-21
scores, and the absence of recurrence between the two systems during the peaks
in questionnaire scores.

Figure 4: CPRs of HR and DASS-21 scores (right) and HRV and DASS-21 scores
(left). The x-axis shows the time in the DAS system and the y-axis shows time
in the HRV system, with each point representing a measuring point. Squares
indicat the presence of recurrence between the two systems.

5.3 Stress, Anxiety and Depression Network

We then performed a network analysis of the DASS-21 scores separately. Fig-
ure 5 shows the participant’s contemporaneous network and temporal network
of anxiety, stress and depression symptoms over the time window of 15 days.
First, we will have a closer look of the person-specific dynamics of the con-
temporaneous and temporal networks. In the contemporaneous network, we
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see that nodes Q21 (“I felt that life was meaningless”) has strong connections
with node Q17 (“I felt I wasn’t worth much as a person” ) and Q15 (“I felt I
was close to panic”). Additionally, Q20 (“I felt scared without a good reason”)
which mediates a relationship between Q10 (“I felt like I had nothing to look
forward to”) and Q9 (“I was worried about situations in which I might panic
and make a fool of myself ”). Moreover, we see a triangle connection between
Q1 (“I found it hard to wind down”), Q12 (“I found it difficult to relax”) and
Q8(“I felt that I was rather touchy” ). In the temporal network, item Q2 (“I
was aware of dryness of my mouth”) has the most inwards and outwards edges,
plus a self-directed edge. Q18 (“I was rather touchy”) has an outward edge to
both Q2 and Q14 (“I was intolerant of anything that kept me from getting on
with what I was doing”), which also share and edge. These three nodes make
up a very apparent triangle in the temporal network. Q15 (“I was close to a
panic”) has a directed edge to Q2, and Q2 has a directed edge to Q7 (“hands
trembling”).

Figure 5: Contemporaneous Network (right) and Partial Temporal Network
(left). Green represent a positive edge sign and red a negative edge sign. Edge
thickness represents the edge weight. The number indicates to which item of
the questionnaire the node corresponds.

Then, we estimated centrality measures of the contemporaneous network
and performed community detection using the spinglass algorithm. Figure 6
shows three different centrality scores for each node, namely bridge between-
ness, bridge closeness, and bridge strength) Q13 (“I felt down-hearted and blue”
)shows high bridge centrality scores for all three different measures (bridge be-
tweenness = 47, bridge closeness = 0.11, bridge strength = 0.7 ). Q11 (“I found
myself getting agitated”), also had a high bridge centrality score across different
measures (bridge betweenness = 25, bride closeness = 0.08, strength = 0.7 ).
Q15((“I was close to a panic”) had a high betweenness and closeness central-
ity (bridge closeness = 0.08, bridge betweenness = 39 ). Figure 6 also shows
different communities, each node color representing a community. It shows the
presence of three different communities, which can also be seen in Table 3. In-
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terestingly, the communities found in the analysis do not correspond with the
3 dimensions as seen in Figure 2.

Figure 6: Centrality measures bridge strength (left), bridge betweenness (mid-
dle) and bridge closeness (right). Y-axis shows nodes, x-axis centrality scores.
Colors indicate node membership (Jones et al., 2019)

Table 3: Communities PCC network

Community 1 Community 2 Community 3

Q1 Q2 Q3
Q5 Q7 Q4
Q8 Q15 Q6
Q9 Q17 Q11

Q10 Q19 Q13
Q12 Q21 Q14
Q16 . Q18
Q20 . .

5.4 Physiological Network

We then estimated the network including the HR and HRV, by combining the
DASS-21 scores data frame with the data frame containing the HR and HRV
scores and using this as input for our graphical-VAR estimator. The resulting
contemporaneous network and temporal networks can be seen in Figure 7. The
contemporaneous network shows again the mediation between node Q21 (“I felt
that life was meaningless”), node Q15 (“I felt I was close to panic”) en Q17 (“I
felt I wasn’t worth much as a person”). This structure is the same as seen in the
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DASS-21 network. Additionally the same can be observed for Q20 (“I felt scared
without a good reason”) which mediates a relationship between Q10 (“I felt like
I had nothing to look forward to”) and Q9 (“I was worried about situations in
which I might panic and make a fool of myself ”), which was also present in
the DASS-21 network. Lastly, we see the same triangle connection between
Q1 (“I found it hard to wind down”), Q12 (“I found it difficult to relax”) and
Q8(“I felt that I was rather touchy” ) as in the other condition. Interestingly,
HRV had a strong negative edge with Q6 (“I tended to overreact”), and HR a
strong negative edge with Q19 (“I was aware of the action of my heart in the
absence of physical exertion”). The temporal network shows the same triangle
we previously observed between node Q2, Q18 and Q14. Also, the same strong
edge from Q2 to Q7 (“hands trembling”) was present. HR and HRV had no
strong edges in the temporal network.

Figure 7: Contemporaneous network (right) and the temporal network (left).
Green edges represent a positive edge sign and red edges a negative edge sign.
Edge thickness represents edge weight. The number indicates to which item of
the questionnaire the node corresponds and HR and HRV

Figure 8 shows the bridge centrality scores of the network, some of which
remained consistent were consistent across networks and some not. Analysis
shows that HR had a high bridge strength centrality (bridge strength = 0.88 )
in the network, and this was also true for HRV (bridge strength = 0.55 ) to a
lesser degree. Interestingly, both HR and HRV measures also had low bridge
betweenness and closeness centrality scores. The high bridge strength centrality
of Q19 (bridge strength = 1.11 ) remained the same compared to the DASS-21
network, but Q13 and Q15 has notably a less high closeness centrality score of
0.8, while consistently having high bridge betweenness centrality scores of 38
and 51 respectively. Community detection was also performed, and showed that
HR and HRV are part of the same community, among other nodes which can be
seen in Table 4. Community two remained the same compared to the DASS-21
network, but community one and three changed, with nodes Q5, Q6, Q10, Q11,
Q14, Q16 Q20 changing community membership and community three gaining
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nodes, both questionnaire items and HR and HRV.

Figure 8: Centrality measures bridge strength (left), bridge betweenness (mid-
dle) and bridge closeness (right). Y-axis shows nodes, x-axis centrality scores.
Colors indicate node membership (Jones et al., 2019)

Table 4: Communities Contemporaneous Network

Community 1 Community 2 Community 3

Q1 Q2 Q3
Q6 Q7 Q4
Q8 Q15 Q5

Q11 Q17 Q9
Q12 Q19 Q13
Q14 Q21 Q16

. . Q18

. . Q20

. . HR

. . HRV
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6 Discussion

The current study investigated the relationship between physiology en psycho-
logical state through the means of network analysis and CRQA. Most notable
findings include that high HR and high HRV do not predict stress items or anx-
iety symptoms in the same time window and the absence of synchrony between
the two systems in the presence of psychological distress. Moreover, temporal
network analysis showed that high HR and HRV did not predict stress or anxiety
symptoms in the time window after. CRQA analysis pointed towards synchro-
nisation between physiological system and psychological system in the absence
of stress, depression or anxiety. Synchrony was however absent in the periods of
high scores. Notably, important personal dynamics were consistent across the
two kinds of networks. These included a strong triad in the temporal network
between being touchy, being intolerant and having a dry mouth, showing that
being touchy is often a starting symptom that results in being intolerant and ex-
perience the physical symptom of having a dry mouth. This makes sense from a
theoretical point of view, since two out of three symptoms assess a core symptom
of anxiety, namely being easily agitated, with a physical component of overall
arousal. Other relationships found included dry mouth predicting trembling of
hands in the next time window. This is in line with expectations, since both are
well-known physical indicators of stress and anxiety. Moreover, we saw in the
contemporaneous network a relationship between panic and worthlessness me-
diated by a sense of meaninglessness. We also saw a relationship between being
scared, nothing to look forward to and a fear to embarrass oneself. Both of these
unclosed triangles consist of a mix between anxiety and depression symptoms.
While for example panic, worthlessness and meaninglessness do not belong to
the same category of symptoms, co-occurrence of depressive and anxiety symp-
toms is very common, since the two disorders are highly co-morbid (Kalin, 2020).
We also found a triangle consisting of three different stress symptoms that was
consistent across conditions. Another notable finding was the negative relation
between a high HR and the awareness of one’s own heart beat. This negative
relation indicates that awareness of heart beat may not be caused by a high
HR, and could be more a perceptual matter. A study found that generalised
anxiety disorder (GAD) did interfere with processing of interoceptive signals,
which could offer an explanation to this finding (Pang et al., 2019). This was
also confirmed by the participant during debriefing, where he mentioned that
whenever he was aware of his heart beat he checked the Apple watch, but found
the HR was normal. Another contributing factor may be that the self-report
like the DASS-21 questionnaire may not be as suited to the assessment of physi-
ological symptoms as to cognitive ones (Van den Bergh et al., 2021). This could
also explain the lack of connection between perception of HR and actual HR
in the network. Furthermore, it was also observed that the three domains of
stress, anxiety and depression showed increases and decreases at the same time.
This is in line with previous literature on the DASS questionnaire, stating that
the three domains are moderately inter-correlated, due to common causes such
as (negative) environmental events affecting all domains somewhat (DAS, nd).
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It is also important to consider that the questionnaire used in the current study
was designed to assess symptoms over the span of a week, while it was used to
assess symptoms over the span of several hours. While it is possible to use a
different time frame according to the official DASS manual, it may not be as
comparable to other studies that did employ a week long time frame (DAS, nd).
The participant also mentioned that the past tense phrasing of the questionnaire
was confusing at times, and that the time period over which he has to consider
his symptoms was somewhat unclear. This could have influenced the results of
the questionnaire scores, and should be adjusted in future studies by making it
very explicit what time window the questionnaire is referring to. As mentioned
earlier, HR and HRV also had low connectivity in the temporal network, which
can be explained by the fact that high HR and HRV may indicate acute stress
and therefore co-occurs with stress and anxiety symptoms, but does not precede
these states if they also fade away quickly.

Interestingly, both HR and HRV measures also had low bridge and closeness
centrality scores, meaning they did not connect two communities of symptoms
often, and were not close to nodes from other symptom communities. Analysis
did show that HR had a high bridge strength in the network, and thus was
connected to a high number of other symptoms in the same time window from
different clusters. However, this could be the result of many small edges, since
HR has very few edges with a high edge weight. Therefore, given the lack
of large edges and absence of other high bridge centrality scores, it remains
unclear whether this bridge strength score indicates that a high HR acts as a
bridge between different symptom clusters, or is just an artefact of many small
edges the node has.

Results from the community detection showed that there are three communi-
ties of nodes present, which is in line with previous findings. Node membership
differed however, and items from the DASS-21 that measure the same dimen-
sion did not always belong to the same community, which is not in line with the
findings of van den Bergh, Marchetti & Koster (2021), which found that items
measuring the same dimension did belong to the same communities. There could
be multiple explanations for this. Most importantly, van den Bergh, Marchetti
& Koster (2021) focused on cross-sectional networks constructed using data
from a vast open science database, and the current study focuses on idiographic
networks. Therefore, it could be that on a population level these nodes do form
communities around the same dimensions they measure, but that in individuals
this differs, due to person-specific symptom interactions. We also found that
communities were not the same across conditions. This can be explained by the
fact that adding nodes and with many (small) edges changes how the algorithm
parses the graph into communities.

One of the more notable limitations of the current study is the conversion
of continuous data to categorical data, which leads to an inadvertent loss of
information. We tried to minimize information loss by first establishing the
window size according to the width of peaks in the continuous data, so no min-
ima or maxima were missed or cancelled out by each other. However, loss of
information cannot be completely prevented using this method, which could
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have influenced results by obscuring relations that may have been present in
the original data. Another limitation is the n=1 design of the study, since it
could be that the lack of relation between HR and anxiety and stress symp-
toms is person specific. However, it is also important to note that the goal of
this study was to gain insight in person-specific symptom dynamics, and the
absence of a relation between HR and HRV and psychological stress could also
be a valid finding for any treating physician. The sampling frequency of twice a
day may also not have been sufficiently high, which could have lead to missing
of dynamics in the psychological domain and a higher sampling frequency would
have allowed for a more accurate capture of these dynamics. Another paper on
personalised network models mentioned that high frequency measuring of ESM
data over a short period of time is a strategy that can be employed effectively
for the estimation of personalised networks (Epskamp et al., 2018a). It would
be interesting to repeat the current study with a higher sample rate to see if
there are any dynamics that were not captured using a bi-daily sample rate.
This could also help minimize information loss within the physiological domain.

The current study explored the possibilities of integrating physiological data
into psychometric network analysis to and laid bare some technical and exper-
imental hurdles for future application. Idiographic network modelling is fairly
new within the field of psychology, and further research into idiographic network
modelling and physiological markers integration can prove to be important for
future developments of patient care and assessment. The current study also illus-
trated using the idiographic approach how much an individual person can differ
from the population average regarding symptoms of anxiety, stress and depres-
sion, and raises questions on how crucial it may be to consider these differences
in a clinical setting. Further development could aid in providing an accurate
out-clinic and personalised alternative and/or supplement to in-person clinic
interviews to decrease workload for mental health care professionals and pro-
vide patient specific insights to increase treatment effectiveness (Burger et al.,
2020). Future research could focus on developing techniques to integrate the
continuous physiological data with questionnaire data to prevent loss of infor-
mation. Population-level network structures could also be estimated using a
cross-sectional approach with big sample sizes, to test relations of physiological
markers with psychological symptoms on a population level. Moreover, further
exploration of other wearable data in the use of network analysis could be done,
for example energy expenditure, which has shown to have strong relations with
depressive and manic states in bipolar patients.
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DASS21  Name:       Date: 

 
 
Please read each statement and circle a number 0, 1, 2 or 3 which indicates how much the statement 
applied to you over the past week. There are no right or wrong answers. Do not spend too much 
time on any statement. 
 
The rating scale is as follows: 
 
0 Did not apply to me at all 
1 Applied to me to some degree, or some of the time 
2 Applied to me to a considerable degree or a good part of time 
3 Applied to me very much or most of the time 
 

1 (s) I found it hard to wind down  0 1 2 3 

2 (a) I was aware of dryness of my mouth  0 1 2 3 

3 (d) I couldn’t seem to experience any positive feeling at all  0 1 2 3 

4 (a) 
I experienced breathing difficulty (e.g. excessively rapid breathing, 
breathlessness in the absence of physical exertion) 

 0 1 2 3 

5 (d) I found it difficult to work up the initiative to do things  0 1 2 3 

6 (s) I tended to over-react to situations  0 1 2 3 

7 (a) I experienced trembling (e.g. in the hands)  0 1 2 3 

8 (s) I felt that I was using a lot of nervous energy  0 1 2 3 

9 (a) 
I was worried about situations in which I might panic and make a fool 
of myself 

 0 1 2 3 

10 (d) I felt that I had nothing to look forward to  0 1 2 3 

11 (s) I found myself getting agitated  0 1 2 3 

12 (s) I found it difficult to relax  0 1 2 3 

13 (d) I felt down-hearted and blue  0 1 2 3 

14 (s) 
I was intolerant of anything that kept me from getting on with what I 
was doing 

 0 1 2 3 

15 (a) I felt I was close to panic  0 1 2 3 

16 (d) I was unable to become enthusiastic about anything  0 1 2 3 

17 (d) I felt I wasn’t worth much as a person  0 1 2 3 

18 (s) I felt that I was rather touchy   0 1 2 3 

19 (a) 
I was aware of the action of my heart in the absence of physical 
exertion (e.g. sense of heart rate increase, heart missing a beat) 

 0 1 2 3 

20 (a) I felt scared without any good reason  0 1 2 3 

21 (d) I felt that life was meaningless  0 1 2 3 



 

 
 

DASS-21 Scoring Instructions 
 
The DASS-21 should not be used to replace a face to face clinical interview. If you are experiencing significant 
emotional difficulties you should contact your GP for a referral to a qualified professional.  
 
Depression, Anxiety and Stress Scale - 21 Items (DASS-21) 
 
The Depression, Anxiety and Stress Scale - 21 Items (DASS-21) is a set of three self-report scales designed to 
measure the emotional states of depression, anxiety and stress.  
 
Each of the three DASS-21 scales contains 7 items, divided into subscales with similar content. The depression 
scale assesses dysphoria, hopelessness, devaluation of life, self-deprecation, lack of interest / involvement, 
anhedonia and inertia. The anxiety scale assesses autonomic arousal, skeletal muscle effects, situational 
anxiety, and subjective experience of anxious affect. The stress scale is sensitive to levels of chronic non-
specific arousal. It assesses difficulty relaxing, nervous arousal, and being easily upset / agitated, irritable / 
over-reactive and impatient. Scores for depression, anxiety and stress are calculated by summing the scores 
for the relevant items. 
 
The DASS-21 is based on a dimensional rather than a categorical conception of psychological disorder. The 
assumption on which the DASS-21 development was based (and which was confirmed by the research data) is 
that the differences between the depression, anxiety and the stress experienced by normal subjects and 
clinical populations are essentially differences of degree. The DASS-21 therefore has no direct implications for 
the allocation of patients to discrete diagnostic categories postulated in classificatory systems such as the 
DSM and ICD.  
 
Recommended cut-off scores for conventional severity labels (normal, moderate, severe) are as follows: 
 
 

NB Scores on the DASS-21 will need to be multiplied by 2 to calculate the final score. 
 
 

 Depression Anxiety Stress 

Normal 0-9 0-7 0-14 

Mild 10-13 8-9 15-18 

Moderate 14-20 10-14 19-25 

Severe 21-27 15-19 26-33 

Extremely Severe 28+ 20+ 34+ 

 
 
 
 
 
 
Lovibond, S.H. & Lovibond, P.F. (1995). Manual for the Depression Anxiety & Stress Scales. (2

nd
 Ed.)Sydney: Psychology Foundation. 

 

 



Participant Information Sheet

Introduction

You are invited to participate in a research study into physiological and affective aspects of
mood. Before you decide whether or not to participate, it is important that you understand
the purpose of the study, what your participation will entail, and your rights as a participant.

Purpose of the Study

The research aims to assess physiological and affective states using wearable technologies
and questionnaires to gain a better understanding of mental health (care).

Study Procedures

● If you choose to participate, you will be asked to fill in a questionnaire about your
mood and stress level twice a day, lasting approximately 5 minutes, over a period of
15 days

● You will also be asked to wear an Apple watch that keeps track of your heart rate
during the day

Risks and Benefits

There are no known risks associated with participating in this study. The potential benefits
include getting a personal insight in your mood state.

Confidentiality

All data collected during this study will be kept strictly confidential. Your responses will be
anonymous, and your personal information will not be disclosed to anyone outside the
research team. In the event of a medically relevant finding in your physiological data, we will
inform you so medical advice can be won from a medical doctor.

Voluntary Participation

Participation in this study is entirely voluntary. You may choose to withdraw from the study at
any time without any penalty and you do not have to provide the researchers with a reason.
Your decision to participate or withdraw will not affect your relationship with the researchers
or the University of Leiden.


