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Abstract

As the fast development of artificial intelligence (AI) continues, the concept of
explainable artificial intelligence (XAI) has gained increasing attention lately.
While a majority of efforts have been directed toward providing explanations
in the image and tabular domains, considerably fewer methods have been in-
troduced for time series data. Similarly, counterfactual-based XAI methods for
explaining time series classification models have not received as much focus
from experts. In this work, we leverage the Shapelet Transform (ST) and
TimeGAN to propose a model-agnostic, instance-based (counterfactual-based)
approach that provides counterfactual explanations for any time series classifier.
We validate our method using a real-world time series classification dataset
from the UCR Time Series Archive. Our results indicate that the counterfac-
tual instances generated by Time-CF demonstrate superior performance in
terms of the four metrics: closeness, omission, plausibility, and sparsity, when
compared to other baseline methods.
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1
Introduction

In recent years, the performance of Machine learning models became increasingly impressive.
Advances in capability of data computation, development of sophisticated algorithms, and
the proliferation of high-quality datasets have all contributed to this upward trend [31, 32].
Machine learning models and methods are being leveraged in almost every work of life,
such as automated driving, banking, healthcare, aerospace, and geo-science, where detailed
explanations for each decision are essential [30]. However, the recent rise in its black-box
nature is a matter of considerable public concern. A black box model, as the name suggests,
is inherently opaque. It is difficult for people to clearly explain why it predicts in a certain
manner, as the underlying reasoning behind its decision is not easily comprehensible. In
domains such as medicine and autonomous vehicles, where the occurrence of errors could
be fatal, there is an urgent need either to provide post-hoc explanations based on the
decisions made by the models or to build inherently explainable models before predictions
(ante-hoc).
In response to the opacity property of machine learning models, the field of XAI has emerged
to address this issue. Although XAI methods have been effectively applied to domains such
as images, text, and tabular data, there has been relatively less focus on time series data
[33]. The main reason for this is temporal dependency within a time series instance, where
each time point in a time series instance tends to rely on its predecessor. The temporal
dependency therefore adds complexity to the interpretability and explainability of time
series data particularly in developing XAI methods specifically for this type of data. In
general, XAI approaches for time series data can be categorized into three types. First,
time-points-based methods, which explore how important each time step and feature are to
the prediction. Second, subsequences-based (or shapelets-based) methods, which consider
the segments of the time series instance that will most significantly impact the outcome.
Lastly, instance-based methods, which take all time steps within a time series instance into
account[37].
For instance-based methods, in addition to generating feature-based and prototype-based
explanations for predictions, counterfactual-based methods have recently gained wider
popularity [37]. Counterfactual, as the name suggests, involves the generation of an instance,
that does not exist in the original dataset. Interpretability and explainability are typically
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Research Questions Chapter 1. Introduction

achieved by generating at least one counterfactual instance based on the to-be-explained
instance. Then, a comparison between these instances is made. Specifically, the most
common approach taken by experts to transform the to-be-explained instance into a
counterfactual one is based on perturbation. This means altering as few elements as
possible from the to-be-explained instance, for it to be classified as a different class from
the original one. By comparing the differences in the modified parts, end users can easily
understand which factors influence the classifier.
In this work, the focus is on explaining the prediction by time series classifier using GAN
to generate counterfactual instances.

1.1 Research Questions
In this thesis, we will investigate the following research questions to shed light on the
challenges and solutions for providing convincing explanations for machine learning models,
especially those that focus on time series data.

• How might the black-box nature of machine learning models be addressed to reduce
opacity and enhance interpretability through the application of XAI principles?

• How can XAI methods be effectively applied to time series data and time series clas-
sification tasks, particularly considering the complexities introduced by the temporal
dependency inherent to time series data?

• Given that there have been a number of XAI methods designed specifically for time
series classification tasks, which among them can be considered particularly effective?

• The generation of counterfactual explanation is a useful approach within the instance-
based category of methods for explaining time series data. What manner of generation
can result in meaningful counterfactual explanations?

• How can we alter the given to-be-explained instance minimally yet effectively so that
it is classified as a different class by the classifier?

• Which type of Generative Adversarial Network (GAN) is most suitable for generating
counterfactual time series instances that adhere to the dataset distribution?

1.2 Outline

The remainder of this thesis is structured as follows: In the Related Works chapter (Chapter
2), we showcase the recent efforts on XAI methods for time series classification. In the
Preliminary Concepts chapter, (Chapter 3), a comprehensive description of the preliminary
concept of time classification series is described. Following this, we detail our local model-
agnostic approach, particularly focusing on the generation of counterfactual instances
in the Methodology chapter (Chapter 4). Subsequently, experiments and corresponding
evaluations are presented in Chapter 5. Finally, we summarize our findings and draw our
conclusion in the final chapter of the thesis 6.
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2
Related Works

According to [37], time points-based explanation tend to be divide into Attributions and
Attentions, both of which take into account the feature-importance of time series. Lime
and SHAP are representative of attributions approaches. Lime operates by perturbing
the to-be-explained instance and generating random instances around it with the assistance
of a sparse linear model [29]. SHAP, on the other hand, borrows their ideas from the
classic Shapley values in game theory, and it achieves explanation by computing the contri-
bution of each feature to the prediction [20]. Nevertheless, they are not primarily tailored
to explain time series data, which means that the explanations they produce for time
series classifiers can be unconvincing, even though they can be adapted to accommodate
time series data. In [10], Guillem´e et al. propose LEFTIST to adapt Lime to support
time series classification. LimeSegment [35] extends Lime on the basis of LEFTIST, by
introducing improved segmentation and perturbation algorithm. TimeSHAP [3], which
is introduced by João Bento et al., shares the same idea with SHAP. Its recurrent ex-
plainer is constructed based on KernelSHAP and is specifically adapted to handle time
series data. In the domain of computer vision, Class Activation Maps (CAM) is an
approach used for classification tasks by highlighting the most important regions of an
image [44]. Building upon CAM, Selvaraju1 et al. propose a gradient-weighted class acti-
vation mapping technique, named Grad-CAM [34] to exclusively interpret deep learning
models, such as CNNs. This technique does not mandate the presence of a Global Average
Pooling (GAP) layer like the original CAM technique does. However, it is not explicitly
designed for sequential data. An alternative approach to it, called Salience-CAM has
been proposed by Zhou et al., which is specifically designed to visually explain time series
data in a point-to-point manner [45].
Instance-based explanation methods, particularly the Counterfactual-based direction have
progressively emerged as alternative options to the time points-based strategies. In the
context of counterfactuals, interpretability and explainability are attained by creating
synthetic instances for visual comparison. Wachter et al. were pioneers in generating coun-
terfactual instances to elucidate anomalies [39]. This involves simultaneously minimizing
a prediction loss function that drives the prediction on counterfactuals towards a different
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Chapter 2. Related Works

class, and a distance loss function that ensures the similarity between counterfactuals
and to-be-explained instance. Recent efforts about using counterfactual instances as ex-
planation are proposed essentially based on Wachter et al.’s theory. Ates et al. propose to
explain multivariate time series data, named CoMTE [1]. In this method, it selects an
instance from the training set as distractor, and then takes a specific interval from this
distractor to replace a corresponding interval in the instance of the time series that is to be
explained. This approach was among the first to generate explanation in the multivariate
time series context. Native-Guide [6] is another counterfactual-based method, introduced
by Delaney et al, following four desirable properties: Sparsity, Proximity, Plausibility, and
Diversity. In essence, they find the nearest-unlike neighbor of the to-be-explained instance
and generate counterfactual instance for explanation. TimeX in [8] utilizes the concept
of Dynamic Barycenter Averaging (DBA) to generate prototype of the opposite class of
the to-be-explained instance. Subsequently, the prototype is divided into equally sized
intervals (or segments) to continually optimized the to-be-explained instance until a valid
counterfactual instance is generated. MG-CF [17], SG-CF [16], and SETS [2] are also
extensions of [39], but incorporate Shapelets into consideration. Specifically, MG-CF gen-
erates counterfactual instances by using Shapelet Transform [11] to extract all potential
Shapelet candidates and then replaces the same part of the to-be-explained instance. More-
over, SG-CF adds an additional term to the previous formulation of [39], which enables
the similarity between counterfactual instance and most salient shapelet, for more robust
explanation. In SETS [2], Bahri et al. propose to generate counterfactuals for multivariate
setting by leveraging Shapelet Transform to sample Shapelets from the raw dataset for
each dimension. The Shapelets from the instance to be explained are contiguously replaced
one by one with the corresponding sampled Shapelets in the opposite instance until the
class of the generated instance is classified as the same as that of the opposite one. [14]
and [5] employ Generative Adversarial Network (GAN) for counterfactual explanation [9].
However, unlike standard GAN structure, they additionally introduce pre-trained classifier
to the optimization of loss function. In addition, the input of the generator is not random
noise but a time series instance as they also incorporate the concept of the Conditional
Generative Adversarial Network (cGAN) [23].
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3
Preliminary Concept

In this section, we outline the preliminary concept of counterfactual generation for time
series data, focusing specifically on the problem statement of univariate time series data. We
also introduce four properties as benchmarks for the generation of meaningful counterfactual
explanations.

3.1 Problem definition

Univariate time series data refers to time series data where the number of features (or
attributes) is singular. Assume a univariate time series dataset

D = {T1, T2, T3, ..., Tn} (3.1.1)

where n is the number of instance within this dataset, and each time series instance
Ti has a corresponding class label, i.e., C = {c, c′}. For a time series instance Ti =
{t1, t1, t3, ..., tm} with length m, its structure is arranged chronologically, with each time-
step ti represents a real value. To generate a meaningful counterfactual instance Tcf for a
to-be-explained instance To, it is essential to utilize the training set of the time series data
D to train a classifier f of interest beforehand. Once the pre-trained classifier is obtained,
a counterfactual generation model M is used to perturb the to-be-explained instance To

associated with its class, say c, to be classified as the opposite class c′.

3.2 Shapelets

Shapelets are sub-series (or sub-sequences) of a time series instance (as depicted by the
green sub-sequences in figure 3.2.1). They can be extracted from time series data using the
Shapelet Transform algorithm for the purpose of time series classification. In the context
of XAI, Shapelets can be leveraged to provide more informative and intuitive explanations
for undesired results compared to feature-based methods.
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Properties of meaningful counterfactual explanationsChapter 3. Preliminary Concept

Figure 3.2.1: An example of a time series instance, where the blue curve line represents a univariate
time series instance, while the green curve line is one of its Shapelets.

3.3 Properties of meaningful counterfactual explanations
Although there is no a consensus on the evaluation of counterfactual-based methods,
closeness (or proximity), sparsity, plausibility (or interpretability), and diversity have been
widely used in recent papers [1, 2, 6, 8, 16, 17, 24, 41]. In a similar vein, except for assessment
on diversity that is replaced by omission, we utilize the remaining three measures for our
evaluation. For more details on how we assess these four properties, refer to subsection 4.3.

• Closeness, as its name suggests, seeks to ensure that the to-be-explained instance
is as similar to the counterfactual instance as possible [7].

• Plausibility is used to assess whether the counterfactual instance is generated within
the distribution of raw data [22, 27].

• Sparsity serves as a gauge for the number of changes between the counterfactual
instance and the to-be-explained instance [12, 13].

• Omission acts as a measure to demonstrate that how many classifiers a specific
counterfactual-based method can explain, in other words, generate at least one coun-
terfactual instance.

6



4
Methodology

We propose Time-CF, a local model-agnostic method to explain a specific instance for
any classifier, whether they are traditional classifiers, e.g., k-nearest neighbor (KNN); or
they are deep learning classifiers, e.g. Convolutional neural network (CNN). The details
of the counterfactual generation model M are depicted in Figure 4.0.1. Specifically, to
implement a counterfactual generation model, the process begins with the random sampling
of a designated number of Shapelet candidates, the lengths of which are pre-specified
within a certain range, from the training set using the Random Shapelet Transform (RST).
Subsequently, these collected Shapelets are sorted by their respective information gain in
descending order and then filtered to the top N, which means how many Shapelets are
retained. Following this, each group of Shapelets corresponding to the same time interval,
for example, 8:00am to 4:30pm, is brought to a variant of the GAN called TimeGAN
[42], which is specifically designed for time series generation, in order to produce multiple
Shapelets for diverse explanation. Once the artificial Shapelets are obtained, they are used

Figure 4.0.1: The structure of counterfactual generation model.
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Shapelets extraction Chapter 4. Methodology

to replace the corresponding time interval of the to-be-explained instance Shapelet-by-
Shapelet. This section delineates the detailed procedure for generating a counterfactual
instance for explanation, which entails the extraction of discriminative Shapelet candidates
and the ultilization of TimeGAN to generate meaningful counterfactual series.

4.1 Shapelets extraction

Algorithm 1: Shapelets Extraction
Data: Dataset: D, Random Shapelet Transform algorithm: RST ()
Result: Shapelet candidates: S

1 S ← ∅;
2 Xtrain, ytrain, Xtest, ytest ← processDataSet(Dataset);
3 S ← RST (lenmin, lenmax, , max_shapelets, time_limit, Xtrain);

Shapelets, also referred to as subsequences, constitute part of a time series instance..
Shapelets tend to provide important patterns and trends about a series, while a scattering
of features (feature-based) might not. For this reason, perturbation should be applied on
contiguous intervals instead of fragmented time-points. However, not all the Shapelets
contained in a time series instance have crucial information that facilitates the correct
prediction of classification. As previously discussed, with the aid of the Shapelet Trans-
form (ST) algorithm, Shapelets with less discriminative information are filtered out, and
those with relatively high discriminative power are retained for subsequent perturbation
steps. In practice (See Algorithm 1), we utilize Random Shapelet Transform (RST), which
accommodates time limitations, thus providing a time-saving advantage in comparison to
the Shapelet Transform (ST). It takes as input the training set and outputs extracted
Shapelets. The primary stages of the Shapelet Transform (ST) or Random Shapelet Trans-
form (RST) process include candidate extraction, computation of information gain, and
ultimately Shapelet selection.

4.1.1 Candidates Extraction

The Shapelet Transform (ST) is an algorithm designed for time-series classification tasks.
It extracts Shapelets from a dataset (usually the training set) and considers these extracted
Shapelets as transformation features. In this step, a subset of possible Shapelets (or sub-
sequences) is randomly extracted from each time series instance within the dataset, with
various lengths and starting positions. Suppose there is an univariate time series dataset
with binary class D = {T1, T2, T3, ..., Tn}, in which n is the number of instances within this
dataset. For a given time series instance Ti with the length of m, a set that contains all
its potential Shapelets Qi with the length of k can be denoted as:

Qi = {p1, p2, ..., pm−k+1} (4.1.1)

where (m− k + 1) indicates how many distinct Shapelets can be extracted from Ti, and
pj is a Shapelet of Ti with length k. Further, the whole of the Shapelet candidates for the
dataset is defined as:

S = {Q1, Q2, Q3, ..., Qn} (4.1.2)

With the Random Shapelet Transform (RST), which does not consider all Shapelets, the
size of the extracted Shapelets set Qi for a given time series instance is likely to be less
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Shapelets extraction Chapter 4. Methodology

than (m− k + 1). Lastly, all Shapelets in each set Qi are sorted together based on their
information gain. The argument max_shapelets is used to specify the maximum number
of Shapelets that should be retained in the end.
In practice, Random Shapelet Transform algorithm is introduced due to the long time
Shapelet Transform (ST) takes to find all the possibilities. Random Shapelet Transform
(RST) algorithm is essentially a variant of Shapelet Transform. The main difference is how
Shapelets are extracted. In the Shapelet Transform (ST) algorithm, every distinct Shapelet
is considered, which can be time-consuming, particularly when the length of the time series
instance is long. In contrast, Random Shapelets Transform borrows the idea from the
binary shapelet transform, significantly reducing the computation time. The mechanism of
Random Shapelet Transform (RST) can be roughly summarized as continuously extracting
Shapelet candidates and discarding those Shapelet candidates with low information gain
in batches.

4.1.2 Information gain computation

Information Gain is a term used in the context of either decision tree or machine learning to
select features, synonymous with Kullback–Leibler divergence. Hence, Shapelet Transform
(ST) algorithm adopts it as a necessary metric to estimate the discriminative power of a
Shapelet to further rank the extracted Shapelet candidates in the time series classification
setting. Once the set of Shapelet candidates is obtained in extraction step, the step of
information gain computation starts with calculating the distance between each Shapelet
candidate and each sub-sequence of each time series instance. Equation 4.1.3 demonstrates
how the distance between a particular Shapelet candidate si with length k and a time
series instance Tj (from dataset D) is calculated, where di could be calculated using either
Euclidean distance formula (See 4.3.2) or Dynamic time warping distance.

Distance(i, j) = min{d1, d2, ..., dm−k+1} (4.1.3)

Then the resulting ordered set of distances Wi for si will be sorted in ascending order as
the following equation shown:

Wi =< (Distance(i, j), c), (Distance(i, j + 3), c′), ..., (Distance(i, j + 1), c′) > (4.1.4)

where (Distance(i, j), c′) is a tuple and c′ represents the class of time series instance Tj is
c′. Subsequently, a division point (or threshold) is introduced to split all elements in Wi

into two parts. Lastly the information gain of si can be computed with a certain strategy,
e.g., Entropy or Gini Impurity.

4.1.3 Shapelet Selection

After the information gain of every Shapelet candidate si is organized into a list, Shapelet
candidates with class c, to which the to-be-explained instance belongs, are discarded, and
only Shapelet candidates with class c′ are retained for the follow-up replacement step. As
the 3th line in Algorithm 1 shown, Random Shapelet Transform (RST) generally needs five
parameters, in which the range of the length of extracted Shapelet candiates is determined
by the combination of lenmin and lenmax; time_limit demonstrates how long the operation
of extraction will last and max_shapelets means the number of Shapelets expected to be
extracted per class. Therefore, in addition to the Shapelet candidates whose class are c are
discarded, the parameter max_shapelets also further restrict the size of the candidates.
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Couterfactual generation Chapter 4. Methodology

Figure 4.2.1: Time series counterfactual instance, where the blue curve line represents the to-be-
explained (original) time series, while the green curve line stands for its corresponding generated
counterfactual instance.

4.2 Couterfactual generation

Algorithm 2: Generating counterfactual explanations
Data: Shapelet candidates: S, to-be-explained instance with class c: To

Result: Counterfactual explanation with class c′: Tcf

1 Starget ← ∅ ; /* A set of target Shapelets (real) from class c′ */
2 Sfake ← ∅ ; /* A set of target Shapelets (fake) from class c′ */
3 CF ← ∅ ; /* A set of counterfactual instances with class c′ */
4 f ← classifier.fit(Xtrain, ytrain) ; /* Trained a certain classifier */
5 for si in S do
6 start_pos, slen ← si.info;
7 if s.class != To.class then
8 Starget ← crop(start_pos, slen, To.class, Xtrain) ; /* Get the Shapelets

starting from start_pos and end in start_pos + slen from training
set */

9 Sfake ← TimeGAN(Starget);
10 for sfake in Sfake do
11 Tfake = replace(To, sfake, start_pos, slen) ; /* Replace shapelets

with the same time range, of To, with sfake */
12 if f(Tfake) == s.class then
13 Tcf = Tfake;
14 CF.add(Tcf ) ; /* Store counterfactual instance */

Inspired by the positive performance of Shapelet-based method for time series classi-
fication tasks and by [5, 14, 38] that all leverage their respective Generative adversarial
networks (GANs), We likewise apply a variant of the Generative adversarial networks,
named TimeGAN as a core component of our counterfactual generation model M . Al-
gorithm 2 depicts how the counterfactual instances is generated after the extraction of
Shapelets. It first iterates over the Shapelet candidates set S. For each candidate si, it
is essential to identify its start and end positions within the corresponding instance (See
6th line in Algorithm 2). Next, crop() function is executed to extract the target Shapelets
Starget by cropping each interval with the same time range (start and end positions) in
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Evaluation measures Chapter 4. Methodology

each target time series instance, that is, instance from class c′. Later on, TimeGAN begins
with taking as input a group of sub-sequences Starget from class c′ with the same time
range and then outputs a number of fake (artificial) sub-sequences, i.e., Shapelets. The
final process includes iterating through the set of target Shapelets (fake) and using the
custom replace() method to replace the contiguous time-points (ranging from the start
position and end position stored previously) of the to-be-explained time series instance
To, with one of the target Shapelets (fake) generated by TimeGAN. More importantly,
once a synthetic time series instance Tf ake is yielded, having the pre-trained classifier f
predict its class is indispensable. This step reserves the fake time series instances that are
identified as counterfactual, for diverse explanations.
Figure 4.2.1 shows the visual comparison between generated counterfactual instance (green
curve line) and the to-be-explained instance (blue curve line). The perturbation is acted
on a contiguous segment of the original one and it results in a new instance classified as
different class.
As mentioned in previous section, the most typical counterfactual-based method was pro-
posed by Wachter et al [39], in which they introduce an optimization problem to simulta-
neously minimize the distance loss and the prediction loss.

argmin
Tcf

max
λ

λ(f(Tcf )− c′)2 + d(Tcf , To) (4.2.1)

This equation (4.2.1) describes their attempt to find a counterfactual instance Tcf catego-
rized as class c′ (different from that of the original one) while being closer to the original
instance, i.e., the to-be-explained instance. However, without the focus on contiguity, it
cannot guarantee intuitive explanation [8]. In our counterfactual generation model M , it is
also desirable that the generated counterfactual instance Tcf is close to the to-be-explained
instance, and that the counterfactual instance is consistently predicted as another label
c′. To meet the requirements, Shapelet Transform (ST) and TimeGAN that receives the
Shapelets coming from the same intervals can jointly serve as an effective solution to greatly
ensure the generated counterfactuals are close to the original one and to be classified as c′.

4.3 Evaluation measures
As mentioned in section 3.3, there are four properties leveraged to measure whether the
generated counterfactual explanations are meaningful. Although the generated instance
can be identified as counterfactual instance once it is classified as the target class, it is
still necessary to further consider whether the way of generating counterfactual instances
is not only effective but also efficient.

• Closeness. To measure the closeness between the counterfactual instance and the
to-be-explained instance, both the Manhattan distance (L1-norm) and the Euclidean
distance (L2-norm) are utilized. It is safe to say that the fewer perturbations per-
formed, and the smaller the changes for each perturbation, the closer the distance
between the to-be-explained instance and its counterfactual instances. The formula
of L1-norm (equation 4.3.1) and L2-norm (equation 4.3.2) are shown as below:

L1(x, y) =
n∑

i=1
|xi − yi| (4.3.1)

L2(x, y) =

√√√√ n∑
i=1

(xi − yi)2 (4.3.2)
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Evaluation measures Chapter 4. Methodology

where n represents the length of an univariate time series instance, while x and y are
different series.

• Sparsity. Another important metric for a meaningful counterfactual instance is sim-
ilarity. It is similar to property closeness but the main difference is that closeness
is evaluated by the distance between two instances in a multi-dimensional space
Rn, where n indicates the length of the univariate instances, while property sparsity
focus on how many values of an instance are perturbed. Applying a few modifica-
tions that change an instance’s class can easily provide intuition for analysis. For
this reason, the number of perturbations on the to-be-explained instance should be
minimized. Equation 4.3.3 is used to assess whether a counterfactual generation
model M can generate counterfactual instance by perturbing little time-points on
the to-be-explained one.

Sparsity = 1− 1
n

n∑
i=1

I(ai ̸= bi) (4.3.3)

In this equation, n represents the length of a time series instance, while
∑n

i=1 I(ai ̸= bi)
is a indicator function where it takes the value 1 when the value of the time-point
i in series a (ai) is not equal to the value of the time-point i in series b (bi), or 0
otherwise. By analogy, similarity would be equal to 0 if a counterfactual instance is
produced by changing all the time-points on the to-be-explained instance.

• Plausibility. Obtaining a generated instance that is also identified as a counterfactual
instance does not necessarily mean it is relevant. In contrast, the instances generated
can become out of touch with reality if some values are altered beyond the distribution
of the raw data. For instance, ECG200 is a binary-class univariate dataset that
collects electrocardiogram (ECG) signals with values typically ranging from -5 to
5. However, without incorporating intentional design into counterfactual generation
model, perturbed values are more likely to deviate significantly, such as -500 or 100,
which are implausible and fall outside the range of human indicators. To detect and
evaluate out-of-distribution instances, the isolation forest method (Liu et al.) [18] is
utilized.

• Omission. Many model-agnostic methods in XAI claim to explain any classifiers
but often fail to live up to this assertion. Therefore, we introduce the measure of
omission to evaluate the percentage of classifiers that a given time series XAI method
is unable to explain. For example, given an instance to be explained, the omission
for a classifier, such as CNN, for a certain dataset is calculated as follows:

Omission (CNN) = 1
K

K∑
k=1

{
1 if at least one counterfactual instance is generated
0 otherwise

(4.3.4)
where K is the number of random seeds.
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Experiment and Result

5.1 Experiment setup

As stated, Shapelet Transform (ST) and TimeGAN are both crucial components for counter-
factual generation. Therefore, it is important to consider the setting of (hyper)parameters.
See Table 5.1.1 and Table 5.1.2 for details. Additionally, in Appendix, we present repre-
sentative counterfactual instances generated by various counterfactual-based methods, as
shown in Figures A.0.1 and A.0.2.

To build the counterfactual generation model M , Random Shapelet Transform (RST)
and TimeGAN are implemented with the help of two existing open-source libraries, namely
sktime [19] and YData Synthetic [26], respectively. In addition, our approach is evaluated
on each of four classifiers. Further, each classifier is trained with four different univariate
datasets. In practice, there are several processes in our implementation involved in random-
ness. Specifically, they are classifiers (Convolutional Neural Networks (CNNs) Classifier,
Diverse Representation Canonical Interval Forest Classifier (DrCIF), and Catch22 with
Random Forest (RF) Classifier); Random Shapelet Transform; and TimeGAN. For this
reason, the average of results for three repetitive experiments with random seeds 111, 222,
and 333 are taken. On top of that, we consider two different instances from distinct classes,
specifically the positive class and negative classes, for comparison. The main goal for this
experiment is the focus on the evaluation of closeness, sparsity, and plausibility. Lastly,

Table 5.1.1: The selection of (hyper) parameters for Shapelet Transform (ST), where
min_shapelet_length and man_shapelet_length represents the range of the size of the Shapelets
extracted, both of which depends on seq_len, i.e., the length of the time series instance. Furthermore,
max_shapelets is the maximum number of Shapelets retained, and time_limit indicates the time
limit of the extraction process. Generally, the more time spent, the higher the information gain of
the returned Shapelets.

Random Shapelet Transform
max_shapelets min_shapelet_length max_shapelet_length time_limit=1
20 0.1 * seq_len 0.5 * seq_len 1 minute
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Table 5.1.2: The selection of (hyper) parameters for TimeGAN.

TimeGAN
epochs batch_size lr noise_dim layers_dim hidden_dim gamma
500 4 5e-4 1 64 24 1

Table 5.2.1: The selection of (hyper) parameters for K-nearest neighbours (KNN) classifier. We
can set the distance parameter to either Euclidean or DTW (Dynamic Time Warping). However,
considering the extended training time that DTW may necessitate in comparison to the Euclidean
distance, we opt to perform our experiment using the KNN model with the Euclidean distance
metric.

Selection of (Hyper)parameters for K-nearest neighbors (KNN)
distance n_neighbours

Euclidean 1

for each dataset, its corresponding experiment will be suspended if minimum changes that
make the to-be-explained instance classified as other class are found.

5.2 Classifiers
To examine the performance of the counterfactual generation model M more comprehen-
sively, four popular time series classifiers from sktime.classification module are utilized
in the experiments. The selection of the (hyper)parameters for each classifier is shown
in Tables 5.2.1, 5.2.2, 5.2.3, and 5.2.4. Not all parameter settings are listed and unless
otherwise stated, those parameters that are not presented in the Tables use the sktime
default setting. The sktime version used in the experiment is 0.19.1.

K-nearest neighbours (KNN) Classifier with Euclidean distance

The k-nearest neighbors (KNN) algorithm can serve as a distance-based classifier for
time series data. It operates by predicting labels for given time series instances based
on their similarity to the training data. As such, it is widely used as a baseline for the
experimental comparison between classifiers. Similarly, in our experiment, it is regarded
as the fundamental model.

Convolutional Neural Networks (CNNs) Classifier

Arguably, LeNet-5 [15] proposed by Y LeCun et al. is the pioneer of modern CNN models.
It has gone through rapid evolution and a majority of extension of CNN architecture
have been developed and applied successfully in a wide range of artificial intelligence
tasks. In 2017, Zhao et. al proposed the paper Convolutional neural networks for time

Table 5.2.2: The selection of (hyper) parameters for Convolutional Neural Networks (CNNs)
Classifier, where all (hyper)parameters are set to the default settings provided by the sktime
library.

Selection of (Hyper)parameters for Convolutional Neural Networks (CNNs)
n_epochs batch_size kernel_size filter_sizes

2000 16 7 [6, 12]
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Table 5.2.3: The selection of (hyper)parameters for Diverse Representation Canonical Interval
Forest Classifier (DrCIF). The n_estimators parameter specifies the number of estimators used to
ensemble the trees. The n_intervals parameter is the number of intervals designated for feature
extraction per representation per tree. Lastly, the att_subsample_size parameter sets the feature
sub-sample size for each tree. All (hyper)parameters are set according to the recommended settings
provided by the examples in the sktime library.

Selection of (Hyper)parameters for Diverse Representation Canonical Interval Forest (DrCIF)
n_estimators n_intervals att_subsample_size

3 2 2

Table 5.2.4: The selection of (hyper)parameters for Catch22 Classifier. The outlier_norm pa-
rameter, when set to True, means that normalization is performed when encountering outliers
or extreme values. Moreover, the n_estimators parameter determines the number of trees in the
Random Forest, and the criterion parameter defines the method used to measure the quality of
a split. All (hyper)parameters are set according to the recommended settings provided by the
examples in the sktime library.

Selection of (Hyper)parameters for Catch22 Classifier with Random Forest (RF)
outlier_norm n_estimators criterion

True 5 gini

series classification [43], where they adapted Convolutional Neural Networks (CNNs) to
time series problems, leveraging convolutional layers to extract local dependencies in the
sequences.

Diverse Representation Canonical Interval Forest Classifier (DrCIF)

Diverse Representation Canonical Interval Forest Classifier (DrCIF) [21] belongs to the
family of interval-based classifiers. It is developed atop the Canonical Interval Forest
(CIF) algorithm. The main idea behind DrCIF is that it takes advantage of a series of
representations for time series data, including catch22, and applies transformations to
randomly selected intervals within the time-series data.

Catch22 Classifier with Random Forest (RF) Classifier

Catch22, a feature-based method, stands for Canonical Time-series Characteristics, with
the number 22 indicating the number of features included in the feature set, known for
its highly discriminatory power for classification. This classifier works by transforming
the original time-series data with 22 features, providing highly efficient operations. The
transformed data is then utilized to build an estimator, with the Random Forest (RF)
Classifier being chosen.

5.3 Dataset

In terms of the experiment, four datasets are selected from the UCR archive [4]. All the
datasets are binary class and have only one feature. See Table 5.3.1 for more details of the
dataset structure. Figures 5.3.1a, 5.3.1b, 5.3.1c, and 5.3.1d show the distribution of the
datasets, with two different classes distinguished by colour.
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Figure 5.3.1: Data distribution for training set.

Table 5.3.1: Dataset for experiment. Length represents the number of time-points (or time-steps)
of a timer series instance, while Classes Ratio aims to show the number of instances for each class
in training set. For example, 903:97 for dataset Wafer means there are 903 positive instances and
97 negative instances in it.

Dataset Train
size

Test size Classes Ratio
(Train set)

Length Number
of classes

Number of
dimension

ECG200 100 100 69:31 96 2 1
FordA 3601 1320 1755:1846 500 2 1
Wafer 1000 6164 903:97 152 2 1
MoteStrain 20 1252 10:10 84 2 1
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ECG200

This dataset, introduced by R. Olszewski’s in his thesis Generalized feature extraction for
structural pattern recognition in time-series data [25] focuses on the electrical activity of
the heartbeat. In this context, the positive class is normal heartbeats and the negative
class myocardial infarction.

Wafer

The Wafer dataset, also created by R. Olszewski in [25] records changes in sensor values
during silicon wafer processing for semiconductor fabrication. It distinguishes between two
labels: normal (positive) and abnormal (negative).Notably, this dataset is imbalanced, with
the negative class constituting only 9.7% of the data. Therefore, it was selected for the
experiment to evaluate its potential negative impact.

FordA

This dataset, designed for the IEEE World Congress on Computational Intelligence in
2008, consists of time series instances with 500 contiguous recordings, each corresponds to
a reading of engine noise. The objectives of the classification problem is to detect outliers
in automobile engine.

MoteStrain

This dataset, derived from C. Guestrin et al.’s paper Online Latent Variable Detection
in Sensor Networks [36] is known as MoteStrain. It comprises data collected from two
separate sensors: q8calibHumid and q8calibHumTemp. Each time series instance stands
for a measurement of either humidity or temperature. The goal of the classification task is
to determine the origin sensor of a particular data reading.

5.4 Evaluation and Result
As stated, experiments were conducted on different datasets for each classifier, with the
exception of KNN. The random seeds used for these experiments were 111, 222, and 333.
Tables 5.4.1, 5.4.2, 5.4.4, and 5.4.3 present the results. From these tables, it is evident
that the quality of a dataset plays a crucial role in determining the performance of the
counterfactual instance generation model. In the case of ECG200, its imbalanced class
distribution of approximately 7:3 leads to outliers constituting the majority of generated
counterfactual instances. For Wafer, which is even more extremely imbalanced, information
gain (IG) struggles to extract Shapelets with discriminatory power, making it challenging
for our model to generate meaningful counterfactual instances. In [40], they found that
Information Gain (IG) tend not to extract Shapelets with discriminatory power in terms
of imbalanced data sets. Hence, it is difficult for our generation model to produce counter-
factual instances based on imbalanced dataset (ECG200 and Wafer). Moreover, the results
for MoteStrain shows that the sparsity is guaranteed with over 90% while ensuring the
average distance between the generated counterfactual instance and the original one is
close. However, its small size of training data also causes problems such as overfitting
and insufficient representational power. In these scenarios, Shapelet Transform is not only
incapable of effectively capturing the relevant features, resulting in counterfactuals out of
distribution although discovered Shapelets may fit these limited data plausibly well, but
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Table 5.4.1: The results for ECG200. Attribute Outliers is the measure taken to see the percentage
of out-of-distribution instances in the generated counterfactual instances (The lower, the better).
However, the percentage for Sparsity represents the extent to which the original instance has been
modified (The higher, the better).

ECG200 (Positive)
Classifier Accuracy Closeness (L1) Closeness (L2) Sparsity Outliers Num CF
KNN 0.88 19.8 4.9 60% 81% 72
CNN 0.85 8.5 2.2 77% 100% 22
DrCIF 0.82 10.6 2.7 66% 44% 26
Catch22 0.80 26.8 5.4 57% 53% 12

ECG200 (Negative)
KNN 0.88 32.3 4.4 76% 30% 72
CNN 0.85 14.1 4.5 63% 34% 134
DrCIF 0.82 10.8 2.7 73% 0% 71
Catch22 0.80 18.5 4.1 65% 40% 142

Table 5.4.2: The results for FordA. Attribute Outliers is the measure taken to see the percentage
of out-of-distribution instances in the generated counterfactual instances (The lower, the better).
However, the percentage for Sparsity represents the extent to which the original instance has been
modified (The higher, the better).

FordA (Positive)
Classifier Accuracy Closeness (L1) Closeness (L2) Sparsity Outliers Num CF
KNN 0.67 51.1 9.7 93% 0 155
CNN 0.88 141.1 15.0 74% 0 2
DrCIF 0.79 44.4 8.6 93% 0 890
Catch22 0.88 43.7 8.3 92% 0 148

FordA (Negative)
KNN 0.67 13.2 6.1 99% 0 254
CNN 0.88 145.1 15.8 83% 0 175
DrCIF 0.79 127.7 15.2 79% 0 93
Catch22 0.88 83.6 13.8 90% 0 60

also outputting few number of counterfactual instances. On the other hand, generation
model M demonstrates the best performance on the dataset FordA. Intuitively, the distri-
bution of the two classes shown in Figure 5.3.1b is apparently distinct. The range of value
for the negative instances is from -2 to 2, whereas that for the positive instances is some-
where between -4 and 4. As expected, our generation approach can provide interpretable
explanations with low modifications and no outliers.

5.5 Comparative Study
In this section, we conduct a comparative analysis between our approach, Time-CF, and
two other models: mlxtend (baseline model) [28] and Native-Guide [6]. This comparison
is based on the four metrics detailed in sections 3.3 and 4.3, and we employ the same
datasets, classifiers, and random seeds. Specifically, mlxtend [28] is an open source library
in Python tailored for various data science tasks. It provides a counterfactual-based method
that implements the original counterfactual generation model proposed by Wachter [39] to

18



Comparative Study Chapter 5. Experiment and Result

Table 5.4.3: The results for Wafer. Attribute Outliers is the measure taken to see the percentage
of out-of-distribution instances in the generated counterfactual instances (The lower, the better),
while the percentage for Sparsity represents the extent to which the original instance has been
modified (The higher, the better). On the other hand, attribute Num CF is the number of coun-
terfactual instances generated. If it is 0, which means there is no counterfactual instance generated
by generation model M then the record is set to None.

Wafer (Positive instance)
Classifier Accuracy Closeness (L1) Closeness (L2) Sparsity Outliers Num CF
KNN 1 None None None None 0
CNN 1 None None None None 0
DrCIF 0.99 6.2 3.6 98% 0 33
Catch22 0.99 None None None None 0

Wafer (Negative instance)
KNN 1 None None None None 0
CNN 0.99 None None None None 0
DrCIF 0.99 12.7 4.5 95% 100% 24
Catch22 0.99 10.3 4.4 95% 100% 3

Table 5.4.4: The results for MoteStrain. Attribute Outliers is the measure taken to see the
percentage of out-of-distribution instances in the generated counterfactual instances (The lower, the
better). However, the percentage for Sparsity represents the extent to which the original instance
has been modified (The higher, the better).

MoteStrain (Positive)
Classifier Accuracy Closeness (L1) Closeness (L2) Sparsity Outliers Num CF
KNN 0.88 20.5 5.2 84% 48% 12
CNN 0.90 2.7 1.4 95% 0 7
DrCIF 0.74 18.5 4.7 80% 23% 3
Catch22 0.80 3.0 1.6 95% 32% 3

MoteStrain (Negative)
KNN 0.88 1.6 0.8 94% 0 1
CNN 0.90 8.1 2.7 89% 0 4
DrCIF 0.74 9.2 4.6 87% 0 6
Catch22 0.80 6.8 2.9 88% 0 2
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Figure 5.5.1: Closeness measures, where the results for L1-norm and L2-norm are shown in the
left and right sub-figures, respectively.

explain a given instance. For mlxtend, We vary the parameter λ (0.4, 0.5, 1.0, 5.0, and 100)
to probe into different aspects of the counterfactual instances. Additionally, Native-Guide,
as referred to in chapter 2, deploys class activation weights (CAM) and weighted dynamic
barycentre averaging (DBA) as two distinct methods to explain classifiers. However, since
CAM can only be utilized with deep learning models that necessitate the addition of a
global average pooling layer, we resort to their alternate method that employs DBA in our
experiment, using its default parameter settings.

5.5.1 Closeness

As illustrated in figure 5.5.1, the results highlights closeness metrics. As anticipated, mlx-
tend as the baseline model showcases the least impressive performance. Conversely, coun-
terfactual instances produced by our approach boast the smallest distance to the instances
being explained across all datasets. This reveals our approach’s proficiency in perturbing
only the minimal, contiguous portion of the original instances.

5.5.2 Omission

Omission serves as a metric to determine the extent to which counterfactual-based method-
ologies are model-agnostic or can explain any classifier. Evaluating four time series classifiers
across four datasets, we documented the proportion of classifiers that remained unexplained,
signifying that the counterfactual-based approaches could not yield any counterfactual in-
stances for a given to-be-explained instance. The data in figure 5.5.2 demonstrates that
both mlxtend and Native-Guide fail to effectively handle a variety of classifiers across
these datasets. In contrast, with the exception of the imbalanced dataset Wafer, our method
can aptly discerns the informative features in time series data, thereby positioning itself
as a model-agnostic tool that can, in theory, clarify any classifier.

5.5.3 Plausibility

In this experiment, we delve deeply into the percentage of generated instances identified as
out of distribution. Given our emphasis on the importance of plausibility when generating
counterfactual instances, we exclusively retain those counterfactuals with the lowest outlier
rates to ensure heightened plausibility. As depicted in figure 5.5.3, our method outperforms

20



Comparative Study Chapter 5. Experiment and Result

KNN CNN DrCIF Catch22
mlxtend

EC
G2

00
Fo

rd
A

Wa
fe

r
Mo

te
St

ra
in

0 0 0.33 0.17

0 0.17 0 0

1 1 0.5 0.83

0.33 0 0 0

KNN CNN DrCIF Catch22
TimeCF

0.33 0.17 0 0.17

0.5 0.67 0.33 0.33

0.5 0.5 0.17 0.17

0.5 0.67 0.17 0

KNN CNN DrCIF Catch22
Native-Guide

0.5 0.7 0.57 0.6

0.3 0.5 0.6 0.53

0.5 0.5 0.5 0.5

0.5 0.63 0.57 0.6

0.0

0.2

0.4

0.6

0.8

1.0
Omission
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Figure 5.5.4: Measurement for sparsity (The higher, the better). This metric indicates the extent
to which the number of time-steps is altered. A value of 0 means that the counterfactual instances
are derived from the original instances that have alterations at every time-points.

others in terms of plausibility in dataset FordA. However, it shows worse performance
than the others when using an imbalanced dataset.

5.5.4 Sparsity

Lastly, curve graph in figure 5.5.4 contrasts the sparsity level of each CF methods. When
compared to the sparsity levels of mlxtend (blue) and Native-Guide (green), that of our
approach consistently showcases superior performance. It is evident that both mlxtend
and Native-Guide require modifications to nearly all the time-steps to alter the class
of the to-be-explained instance from one to another, with values approaching a sparsity
of 0%. In contrast, our approach only perturb a minor segment, thereby offering not only
clearer visualization for analytical objectives but also a more intuitive comprehension of
which portions primarily influence the classifier.
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6
Conclusion

In this work, a model-agnostic, counterfactual-based XAI method, Time-CF was intro-
duced to explain any anomaly for any classifiers concerning time series classification tasks.
Time-CF chiefly utilizes Shapelets and TimeGAN to deliver meaningful counterfactual
explanations, exhibiting exceptional performance in terms of closeness, omission, plausi-
bility, and sparsity measures. The incorporation of Shapelets indicates that a contiguous
segment of the time series instance is perturbed, thus offering intuitive insights for the
analysis of anomalies for end-users. In addition, TimeGAN ensures that at least one coun-
terfactual explanation is generated for explanation, provided the training set is both ample
and balanced. TimeGAN also guarantees that the produced series adheres to the data
distribution.
In future work, we aim to refine our methodology to cater to multi-class and multivariate
time series classification tasks. Moreover, a more profound exploration of the synergies
between TimeGAN and Shapelet Transform (ST) will be undertaken to address the sub-
optimal performance observed with imbalanced datasets.
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Figure A.0.1: Counterfactual instances generated using different methods, where the to-be-
explained instance is labeled as positive.
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Figure A.0.2: Counterfactual instances generated using different methods, where the to-be-
explained instance is labeled as negative.
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