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Abstract

In this thesis, we researched the most practical solution to ensure traceability of
automated outcomes in the Dutch insurance industry. Following the Design Science
Research methodology, exploratory interviews and a literature study were conducted.
The literature study provided a definition of traceability, the urgency of traceability and
discusses various related work regarding requirements for traceability. Together with the
SIVI foundation and industry experts, we have identified a base set of compliance and
management focal points fitted specifically to the Dutch Insurance Industry. It can be
concluded, taking into account the current state and use of automated outcomes, that
at the moment of writing, the most practical solution would be our designed artifact: a
litepaper. This litepaper is a businesses document, mapping out various requirements
for traceability and discussing practical focal points for achieving these requirements.
Finally, confirmatory interviews were conducted validating the litepaper among the
interviewed industry experts. Resulting in the conclusion that the litepaper should give
a give a good overview of what to account for when implementing traceability.
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1 Introduction

The use of automated applications, e.g. Arti�cial Intelligence (AI) and Machine Learning (ML)
techniques are rising in the Dutch insurance industry. Decisions and predictions based on using
automated decision making can be highly valuable. The Autoriteit Financi•ele Markten & De Ned-
erlandsche Bank (AFM & DNB, 2019) recognize these developments and point out that the use of
these new developments not only o�er new opportunities, but also uncertainties and risks. According
tot the AFM and DNB, adequate attention and awareness of these uncertainties and risks is needed
in order to enable the deployment of responsible AI, compliant with the requirements regarding reli-
able and controlled operations, product development and the legislation surrounding the duty of care.

With this increasing usage of AI including its associated uncertainties and risks, Leijnen et al. (2022)
argue that there is a call to remain understandable and transparent. Certain decisions, predictions
or outcomes become more di�cult to explain or identify how they have been established. How
does an AI solution come to a certain outcome or decision? How do you explain such an outcome,
considering the huge amount of data used? This research area is called explainable AI, or in short
XAI. Leijnen et al. (2022) gives the following de�nition of XAI:

\XAI is aimed to provide a solution to the `black box' problem in AI. That is, an
AI solution utilizes data and produces an outcome. However, in this process there is
generally no output that explains how or why the outcome is reached based on the data.
Especially in the case of AI techniques such as deep neural networks, the process from
input to output is virtually impossible to interpret even with knowledge of the inner
workings, weights, and biases of the system. XAI explains why or how the AI solution
arrived at a speci�c decision, \

In our research, we will focus on a part of the research area of XAI: traceability. According to
Leijnen et al. (2022), traceability of an automated outcome entails it can be determined which data
is used, by what process the outcome is generated and most importantly the documentation of
the processes (see more in 4.2.1). Leijnen et al. (2022) point out the importance of traceability as
follows:

\It is especially important in relation to auditability, the trait of being capable of being
audited. Traceability is especially important in medical, �nancial, and other domains
with strong legislation and potential ethical risks. For other domains traceability might
be less important, e.g. an AI solution that detects unripe fruit to remove from a conveyor
belt which does not directly impact humans. `

Considering its importance, the urgency of traceability speci�cally emerges when things go wrong.
For example, in 2022 a tool from Hypotheken Data Netwerk (HDN) calculated the test income of a
consumer wrong for a mortgage application for a vast period of time, resulting in a lot of work of
correcting these applications retroactively (Ettema, 2021b).

To mitigate the risk surrounding the use of automated decision making, there are two regulatory
organizations for the �nancial sector called the Financial Markets Authority (AFM) and the Dutch
Central Bank (DNB). An exploration on the use of AI in the Dutch Insurance Industry published by
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the AFM and DNB reveals several concerns. AFM and DNB (2019) stipulate that the application of
AI techniques in business processes is still in development. Insurers should pay attention to various
technical aspects of AI models when using AI. According to the AFM and DNB, a combination
of organisation-wide knowledge about AI and internally developed policies on the use of AI is
important to deploy AI responsibly.

In collaboration with the SIVI foundation (see more in section 5.1), we attempt to contribute to
extending the knowledge of traceable outcomes and its urgency in the Dutch Insurance Industry.
Here, we will focus on a practical solution to o�er stakeholders hands on support based on already
existing research of traceability. To break down the problem statement into a single question, we
formulated the following research question:

ˆ "What will be the most practical solution to ensure the traceability of automated outcomes in
the insurance industry?"

To support this question, we will use the Design Science Research framework and conduct various
interviews and execute a literature study. Hereafter, the interviews and literature study will support
the creation of practical solution. Finally, this practical solution will be the creation of a "lite paper"
containing the investigated information and will be deployed to the interviewees.

Furthermore, we will divide our research in 3 more subareas to be investigated. First, it is important
to know what the de�nition of traceability entails (4.2) and what the relation is towards other
terminology (4.2.3) in the �eld of XAI. Second, we will research which traceability requirements
are needed to guarantee traceability and which requirements apply to the insurance industry (4.3).
Finally, we will shortly consider the existing regulations surrounding traceability (4.2.2).

1.1 The situation

In this section, we will discuss the situation around the concept of traceability. First, we will give an
introduction to the current situation of the umbrella topic: XAI, which is followed by its additional
di�culties and problems. Thereafter, we will dive deeper into the situation speci�cally for the
insurance industry. By discussing a few cases, we will try to give an example of the traceability
challenges in practice.

With the wave of growing awareness of the use of arti�cial intelligence applications and its
explanations, Brundage et al. (2020) recognize that current existing regulations and norms are
insu�cient to ensure responsible and ethical AI development. Various instances, e.g. the European
Commission, have taken steps to address and operationalize this insu�ciency by publishing non-
binding principles to attain "Trustworthy AI" (European Commission, 2019). However, Brundage
et al. (2020) argues the following: "These steps and principles are ill-equipped to assess whether an
AI developer's actions are consistent with the stated principles. There is a need to move beyond
principles, to focus on mechanisms for demonstrating responsible behaviour". The report "Toward
Trustworthy AI Development" dives deeper into "various steps which di�erent stakeholders in AI
development can take to make it easier to verify claims about AI development" (Brundage et al.,
2020). These suggested steps attempt to solve and addresses among other things the following
problem:
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\ AI systems lack traceablelogs of steps taken in problem-de�nition, design, development,
and operation, leading to a lack ofaccountability for subsequent claims about those
systems' properties and impacts \ (Brundage et al., 2020)

With the deployment of AI in safety critical contexts, e.g. a health insurance policy, audit trails
will become more important. Brundage et al. (2020) describes an audit trail as a traceable log in a
systems operation. "The recommendation of steps to meet this growth is standard setting bodies,
which should work with academia and indusry to develop audit trail requirements for safety critical
applications of AI systems. To make safety-critical AI systems fully auditable, software audit trails
often require a base set of traceability trails to be demonstrated for quali�cation." (Brundage et al.,
2020)

These problems as addressed by Brundage et al. (2020) also arise in the insurance industry. In an
exploration of the AFM & DNB about the use of AI in the insurance industry, 10 points of interest
are given divided into three categories: i) embedding AI in an organization, ii) technical points of
interest of AI and iii) AI & the consumer (AFM & DNB, 2019). One of its points of interest: "5 -
explainable outcomes", states that an insurer should be able to identify the relationships between
input parameters, the model and the outcomes. Examples given are models for pricing, acceptance
or fraud detection which have direct impact on the consumer when established by automated
processes. The DNB and AFM state it is important to be able to trace back the individual input
parameters and to which extent these contributed to the outcome.

Not being able to identify relationships between input parameters, model and outcomes can have
a lot of impact. For example: in 2003 a consumer takes out an investment insurance by a major
insurance group. At Ki�d, a dispute committee for consumers, the consumer complains about a
few points: the costs, the absence of recovery advice and the "leverage & equity erosion". At the
�rst assessment1, Ki�d adjudicates in favor of the insurance company. On appeal2, Ki�d judged
something else: the insurer did not give a transparent explanation about the "mechanism" behind
the calculation of the costs. Based on a directive (Artikel 5 Richtlijn 93/13/EEG3), in the case of
written contracts, clauses needs to be clear and understandable. In the case of doubt, the stipulation
of the consumer will prevail. The result: the stipulation about the costs was ruled in favor of the
consumer because the insurance group could not give nor explain factors which were decisive for
the height of the costs. Eventually, it led to the insurance group refunding part of the costs back to
the consumer. This case was in 2003 and gives a good example about the (�nancial) consequences
whenever factors impacting the calculations could not be traced back or reproduced.

A more recent case is an error which occured in the IBL calculation tool (Inkomensbepaling
Loondienst tool). HDN (2022) describes the IBL tool as a method to calculate the test income for
employees when applying for a mortgage. It uses income data of the mortgage applicant, which
again is originating from the Uitvoeringsinstituut Werknemersverzekeringen (UWV). An advisor
eventually reviews the applicant's test income with the use of this online IBL calculation tool
(HDN, 2022). In february 2021, HDN reported that the IBL tool had given a wrong test income for

1https://www.ki�d.nl/�leupload/jurisprudentie/GeschillenCommissie/2016/Uitspraak 2016-261Bindend.pdf
2https://www.ki�d.nl/wp-content/uploads/2018/07/Cvb-2018-041.pdf
3https://eur-lex.europa.eu/legal-content/NL/ALL/?uri=CELEX:31993L0013
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a vast period of time.

Ettema (2021b), author at InFinance magazine writes the following about the incident:

ˆ Between 13th of august 2020 and 27th of January, a wrong test income is given from the IBL
tool by customers with a lease-car.

ˆ The bug originates from a modi�cation in a external data source (UWV as well as other
IBL-data sources which weren't known to HDN.)

ˆ After another error the IBL tool was taken o�ine and HDN stated that they will improve
their governance, processes and controls around the IBL tools.

According to Ettema (2021b), Martin Keegsta, Director at Romeo Financial Services already had
some concerns about using external data for mortgage advice and points out that it could lead
to unacceptable risks. Keegstra states that the root cause of the problems with the HDN tool is
that no contractual arrangements were made regarding the sources of the data. Resulting in that
changes in the chain were unnoticed and mortgages with incorrect test income were granted, which
need to be reviewed again (Ettema, 2021a).

To avoid problems and its consequences shown in cases such as above, various Dutch instances also
develop practical guidelines or tools to contribute to operationalizing traceability and transparency.
For example SIVI (2022) developed a checklist platform for quality of non-human applications to
give insights to organizations how to deal with themes such as legislation, technological risk, testing,
traceability and monitoring surrounding non-human applications. Another example, het Verbond
van Verzekeraars published "Ethisch Kader Data Toepassingen" (Verbond van Verzekeraars, 2015)
which includes norms to give extra checks to the ethical use of automated outcomes in the insurance
industry. In this research we will also try to contribute to the operatizionaliztion of ensuring
traceability in practice.

1.2 Thesis overview

This thesis is structured in four parts. The �rst sections, related work as well as our methodology
are focused on research practicalities and are meant to show which earlier relevant research is
done and how this research is executed. Thereafter, we will use the section "literature study" (see
section 4) to elaborate on the urgency of traceability by outlining current guidelines and legislation,
discussing its de�nition and eventually its requirements. Thereafter, we will present our exploratory
interviews, which are meant to set the needs of the Dutch Insurance Industry relating guaranteeing
traceability. Finally, we will present a practical solution of ensure traceability in the results section
and discuss why and how this artifact will function as practical solution.
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2 Methodology

In this section, we will discuss the methods used in our research. As overall methodological
framework, we followed a Design Science Research approach. Within this framework, we �rst
conducted exploratory interviews In order to get a broader understanding of the speci�c domain.
With the �ndings of these exploratory interviews, we started a literature study based on the
questions to be investigated as well as the �ndings of the exploratory interviews. Following the
approach of Design Science research, we created an artifact based on the �ndings of the exploratory
interviews and the literature study. this artifact is a litepaper that contains our �ndings in the form
of some recommendations.

2.1 Design Science Methodology

For this research, we will follow a design science methodology, or in other words the Design Science
Research (DSR) methodology. DSR is a problem-solving methodology that bridges the gap between
a problem statement in the social context and providing a solution with research from knowledge
context. Most of the time, this solution is described as an artifact. These artifacts are represented
by constructs, models and methods. The results of the DSR methodology include these newly
designed artifacts, as well as veri�cation and validation on how and why these designed artifacts
solve the problem relevant to the social context (vom Brocke et al., 2020). The authors vom Brocke
et al. (2020) have drawn their inspiration from earlier contributions to design entities (e.g. Hevner
and Pe�ers).

2.1.1 The DSR framework

The DSR methodology is bound to a framework, which is de�ned by vom Brocke et al. (2020) and
is described as follows:

ˆ The environment (social context) de�nes the problem space where a challenge or problem
arises. This context is composed of various actors such as people, organizations but also
information which is already available such as technology, policy documents etc. vom Brocke
et al. (2020) state that in this context, needs are assessed and evaluated after which these needs
are positioned relative to the existing technology, applications, communication architectures
and development capabilities. Together these de�ne the \research problem" (vom Brocke
et al., 2020). In our research, the environment and social context consists of all stakeholders
(suppliers, insurers and supervisory bodies) in the Dutch Insurance Industry.

ˆ The knowledge base(knowledge context) provides materials, such as prior research, theories or
frameworks through which the artifact can be substantiated. In this research, the knowledge
base will consist of a Literature Study focusing on various knowledge areas surrounding
traceability (urgency, legislation, technical execution).

ˆ Design. In the design stage, the need for a solution is linked with the speci�c "knowledge
base". The Design Science Research is set out to create an innovative solution to the problem.
For establishing the "needs" and identifying the linked knowledge, existing diverse research
methods can be applied (e.g. interviews, surveys, literature reviews). With these needs, we
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will use the knowledge base to design and develop an artifact. Finally this results in an artifact
which can be tested and evaluated (vom Brocke et al., 2020). In our research, we will design
an artifact which will be a litepaper and will consist of around 20 pages, clarifying the current
requirements and practical documentation solutions for traceability.

Figure 1: Design Science Research Framework (vom Brocke et al., 2020)

2.1.2 The DSR Process

The Desgin Science Research Methodology follows the following process, including six steps which
are de�ned by vom Brocke et al. (2020) as follows:

1. Problem Identi�cation, here the speci�c research problem as well as the value is identi�ed.
For our research, the speci�c research problem was driven by the need ofStichting SIVI to
get a broader understanding about the topic of traceability. Here we identi�ed the urgency of
traceability by researching various cases as well as existing guidelines and regulations.

2. De�ne the objectives for a solution, here the objectives of a solution is inferred from the
problem de�nition and knowledge. For our research, we inferred the objectives with exploratory
interviews held by di�erent stakeholders in the Dutch Insurance Industry.
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Figure 2: Design Science Research Framework (vom Brocke et al., 2020)

3. Design and Development, in this stage an artifact is created. Because traceability is a still
evolving topic, we chose for an artifact which would �t the needs as identi�ed as well as
possible, but is still open for any future changes. In our case the artifact will be a litepaper, a
short (20 pages) explainable business report, focused on the current situation surrounding
traceability.

4. Demonstration, the artifact is to be demonstrated among the interviewed stakeholders. In
this case, this is the distribution of the litepaper in combination with step 5.

5. Evaluation, to measure whether the artifact is a good solution, the objectives are compared
with the artifact in the context. In our research, we will evaluate the artifact by sending the
lite paper to the interviewees accompanied by targeted questions.

6. Communication, the last step involves communication of the designed artifact to all the
stakeholders, as well as publishing any other related documents, e.g. the research article. This
research paper will be published along with the litepaper.
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2.2 Literature study

For the knowledge base, we executed a literature study which is part of the DSR framework. This
literature study will support the problem identi�cation and setting it design objectives, combined
with the exploratory interviews. Due to the broad nature of traceability and automated decision
making systems, we will focus on answering the following questions:

ˆ To what degree does the de�nition of traceability of automated systems apply in the �eld of
Explainable AI?

ˆ What are the existing solutions to ensure traceability of automated outcomes?

ˆ What is the legislation of traceability of automated outcomes?

To �nd relevant work, we used various search terms focused on the technical side of traceability
as well as more policy-oriented work and legislation. Terms we searched with, mostly combined,
include but are not limited to:

reproducibility traceability lineage
arti�cial intelligence explainable AI insurance industry

auditability legislation AI Act

2.3 Interviews- Thematic Analysis

For our research, we will conduct exploratory interviews and a evaluation. To structure our data,
we follow a thematic analysis approach. This instantiation is part of the DSR framework, where
it covers the environment (social context) and supports de�ning the problem identi�cation and
objectives for a solution.

Exploratory Interviews
To get a broader understanding of the current situation in the Dutch Insurance Industry regarding
the concept of traceability, we will conduct an exploratory Interviews. In the exploratory interview,
our goal is to elicitate a conversation about topics surrounding traceability such as regulations,
practices and de�ciencies. The focus lies to researching which traceability requirements apply
speci�cally for the Dutch Insurance Industry (see more at section 5).

Thematic Analysis
For the qualitative analysis of data, we followed a thematic analysis approach. Thematic analysis is
a widely used method of qualitative data analysis. Note the following points:

1. Thematic analysis is a exible method of analysis for seeking to understand experiences,
thoughts or behaviours across a data set, e.g. the transcription of interviews. Each transcription
is reviewed, after which parts are coded. Codes are speci�c highlights of a part of the
transcription which are based on speci�c topics, thoughts or �ndings. A code can be e.g.
"uncertainty about the rules", which can re-occur multiple times. With this approach, themes,
which are actively constructed patterns, can be derived from the coded parts. In turn, each
theme can consist of a feeling or meaning. Finally, these themes can be used for establishing
further needs or, following from coded parts of text in the data.
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2. For our interview, we will derive these themes inductively. This means that we will create
themes and codes following from the data investigated.

3. The data set used are audio transcriptions of the four interviews.

We will use the steps described by Kiger and Varpio (2020) which are as follows:

1. Familiarizing with the Data. In this step it is important to know what the data is about.
Kiger mentions that with auditive data, transcribing is su�cient to familiarize yourself with
the data.

2. Generating Initial Codes. This step consists of creating a coding framework in order to code
all the data. For this research, coding was done manually, but with assistance of Atlas TI
Web.

3. Searching for themes. In inductive analysis, themes are derived expressly from coded data. So
themes identi�ed will be closely linked to the original data. Here, themes are searched with
the help of grouping the codings in di�erent kind of categories. Themes can be mapped with
each other in a visual way.

4. Reviewing themes. This step consists of re-reading and revising codes and themes. Coded
data within each category should have a proper �t and adequately represent the entire body
of data.

5. De�ning and naming themes. Here a narrative description and de�nition of each theme is
created.

6. Producing the Report. In this step, a report is produced consisting of the writing process,
code and theme selection. It should consists of not only how the researcher interprets the
data, but also why certain selection for themes of the data are important and accurate.
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3 Related Work

In this section, we will shortly discuss earlier work and research related to the topic of traceability.
Hereafter, di�erent parts of each research will be used in our literature study. Note that in this
section, we briey discuss the research one by one. In the section Literature Study (4) we will
use the related work and organize it into more topic oriented structure (de�nition, legislation,
requirements, tools, etc.).

Firstly, Kroll (2021) researched and outlined traceability as a principle for operationalizing account-
ability in computing systems. He examined various ways "how traceability has been articulated in
AI principles and other world wide policy documents". With this, he distilled a set of requirements
driven by the principle of traceability and systematized various technologies to meet these require-
ments. Eventually Kroll also identi�es "gaps and needs separating what traceability requires and
the tools already available".

Another more common work is the document with "Ethics Guidelines for Trustworthy AI" (Euro-
pean Commission, 2019). This document is written by the High-Level Expert Group on AI (HLEG
AI) and is focused to support Trustworthy AI by proposing several guidelines, divided into 7 key
requirements. It also includes an assessment list with points to assess to obtain a certain level of
AI. The HLEG AI argues that Trustworthy AI consists of three components: lawful, ethical and
robust. The HLEG AI hopes to set a framework, aiming to o�er guidance for ethical and robust
AI systems. For the realisation of Trustworthy AI, the HLEG AI identi�ed 7 key requirements
where one of which includes transparency. In turn they argue that traceability is acomponent of
transparency, enabling identi�cation of reasons why or why not an AI decision was erroneous (see
more at 4.2.1). In our research, we will use this work to structure topics surrounding AI and use
the assessment list for traceability as umbrella entity.

Based on the document "Ethics Guidelines for Trustworthy AI", the European Commission,
Directorate-General for Communications Networks, Content and Technology (2021) drafted the so
called "AI Act". This draft legislation elaborates on concretizing harmonised rules on Arti�cial
Intelligence. The European Commission also proposes a regulatory framework on Arti�cial Intel-
ligence with speci�c objectives, including its trustworthiness, traceability and record-keeping. In
this research, we will frequently refer to this proposal. However, note that the act is still in draft
version and details may be changed in the future.

Mora-Cantallops et al. (2021) elaborated further on the notion of the HLEG AI that "traceability
is considered as a key requirement for trustworthy AI" and reviewed relevant tools, practices and
data models for traceability. They also "propose some minimal requirements to consider a model
traceable according to the HLEG AI". The research of Mora-Cantallops et al. (2021) proved useful
for identifying various elements for traceability as well as for reproduciblity, eventually placing
their �ndings in practical solution.

Raji et al. (2020) propose an end-to-end framework for internal algorithmic auditing to support
AI system development end-to end. They use stages for auditing, where each stage contains a set
of documents that can be reviewed or created, eventually leading to an overall audit report. This
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research, following Raji et al. (2020), intends to "contribute to closing the accountability gap in
the development and deployment of large-scale AI systems". Note that this research is focused on
closing the accountability gap and only partly covers the principle for traceability. Nonetheless
shows this research a good overview of what to consider when developing an AI system. We will
use this research to identify artifacts which should be documented to proper �t the early stated
traceability requirements.

For the more industry speci�c related work, we will use various works from the AFM & DNB.
Firstly the AFM (2018) published a report on its view on the so called "Robo Advice". In other
words, the AFM elaborates on various points of interest when it comes to advice which originates
from automatic decision making. It focuses on legislation, e.g. the Financial Supervision Act (Wet
Financieel Toezicht), as well as other important topic such as: audience, explanations, validity
period of an advice, customer data and privacy legislation.

Another work of the AFM and DNB (2019) elaborates on the recent developments of AI in the
Dutch Insurance Industry. It identi�es risks, points of interest as well as opportunities related to the
deployment of AI. More speci�cally, they highlight three technical components namely the input
data of a model, the technique used behind a model and the model outcomes. Relating traceability,
this work bridges the gap between the (technical) knowledge context and the (industry speci�c)
social context by presenting �gures about the deployment of AI and providing points of interest
matching the current situation. In our research, we will use this exploration in order to map the
questions needed to be asked in order to attain a certain level of traceability.
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4 Literature study

To support our knowledge base, we have executed a literature study. Here we �rstly expand on
the scope of automated decision making systems. Thereafter, its de�nition, urgency and relations
with other concepts. Finally presenting an overview of several focal points to consider to ensure
traceability.

4.1 The scope of automated decision-making (ADM)

In this section, we will classify various automated decision-making (ADM) systems, their application
and their place in the value chain for the �nancial industry. We follow the approach of Kroll (2021)
and try to avoid the term "Arti�cial Intelligence", which eludes a rigorous de�nition. Instead of
using the term "Arti�cial Intelligence", using the term "automation" embodies a broader range of
technological artifacts. The Association of Insurers (Verbond van Verzekraars) published an Ethical
Framework (Verbond van Verzekeraars, 2015) and also avoids the term "Arti�cial Intelligence".
The Association maintains the de�nition "Data Driven Decision Making" and does not give a
speci�c de�nition for AI. This is because the Association also follows the reasoning that the scope
should be broader than only AI techniques. "Decision Making" is not only focused to the decision
to accept customers or not. It is focused on all decisions that a insurer makes. However, in this
section and the next, note that "Arti�cial Intelligence" or "Machine Learning" terminology still will
be encountered to remain correct when we are referring to the investigated articles and literature.
Even though e.g. the terminology AI is used in the literature, our research focuses on a broader
range: "Automated Decision Making Systems" (ADM System's).

First, we will classify various ADM systems based on the assessment list for traceability of the AI
High Level Expert Group (European Commission, 2019): rule-based systems and learning-based
systems. Secondly we will expand these classes into more speci�c examples of ADM systems
structured by AI models based on the view on taxonomy of AI given by Koster et al. (2021), in
turn based on the taxonomy of Barredo et al. (2020). Thirdly, we will consider briey the current
developments around the terminology of AI by looking at the de�nition of AI in the upcoming
AI Act (European Commission, Directorate-General for Communications Networks, Content and
Technology, 2021). This all together create the scope of ADM systems in our thesis:
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Figure 3: ADM's and the categories used in this thesis

4.1.1 Rule-based and Learning-based AI systems

The AI High Level Expert Group (European Commission, 2019) makes a distinction between
learning-based and rule-based AI systems in its assessment list to ensure traceability. As the
name already states, rule-based systems are based on a pre-existing set of rules. Learning-based
systems are systems that have the ability to learn and adapt new behaviour whilst running. These
learning-based systems can be divided into supervised learning methods and unsupervised learning
methods. Supervised learning methods are machine learning (ML) methods where the available
data consists of labelled examples. Unlike unsupervised learning, where the available data consists
of unlabelled examples. We will not go into further technical detail which speci�c requirements
apply for each type of system, however we will use this distinction as well as the corresponding
assessment list of the AI HLEG to structure traceability concept's (see more at section 4.3).

4.1.2 Taxonomy of AI models by Koster et al. (2021)

For AI models, Koster et al. (2021) explained for transparent models as well as non-transparent
models how they fare with respect to transparency and explainability according to Barredo et al.
(2020). Note that explainability is another concept than traceability (see also 4.2.3). To remain
consistent, we will use this taxonomy as explained by Koster et al. (2021) to give an overview of
which systems we are talking about. Koster et al. (2021) make a distinction between transparent
and non-transparent models. Following his argumentation, transparent in this case entails that
a model hassimulatability (the degree of which a model is able to be simulated by a human),
decomposability(the degree of which a model can be decomposed into individual components) and
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algorithmic transparency(the degree of con�dence of a learning algorithm to behave 'sensibly').

Transparent models , described by Barredo et al. (2020) and Koster et al. (2021)

ˆ Rule-based, this model is often referred to "business rules" and often follows the concept of
"IF x happens, then Y". Rules are decomposed and are algorithmic transparent, however this
becomes more and more di�cult when the number of rules increases.

ˆ Linear / Logistic regression, this model takes the assumption of linear dependence between
predictors and the predicted variables. To maintain decomposability and simulatability, its size
must be limited and the variables used must be understandable by their users. Variables and
interactions are too complex to be analyzed without mathematical tools. Logistic regression
is a supervised learning classi�cation model.

ˆ Decision Trees learners, decision trees are hierarchical structures for decision making, used
to support regression and classi�cation models. It uses a decision tree as a predictive model
to go from observations (branches) to conclusions (leaves). Decision Trees is asupervised
learning model.

ˆ K-Nearest Neighbors, this model deals with classi�cation problems where it predicts a class of
a test sample based on its K nearest neighbors (where the neighborhood relation is induces
by a measure of distance between samples). K-nearest neighbours is asupervised learning
model.

ˆ General additive models (GAM)are mainly used to understand relationships between variables
in the dataset, rather than predict outcomes with a certain accuracy. The variable to be
predicted is given by the aggregation of a number of unknown smooth functions de�ned for
the predictor variables.

ˆ Bayesian Modelsusually takes the form of a probabilistic directed acyclic graph whose links
represent conditional dependencies between a set of variables. The model convey a clear
representation of the relationships between features and the target.

Non-Transparent models (Barredo et al., 2020)

ˆ Tree ensembles, often known as random forest, combine several decision trees to produce
better predictive performance. This combination of decision trees loses its transparency. This
type of model is asupervised learning technique.

ˆ Support Vector Machines (SVM)is associated with algorithms which analyse data for classi�-
cation and regression analysis.

ˆ Neural networks (NN), is a supervised learning method which resembles a neural network
of living organisms. NN comes in many di�erent shapes. Koster et al. (2021) explicitly
discusses three types: multi-layer neural networks also known as multi-layer perceptrons
(MLP), convolutional neural networks (CNN) and recurrent neural networks (RNN).
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4.1.3 On the de�nition of AI in the Arti�cial Intelligence Act proposal

A proposal for an Arti�cial Intelligence Act is dispatched to the European Council and European
Parliament, based partly on the report of the AI High Level Expert Group. Annex I of this proposal
for the Arti�cial Intelligence act (European Commission, Directorate-General for Communications
Networks, Content and Technology, 2021) lists techniques and approaches which can be used to
develop an Arti�cial Intelligence system according to Article 3, point 1 of the AI act. This includes:

"

1. Machine learning approaches, includingsupervised, unsupervised and reinforcement
learning, using a wide variety of methods including deep learning;

2. Logic- and knowledge-based approaches, including knowledge representation, in-
ductive (logic) programming, knowledge bases, inference and deductive engines,
(symbolic) reasoning and expert systems;

3. Statistical approaches, Bayesian estimation, search and optimization methods;

"

Since the proposal is currently under discussion by both the European Council and European
Parliament at the time of writing, we will maintain the categoriesrule based systems and
learning-based systems. Note that point"1. Machine learning approaches (...) including deep
learning" coverslearning based systems and point "2. Logic- and knowledge-based (...) and
expert systems;"coverslearning based as well asrule based systems.

4.1.4 Current use of ADM systems in the Insurance Industry

The AFM published an exploration of Arti�cial Intelligence in the insurance industry. The AFM and
DNB (2019) state that Machine Learning (ML) techniques are, at the time of writing (July 2019),
not used structurally or on a big scale. Insurers mostly focuses on expanding existing statistical
models and deploy ML techniques more ad-hoc or as support or control on regular models. One
speci�c example of the application of a Machine Learning method is the use of Natural Language
Processing: interpreting and understanding text data. However, this is mostly used for back o�ce
tasks such as sorting and allocating mails and not mainly used for main processes for insurers. In
the value chain, AI applications and ADM systems could be deployed on a broad range of insurance
processes such as product development, risk selection, pricing, acceptation, claim management and
fraud detection.

We have identi�ed Automated Decision Making (ADM) systems with the use of the assessment list
for traceability of the HLEG AI (European Commission, 2019) by using the categories Rule-Based
systems (RBS) and Learning-Based systems (LBS). There after, we expanded these categories by
giving examples with the taxonomy of AI models as de�ned by Koster et al. (2021) and Barredo
et al. (2020), who also make a distinction between transparent and non-transparent models. Finally,
we elaborated on the de�nition of AI with the use of the AI proposal (European Commission,
Directorate-General for Communications Networks, Content and Technology, 2021) and matched
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these with the taxonomy as well as the two categories RBS and LBS. All this together forms the
scope of the ADM systems we are talking about in this research.

4.2 Traceability and its urgency

Now we have established the scope of the systems where traceability applies to, we will discuss the
de�nition and urgency of traceability. With its de�nition, we will attempt to give a broad overview
of why traceability is an important concept and how this relates to guidelines and legislation,
eventually leading to its requirements.

4.2.1 De�nition

The terminology of traceability is a de�nition which can be used in various ways. For this research,
we will �rst discuss di�erent angles to de�ne traceability. Next we will operationalize the de�nition
which will be used in this this study. Finally, to exclude confusion, we will also elaborate on the
di�erences and connections between traceability in regard to transparency, explainability, account-
ability and reproducibility.

Traceability as in ISO 8402
Olsen and Borit (2013), discusses various de�nitions of traceability, ranging from the general term
as well as the de�nition regarding the food industry. The objective of Olsen and Borit research was
to "examine the use of the term traceability in scienti�c articles in various contexts". One of its
de�nitions of traceability Olsen gives is the one of ISO 8402 (\NEN-ISO 8402:1994 nl", 1994):

"The ability to trace the history, application or location of an entity by means of
recorded identi�cation"

This de�nition was withdrawn in 2000, but to this day, it is still commonly used various scienti�c
articles. (Olsen & Borit, 2013)

Traceability in the EU General Food Law
Another de�nition Olsen and Borit (2013) elaborates on, is a de�nition which applies to the food
industry and is speci�ed by the EU General Food Law:

"The ability to trace and follow a food, feed, food-producing animal or substance
intended to be, or expected to be incorporated into a food or feed, through all stages of
production, processing and distribution."

This de�nition literally states " the ability to trace and follow", which means that traceability in-
tends to be able to trace an entity (in this case i.e. food) through all stages of production, processing
and distribution. Note that this de�nition focuses on tracing and following the position of an entity
and di�ers from the de�nition of ISO 8420. Olsen and Borit (2013) argues that "the de�nition
by the EU General Food Law is less detailed when it comes to describing what types of proper-
ties are relevant or how traceability might be implemented". ISO 8420 however expands on this
notion by tracing the history, application or location of an entity by means of recorded identi�cation.
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Traceability in global policy documents
The European Commission (2019) set up an independent High Level Expert group on Arti�cial
Intelligence (HLEG AI). The members of HLEG AI presented seven key requirements to attain
\Trustworthy AI" in the document \Ethics Guidelines for Trustworthy AI". One of its key re-
quirements is transparency, in turn consisting of three components:traceability, explainability and
communication. In its glossary the following de�nition of traceability is mentioned:

\Traceability of an AI system refers to the capability to keep track of the system's data,
development and deployment processes, typically by means of documented recorded
identi�cation."

Note that this de�nition looks quite similar to the de�nition in ISO 8402, especially with the
phrasing "by means of recorded identi�cation".

The European Commission (2019) also states that traceability is a component of transparency,
which is in turn linked as a key requirement to attain trustworthy AI. Here, the following is
mentioned about traceability with emphasis added:

\The data sets and the processes that yield the AI system's decision , including
those of data gathering and data labeling as well as thealgorithms used , should
be documented to the best possible standard to allow for traceability and an
increase in transparency. This also applies to the decisions made by the AI system.
This enables identi�cation of the reasons why an AI-decision was erroneous which, in
turn,could help prevent future mistakes. Traceability facilitates auditability as well as
explainability"

Kroll (2021) researched a variety of global policy documents including the EU High Level Expert
Group's "Ethics Guidelines for Trustworthy AI", but also policy documents outside the European
Union coming from North-America and China. The �ndings of Kroll (2021) on traceability in these
various policy documents typically follows the same reasoning as seen in the AI High Level Expert
group's mention about traceability:

"Across a variety of global policy documents, then, we see that traceability has emerged
as a key requirement for the responsible use of software systems. This property entails
systems where the design methodology, underlying data sources, and problem de�nitions
are clearly documented and released to stakeholders"(Kroll, 2021)

Traceability and its de�nition in this thesis
With the de�nitions as explained above, we set boundaries for the scope of this research with the
help of the mentions and de�nitions of traceability in the report "Ethics Guidelines for Trustworthy
AI" of AI High Level Expert Group (European Commission, 2019), and the views of Kroll (2021)
and Olsen and Borit (2013).

First, we need to underline the word"data" . This word is used both in the de�nition as well as
in the mention of traceability to facilitate explainability. It says that traceability refers to the
capability to keep track of a system's data. In other words, the capability to keep track of the data
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sets and processes.

Second, we need to underline"development and deployment processes". In this case, the deployment
and development of an AI system. This part of the de�nition also comes back in the mention of
traceability as a requirement for explainability: "AI system's decisions, including those of data
gathering and data labeling as well as the algorithms used".

Finally, "documentation" will be another important keyword. The European Commission (2019)
state that thus both concepts around "data" and "AI development and deployment processes"
should be documented to the best possible standard, which allows traceability and increase trans-
parency. This also applies to "AI system's decisions", which enables identi�cation of the reasons
why an AI-decision was erroneous (or not).

4.2.2 Urgency

Now we have established a de�nition for traceability, other important questions arises. To what
degree does the de�nition of tracability extend? Why is this an urgent topic? In this short section,
we will consider national (Wet Financieel Toezicht) and European laws (AI act proposal) and
regulation which highlight the urgency of traceability in a juridical sense. After which, we will go
into the more technical urgency of traceability (AFM & DNB, 2019).

Financial Supervision Act (Wft)
One of the main national laws in the Netherlands is the Financial Supervision Act (Wet Financieel
Toezicht / Wft) which is monitored by the AFM. In this Financial Supervision Act, stakeholders
are obligated to guarantee compliance with the duty of care (article 4:24a Wft4) which entails that
the stakeholder should act in interest of the customer. This also entails whenever a contract has
been or can be established by e.g. a consumer and insurer, the insurer is obligated to notify the
customer of all information needed in order to enable the customer to make an adequate assessment
of the �nancial product or service. This is often called "the duty to inform " and can be found
in article 4:19 and article 4:20 of the Financial Supervision Act. Traceability supports this duty
inform in a sense that it facilitates the ability to inform whenever requested.

In a vision of the AFM at automated decision making (AFM, 2018), or how the AFM calls it "Robo
Advice", no distinction is made between "Robo Advice" and physical advice when it comes to the
duty of care. However, special attention should be made when it comes to "Robo Advice". The duty
to inform entails that all information in the advice should be correct, clear and not misleading in
accordance with article 4:19 Wft. A consumer cannot, unlike physical advice, ask verbal questions
about clari�cation or justi�cation of the advice. Whenever an algorithm is used and it turns out
an error occurs, the insurer should have a process to suspend the advice. The advisor should also
determine the impact and extent of the identi�ed error and inform and compensate its clients.
Traceability enables the advisor to establish the impact, identify where the error occurred and why.
Hence careful development of algorithms can be facilitated.

4https://wetten.overheid.nl/BWBR0020368/2020-12-29
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Whenever a third party provides a product (ADM system) which generate an automated advice,
the insurance company who eventually gives out the advice is the one who is obligated to weight all
risks and take adequate measures to comply to the duty of care (page 22, 4.1.3. from AFM, 2018).
The supplier of the product should have installed a process aimed to monitor the quality of the
product. But most the insurance company is accountable for the quality of the given advice and the
management of the underlying system. To be able to exercise accountability, the insurer needs to un-
derstand the rationale, risks and decision rules of the algorithm. Traceability facilitates auditability
and accountability (see 4.2.3). Also in the case of the use of a third party ADM system, traceability
supports the ability to monitor the given advices. It also exercises accountability in a sense that every
decision or outcome can be traced back to how that certain decision or outcome has been established.

The Arti�cial Intelligence Act
The Arti�cial Intelligence Act (European Commission, 2022) is a proposed regulation which aims
to introduce a regulatory and legal framework for AI, encompassed for all sectors and all types of
Arti�cial Intelligence. This act protects customers, among other things, e.g. against discrimination
by Automated Decision Making Systems. The proposed act aims to provide developers, operators
and users with clear requirements and obligations regarding uses of AI. This is done by a risk
based approach, where AI systems are divided into unaccepatble, high, limited, minimal or no
risk segments. A high-risk AI system will be subject to stricter obligations than a limited-risk AI
system.

At the moment of November 2022, a �nal tweak has been made which is worth mentioning:

"In a �nal tweak to the text, only algorithms used for the risk assessment and pricing of
health and life insurance are considered high risk. In contrast, the rest remains covered
by sectorial legislation. Algorithms used to evaluate individuals credit scores, credit
worthiness or insurance premiums were put in in the high risk basket. However, micro
or small companies putting into service these systems for their own use have been
exempted". (Bertuzzi, 2022)

Regarding traceability, the AI Act mentions documentation and traceability as requirement for
high-risk AI systems:

"In case infringements of fundamental rights happen, e�ective redress for a�ected person
need to be made possible by ensuring transparency and traceability of AI systems
coupled with strong ex post controls" (European Commission, Directorate-General for
Communications Networks, Content and Technology, 2021)

Furthermore, Article 12 Record-Keeping5 goes into detail of the capability of enabling automatic
recording of events. It says that "the logging capabilities shall ensure a level of traceability of the
AI system's functions throughout its life cycle that isappropriate to the intended purpose of the
system". Here after, the article provides a few minimum requirements of the logging capabilities
such as: period of use, input data, reference database and identi�cation of natural persons.

5https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:52021PC0206&from=EN
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Considering this act, the urgency of traceability in the Insurance Market comes forward in two ways.
Firstly, in most cases insurance related processes using AI systems or automated decision making are
considered as a high-risk AI system by the AI act (especially assessment and pricing of health and
life insurances) (Bertuzzi, 2022). This means that stricter rules and requirements apply and ensuring
traceability is considered as a requirement for e�ective redress in the case of infringements. At last,
Article 12 Record-Keepingespecially applies for high-risk AI systems, hence these stipulated clauses
also must be met. At the moment of drafting this thesis (November, 2022), the European Commission
is now waiting for co-legislators to �nalize their positions. After this, inter-institutional negotia-
tions between the European Parliament, European Council and European Commission will be made.

4.2.3 Traceability and its relation to other concepts

Now we have established the de�nition of traceability and its urgency emerging from legislation
and risks, we will elaborate how traceability relates to other concepts. Traceability lies close to
other concepts such as reproducibility, auditability, accountability, explainability, replicability and
repeatability. In this section we will attempt to rule out confusions and make clear when we talk
about traceability or other concepts.

Kroll (2021) examined "various ways in which the principle of traceability has been articulated in AI
principles and other policy documents from around the world". Kroll summarized that "traceability
has emerged as a key requirement for responsible use of software systems. This entails design method-
ology, underlying data sources, and problem de�nitions being clearly documented and released to
stakeholders." Note that this summary is in line with the de�nition of traceability used in this paper.

Kroll (2021) further argues that traceability encompasses auditability as well as testability of
systems both during development and operation. Auditability is the ability to audit: "to conduct
an o�cial examination of the accounts of a business and produce a report" (Cambridge Dictionary,
2022). Furthermore, Kroll (2021) conclude that traceability seeks to relate disclosed information to
whom to hold responsible in cases of both failure and success. Here, traceability provides a link
between transparency, provenance and accountability.

Kroll (2021) also states that "traceability is an expansive concept, serving many values both
concrete and abstract". Here "traceability ties the reasons a system works as it does to its current
operation". Again, this supports audits and interrogation, in turn serving and operationalizing
accountability. But traceability also provides a path to understand systems integrity both in systems
of complexity and security.

"If an adversary were to substitute or modify components of or inputs to the system for
some or all decisions, robust traceability would require that this manipulation become
visible to a�ected parties" (Kroll, 2021)

Related, a traceable system encompasses aspects of explainability: "a traceable system must be
understandable to humans who are intended to trace its operation" (Kroll, 2021). Finally, trace-
ability serves to make plain the reasons behind failures. This shows where and which design choices
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investigators can make an analysis of once an undesired behaviors occurs.

Traceability and Reproduciblity
Traceability is commonly confused with other terminology such as repeatability, replicability and
reproducibility. Mora-Cantallops et al. (2021) state that traceability intersects with these concepts.
They mention the de�nitions of repeatability, replicability and reproducibility stated by the
Association of Computing Machinery (ACM) as follows:

ˆ Repeatability (Same team, same experimental setup), a researcher can reliably repeat his/her
own computation.

ˆ Replicability (Di�erent team, same experimental setup), an independent group can obtain
the same results using the authors own artifact's.

ˆ Reproducibility (Di�erent team, di�erent experimental setup), an independent group can
obtain the same results using artifacts that they develop completely independently.

Gundersen and Kjensmo (2017) also argue for a distinction of replication and reproducibility.
"Replication is seen as re-running the experiment with code and data provided by the author".
Note that this is in line with the de�nition given by the ACM. We will use the de�nition, which is
in line with Gundersen and Kjensmo's de�nition, for reproducibility in this research:

ˆ Reproduciblity in empirical AI research is the ability of an independent research team to
reproduce the same results using the same AI method based on the documentation made by
the original research team. (Gundersen & Kjensmo, 2017)

Gundersen and Kjensmo (2017) also proposed three di�erent degrees of reproducibility, where an
increased degree suggest in an increased generality of an AI method:

ˆ "R1: Experiment Reproducible. The execution of the same implementation of an AI method
produces the same results when executed on the same data. Everything required to run the
experiment is needed to reproduce the results."

ˆ "R2: Data Reproducible. An experiment is Data Reproducible if an alternative implementation
of the AI method is used, executed on the same data. It requires only the method description
and exactly the data. However, di�erences in software and hardware could have signi�cant
impact on software."

ˆ "R3: Method Reproducible. Here the execution of an alternative implementation of the AI
method produces the same results executed on di�erent data."

In later research from the same author Gundersen et al. (2018), it is argued that R2: Data Re-
producibility is often called replicability. In turn Mora-Cantallops et al. (2021) argues that the
guidelines for trustworthy AI by the HLEG AI is concerned about assuring replicability. For this
research, we will consider replicability (R2 Data Reproducible) as an important part of traceability.
This will be elucidated in "Requirements and focal points to ensure traceability" [4.3].
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4.3 Requirements and focal points to ensure traceability

In the previous section, we elaborated on the de�nition of traceability, its urgency and its connection
with other concepts. In this section we will discuss various requirements and practical focal points
needed in order to obtain a certain level of traceability. Because of the upcoming AI act, based
on the Ethics Guidelines for Trustworthy AI by the HLEG AI, we will use the assessment list of
the HLEG AI as umbrella topic in order to structure various steps to execute traceability technically.

Figure 4: Topics to consider when ensuring traceability, based on the HLEG AI's assessment list.

The AI High Level Expert Group of the European Commission (2019) published a non-exhaustive
assessment list in the report "Ethics Guidelines for Trustworthy AI" to operationalize the 7
requirements for trustworthy AI. This assessment list is primarily addressed to developers and
deployers of AI systems and compliance with this assessment list is not evidence of legal compliance.
However, it gives a good overview of various components needed to be documented. For the
requirement of transparency with its componenttraceability, the questions to assess are the
following:

"
Did you establish measures that can ensure traceability? This could entaildocument-
ing the following methods:

Methods used for designing and developing the algorithmic system:

ˆ Rule based AI systems: the method of programming or how the model was built;

ˆ Learning based AI systems: the method of training the algorithm, including which
input data was gathered and selected, and how this occured;

Methods used to test and validate the algorithmic system:

ˆ Rule-based AI systems; the scenarios or cases used in order to test and validate;
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ˆ Learning based model: information about the data used to test and validate

Outcomes of the algorithmic system:

ˆ The outcomes of or decision taken by the algorithm, as wel as potential other
decisions that would result from di�erent cases (i.e. for other subgroups of users).

"

Note that this assessment list does not specify how to document these methods and outcomes, but
only what in a very abstract way. For example:"Learning based AI systems: the method of training
the algorithm, including which input data was gathered and selected, and how this occured"does
not specify any minimum requirements or explanations to document, in this case, i.e. input data.
Taking this into account, this assessment list still does give a good generic overview of what to
document: "methods for designing, methods to test and validate and the outcomes of algorithmic
systems".

Kroll (2021) expanded on the notion of traceability he reviewed in various policy documents,
including the published report "Ethics Guidelines for Trustworthy AI" from the HLEG AI. Based
on these various policy documents, Kroll gives a broader set of requirements driven by the
conceptualization of traceability in these documents. Kroll clearly states that "these requirements
should be viewed as a lower bound. Other activities depending on the application context may be
required". He divides this into 5 di�erent areas: Design Transparency, Reproduciblity, Operational
Recordkeeping, Human Understanding and Auditabiltiy. Besides the requirements stated by Kroll,
several proposals exists about requirements and artifacts to be documented in order to adhere
to the principle of traceability and accountability. Raji et al. (2020) for example, "introduced a
framework for algorithmic auditing that support arti�cial intelligence systems end to end". The
authors suggest artifacts, such as a set of documents, that form tall together an audit report. Raji
et al. claims that "this proposed auditing framework is intended to contribute to the accountability
gap in the development and deployment of large scale arti�cial intelligence systems". We will also
try to follow this approach by suggesting artifacts as well as topics to consider by implementing
traceability. Firstly, we'll go over the topics and artifacts to consider in the design and development
stage. There after, Test and Validation is considered and �nally, outcomes as a whole is considered.

4.3.1 Design and Development

The �rst category which should be considered, are measures which can be established for document-
ing methods used for designing and developing an algorithmic system. Transparent and traceable
documentation in the design phase about how and why an ADM is built is necessary to call out
intended and unintended misuse (\ABOUT ML Reference Document, Research Themes on Docu-
mentation for Transparency", 2021). Kroll (2021) argues that for design and development: "design
choices should be made available to stakeholders a�ected by the system's operation, which could be
accomplished via transparency, such as making system source documentation, code or data avail-
able". However, "just" making source code and its documentation available" is not an obvious option.
Most of the time stakeholders, such as consumers or judges, do not have the knowledge to simply
interpret available code or business rules. Not only the amount of code or business rules used will an
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issue, but also the copyright and privacy constraints. To tackle this issue, we will consider other ap-
proaches for documentation, rather than simply "making development and design sources available".

Requirements and disclosures
Kroll (2021) argues that design proceeds from requirements because traceability asks which and why
certain design choices were taken. Requirements, often speci�ed in arequirement document, describe
the systems function and how the system's goals are implemented by the designers. Whenever
requirements are not speci�ed formally Kroll argues that there should at least be a "written and
ambiguous source in natural language, where the development proceeded from". Many models or
system that are a result from exploratory or trial and error processes (e.g. data science practices),
must be added with semantic descriptions that accompanies that process. This includes the reasons
why a particular choice was or was not made, as well as how certain choices are deemed worthy.

In the development process, collecting documentation mainly implies collecting the documentation
of: the record of data, model dynamics, design documents and other product development artifacts.
However at times documentation, especially privacy sensitive artifacts, cannot be made available
easily. Documentation can also be distributed across di�erent teams and stakeholders (Raji et al.,
2020). Also in the case of rule based systems due to the huge amount of rules, documentation can
lose over sight and become not understandable.

In this certain cases, retroactive documentation can be enforced with disclosed artifacts. E.g. Raji
and Yang (2019) proposes some key artifacts.

ˆ Design Checklist. This checklist is a method of taking inventory of all expected and generated
documentation in the development process. It ensures which scope of the expected system as
well as its documentation needs to be considered, enabling traceability in case of an audit.

ˆ Model cards & Datasheets: Two recent standards for more auditable documentation are model
cards & data sheets. Model cards is a recent standard explored in a Google Research paper
which leveraged to create audible documentation. Mitchell et al. (2019) suggests that models
can be documented with their detailed performance characteristics in a so called "model
card". A model card, as described by Raji et al., "should include information how the model
was built, its assumptions and what type of behaviour it experienced with certain groups
of data". "A robust model card is key to documenting intended use of a model, as well as
information about evaluation of the data, model scope and risk, and what might be a�ecting
model performance" Raji et al. argues. He also mentions that Model cards are intended to
complement "Datasheets". We will elaborate on Datasheetes for Datasets in the data section
(4.3.2)

Fact sheets
Another disclosed format to document ADM systems we like to elaborate on are Fact Sheets. Fact
sheets (Arnold et al., 2018) focuses on increasing trust in AI services by suggesting a comprehensive
set of declaration items tailored to AI. Arnold et al. (2018) envisions that Fact Sheets help to
increase trust in AI services by documenting purpose, performance, safety, security and provenance
of information to be completed by AI service providers for examination by consumers. A Fact Sheet
contain sections on all relevant attributes of an AI service. The Fact Sheet is composed into several
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categories: statement of purpose, basic performance, safety, security and lineage (traceability). The
following questions, compiled by Arnold et al. (2018) aim to overview how a provider keeps track of
details that might be required in the event of an audit by an third party. Note that the list below
functions as an example and does not include all the questions from a Fact Sheet. The list is taken
as example one-to-one from Arnold et al. (2018).

" Does the service provide an as-is/canned model? Which datasets was the
service trained on?

ˆ List the training data sets

ˆ Where there any quality assurance processes employed while the data was collected
or before use?

ˆ Were the datasets used for training built-for-purpose or were they re-purposed/adapted?
Were the datasets created speci�cally for the purpose of training the models o�ered
by this service?

For each dataset: Are the training datasets publicly available?

ˆ Please provide a link to the datasets or the source of the datasets

For each dataset: Does the dataset have a datasheet or data statement?

ˆ If available, attach the datasheet; other-wise, provide answers to questions from
the datasheet as appropriate [to insert citation]

Did the service require any transformation of the data in addition to those
provided in the datasheet? Do you use synthetic data?

ˆ When? How was it created? Briey describe its properties and the creation proce-
dure.

" (Arnold et al., 2018)

Versioning
Early development methodologies followed a "waterfall" process where a linear path from design
to deployment was followed. Kroll (2021) states that due to often diversions along this path or
changes in the environment by the time a system was deployed, "iterative" modalities of software
development emerged and versioning control became more and more important. For this kind
of development, Kroll (2021) argues that version control of digital artifacts like code, data sets
and model products can be enhanced with powerful general versioning-focused methodologies.
Gundersen et al. (2018) also recommends to use versioning focused methodologies such as source
code repositories to enhance reproduciblity. Gundersen et al. recommends code repositories e.g.
general repositories such as GitHub, or language speci�c repositories such as CRAN for R code.
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4.3.2 Input Data

The second category which should be considered, is the input data. In other words, how is this
input data gathered and selected and how did this occur? Note that in the assessment list of the
HLEG AI, input data is explicitly stated at documenting the learning based models. In this section,
we will be focusing on practical methods to document and disclose datasets used.

Datasheets for datasets
Data provenance has been rarely discussed in the machine learning community (Gebru et al.,
2018). No standardized procedures currently exists for documenting machine learning data sets.
To address this gap, Gebru et al. (2018) proposesdatasheets for datasetswhich is "inspired from
the electronics industry where every component is accompanied with a datasheet describing its
operating characteristics, test results, usage and other information" (N.B. the di�erence between
factsheets is the focuses of the documentation: factsheets focuses on the whole ADM system whereas
datasheets for datasets focuses on datasets).

Gebru et al. (2018) states that datasheets aims to increase transparency and accountability, mitigate
unwanted biases and facilitate greater reproduciblity of machine learning results. By answering a
set of questions, information that a datasheet for a dataset might contain is elicited. "It is grouped
into sections, which matches roughly the dataset life cycle: motivation, composition, collection, pre-
processing/cleaning/labeling, use, distribution and maintenance" (Gebru et al., 2018). Datasheets
have begun to pilot in organisations such as Microsoft, Goole and IBM.

4.3.3 Testing and Validation

For testing an validation, the HLEG AI states that methods used to test and validate an algorithmic
system should be documented. For rule based sytems, this could include scenarios or cases in order
to test or validate the system. For learning-based systems, it includes information about the data
used for test and validate.

Testing
Kroll argues that the gap between what is known to the developers and what is known to the
stakholders should be minimized. When testing a model or algorithmic system, a system should
have and release information about their test and evaluation plans. To minimize this gap, it neces-
sarily requires disclosing information about the design as well as information about the system's
performance under test (Kroll, 2021). Also the HLEG AI states that methods used to test and
validate a system should be documented. In speci�c for rule-based systems, the scenarios and use
cases in order to test and validate. In most cases this could be a set of documents showing the
concrete rules used in a certain case. But when there are many rules applied, men can lose oversight
and solely a document containing all the rules can be to big. In this kind of cases, speci�c scenario's
should be given with trace links between each step.

Validation - Reproducibility
To enhance validation, Kroll argues the following about Reproducibility:
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"It should be possible to reproduce even abstract conclusions from data or any reported
experimental results that claim scienti�c or important authority. If a system's behavior
cannot be reproduced, its intentions cannot be made plain to an outside stakeholder.
With reproducibility, an external stakeholder can verify why and how a system was
designed a particular way or what a system will be able to do. A risk is the loss or
modi�cation of development information (code, data, built components). Thus, robust
reproducibility of both artifacts and conclusions must be a requirement for any traceable
system."

A study by Olorisade et al. (2017) identi�ed a set of factors that e�ect reproduciblity based on re-
producing six studies proposing text-mining techniques. The key aspects to facilitate reproducibility
are listed below.

ˆ Dataset: Information about the location and retrieval process of the dataset is needed. This
could be a data repository.

ˆ Data preprocessing: The process of ridding the input data of noise and encoding it into a
format acceptable for the algoirthm. An independent party should be able to follow and
repeat how the data was preprocessed.

ˆ Dimensionality reduction: In text mining feature vectors (features translated into numerical
vectors) from the preprocessing process, are usally large and sparse. Therefore, the details of
the dimensionality reduction technique(s) should be provided alongside the output details to
allow for comparison.

ˆ Dataset Partitions: Details of how the dataset was divided for use as training and test data
(and sometimes validation data).

ˆ Model Training: The process of �tting the model to the data. It is crucial to make as much
information available as possible. Necessary information include: 1) study parameters, 2)
proposed technique details (codes, algorithms etc).

ˆ Model assessment: Measuring the performance of the model trained. Here also proposed
technique details should be documented to the best possible way.

ˆ Randomization control: Most operations of machine learning algorithms or other algorithms
involves randomization. Hence it is essential to set seed values to control the randomization
process in order to be able to repeat the process.

ˆ Software environment: Software packages and modules are in continual development. That is
why it is important that details of the software environment used (modules, packages, version
numbers, OS) be made available.

ˆ Hardware environments: Sometimes, some outcomes can only be reproduced on environments
which can handle e.g. large data volumes. Therefore, hardware information is sometimes
essential.
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Many existing tools exists which aim to support "methods reproduciblity" or also called "replicability"
of AI systems. Mora-Cantallops et al. (2021) compared a list of tools based on various aspects the
tools capture, which is shown in Figure 5. The horizon header displays the various aspects, such as:
environment, code provenance etc. In the left side column, the name of the tool is named.

Figure 5: Comparison between tools that aim to support \methods reproducibility" research
(Mora-Cantallops et al., 2021).

Overall Mora-Cantallops et al. state that "more complete tools cover well the technical side of
replicability (environment, code, data, and provenance)". However, narrative seems to receive
less attention. Narrative entails providing detailed information about textual description of the
motivation about selecting a particular set of data, model construction or testing. Capturing
the environment entails e.g. being able to replicate and capture the OS or software environment.
Additionally, no tool brings focus on potential alternative decisions, which is explicitly considered
in the HLEG AI guidelines. Finally it is worth noting that some tools are no longer supported or
frequently updated. (Mora-Cantallops et al., 2021).

Main elements required for traceability, if aimed for AI systems that are fully replicated, is discussed
by Mora-Cantallops et al. (2021). According to the authors, "the table may serve as a guide for a
minimal set of requirements for tools and frameworks".
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Figure 6: Guide for a minimal set of requirements for tools and frameworks required for traceability
and replicability (Mora-Cantallops et al., 2021).

Validation - Auditability
"Another component of the traceability principles is that they support auditability of systems"
(Kroll, 2021) (4.2.3). First, the system must maintain su�cient records during development and
operation. This must be done in a way so that "their creation can be reliably established and
reproduced" (Kroll, 2021). The task of the term audit is using the traceability principles more
in line with assessment. In accounting literature, an audit compares recorded evidence to reality
and policies to determine whether that evidence is reliable. Kroll (2021) states the following about
assessments and audits:

"An assessment is the ascription of some value to that evidence or a judgment about
the meaning of that evidence. Impact assessments are valuable insofar as they enable
traceability, and considering the requirements of traceability can help establish the
scope of appropriate impact assessment. " (Kroll, 2021)

Validation - Operational Record keeping and Pipelines
Traceable systems are required to maintain records of their actions and agents. However, which
speci�c records to keep, the duration and the manner of keeping, are all contextual questions.
Involvement of industry speci�c experts as well as subject matter experts who have knowledge of
the technology and the industry is necessary to start a valuable record keeping structure.

Transparency could be disclosed through the intervention of trusted oversight entities. However,
Kroll (2021) also argues that it is possible to use tools from cryptography to bind the contents of
records to the computations performed on those records, when portions of retained information
must remain secret or private. An alternative model is to vest record keeping and data access in a
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trusted third party.

The AI Act (European Commission, Directorate-General for Communications Networks, Content
and Technology, 2021) includes an article about "record-keeping"(Article 12) . In short, it says
that:

"AI systems shall be designed and developed with capabilities of enabling automatic
recording of events. These logging capabilities shall ensure a level of traceability of the
AI system's functioning throughout its lifecycle that is appropriate to the intended pur-
pose of the system." (European Commission, Directorate-General for Communications
Networks, Content and Technology, 2021)

A minimum is mentioned where high risk AI systems shall provide at minimum:

ˆ Recording of the period of each use of the system

ˆ The reference database against which input data has been checked by the system

ˆ The input data for which the search has led to a match

ˆ The identi�cation of the natural persons involved in the veri�cation of the results

Kroll (2021) argues that traceability requires record keeping both at the development and opera-
tional stage. Here the trade o� between "direct policy enforcement via the design and compliance
with speci�cations and the detection of policy violations via record keeping and review should be
considered". Structured logging is a well studied problem in computing. Kroll (2021) states that
many authors have called for the use of structured record keeping tools. Along with traditional
software engineering an project management disciplines (life cycles), Kroll says that tools for
reproducibility and record keeping comprise a set of currently available techniques which improve
traceability but are also currently underused.

4.3.4 Outcomes

The AI HLEG assessment list for traceability by the European Commission (2019) explicitly state:
"Documenting the outcomes of or decision taken by the algorithm, as well as potential other
decisions that would result from the same cases".
Traceability requires that systems be transparent, not just about their function, but also about
whether that function is appropriately communicated to operators and other a�ected humans. It is
important that all the registered documentation is understandable for (inexpert) stakeholders.

Mora-Cantallops et al. (2021) calls this "Semantic Interoperability", or in other words the under-
standability between the elements of requirements of traceability, the outcomes and the correspond-
ing industry speci�c context. In the case of Dutch Insurance Industry, technical elements of the
development and deployment process, as well as outcomes from ADM systems should be mapped
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to understandable an relevant terminology for this speci�c industry.

Because outcomes also relate to the concept of explainability, we will refer to the research of Koster
et al. which goes into further detail on explainability of the outcomes of Automated Decision
Making Systems.
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5 Exploratory Interviews

5.1 Stakeholders of the Dutch Insurance Industry

The Dutch Insurance Industry consists of di�erent parties and actors who do business with each
other (De Stichting Vervoeradres, 2022) :

ˆ Insurance Companies, mostly "Naamloze Venootschap" or Limited Companies, take out
insurance policies for their own account and risk. Besides "normal" insurance companies,
there exist proxy companies and agents. These proxy companies underwrite insurance, on
behalf and for the account of an insurer.

ˆ An insurance broker is a proxy company that mediates the conclusion of insurance policies
between policyholder and insurer at (big) insurance exchanges. A characteristic of an insurance
broker is that the broker consults with a policyholder on the terms of an insurance policy
and submits it to the insurer.

ˆ An insurance intermediate is a proxy company that mediates insurance policies between
policyholder and insurer in the private market.

ˆ An policy holder is a consumer or a company that purchases an insurance from an intermediate
or insurance company.

Besides these stakeholders, there are two supervisory bodies and various non-binding organizations
who regulate and audit the insurance companies. The two supervisory bodies are the "Autoriteit
Financi•ele Markten - AFM" and the "Nederlandsche Bank - DNB". DNB focuses on solid and
trustworthy �nancial institutions to adhere to obligations. AFM is responsible for behavioural
supervision. Both conduct audits and test and work closely together.

Another important actor is SIVI , which is an independent research and standardization institute
for �nancial services. SIVI develops and adminster standards for digital business in the insurance
industry and more.

To get a broader understanding and familiarity with the insurance domain, we conducted 4 interviews
with 3 kinds of stakeholders:

ˆ A major insurance group (A), consisting of around 4000 employees and o�ers a range of
services varying from insurance to mortgages. With this stakeholder, we interviewed a data
scientist as well as an ethicist in two separate interviews.

ˆ A smaller insurance intermediate (B), consisting of around 100 employees. O�ering mostly a
range of business insurances. Here we interviewed a manager of operations and a software
developer.

ˆ A software vendor (C), consisting of around 50 employees. O�ering mostly software solutions
for the �nancial industry. Here we interviewed a lead business analyst, which was an expert
on the application of their products as well as the technical side of development.
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The goal of our interviews is to get an understanding of the current state of the knowledge, policies
and application of traceability guidelines in the insurance domain. Please note that these interviews
focuses on exploring the needs and demands around traceability, where we will eventually be looking
for a base for a practical solution. To support this, topics in the interviews are focused on the
following:

ˆ What kind of automation methods are used, for what purpose and which goals?

ˆ Do these parties have (extensive) knowledge of the existing guidelines for "Trustworhty AI"
by the European Commission HLEG AI as well as the guidelines from "Het Verbond van
Verzekeraars"?

ˆ How are these guidelines (o�cially) implemented in the organization?

ˆ Did these parties experience situations where traceability, as requirement, was needed in
order to meet a certain demand?

ˆ What kind of gaps, de�ciencies or questions do these parties have in order to meet the
requirements for traceability?

The �rst contact with these parties was done by SIVI. Hence forward, interviews were planned
with a interview time of 45 minutes. In all cases, this time was su�cient to get enough information.
For our research, we followed a thematic analysis approach as de�ned by Kiger and Varpio (2020).
For familiarization with the data, we transcribed the recorded interviews to text. Here we already
get a little understanding about the content of the the interviews. After all the interviews were
transcribed, we started coding. We derived some code's such as: "third party involved", "external
data", "lack of knowledge or expertise", "unclear who is responsible". Eventually we coded the 4
interviews and used the report function to see whether a code came back frequently. An example of
a code which came back very often was "lack of knowledge or expertise", especially regarding the
regulation of traceability. With this, we created a few themes and topics which returned often in all
4 interviews. After this, we reviewed all the data again an re coded some parts when necessary.
Eventually we de�ned themes with a narrative description in a working document. Instead of
producing a standalone report, the �ndings can be found in 5.2.
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5.2 Findings

To answer the questions in the interview, we will go through each question and the response of each
company. Each person and/or company is labeled with A, B, C (see stakeholders at the beginning
of 5.1).

Automation methods used
All companies do use di�erent automation methods. Company A uses the most broad range of
automation methods from NLP, Dynamic Pricing to Fraud Detection. Their developed methods are
used in their so called business line. Company B started using soft rules for its automated decion
making processes and uses this mostly to this day. They also uses Fraud Detection modules from
third parties (FRISS). Company C, the software vendor also mostly uses a business rule engine for
their software.

Knowledge of traceability guidelines

ˆ Company A's data scientist was not familiar with the guidelines of the AI High Level
Expert Group from the European Union. However, its data scientist was familiar with the
guidelines and tried to translate/transpose various ethics guidelines to understandable working
documents.

ˆ Company B did not really specify whether they where familiar with these guidelines or
not. However they speci�ed that they lack people who have enough knowledge to practice
traceability.

ˆ Company C was not familiar with the guidelines, but do have a development process.

Implementation of traceability guidelines

ˆ As already mentioned, company A's data scientist was not familiar with the guidelines.
They do have best practices to comply to various requirements for explainable AI, including
traceability. They are not o�cial policy documents, but best practices which everyone adheres
to as best they can. The ethicist of company A said that the topics surrounding explainable
AI was very distributed over the company. Right now, they are working on getting to land all
those topics on di�erent places in the organization.

ˆ Company B do not have o�cial policy documents. They do think it is a nice development
that models are developed for this, but they also consider that it can lead to over-regulating.

ˆ Company C, the software vendor, adheres mostly best practices for developing, testing and
implementing machine learning applications. They do have a development process and working
documents, but not o�cial guidelines or policies to account for traceability.

Situations where a result had to be reproduced
All companies did not encounter a situation where a result had to reproduced which was resulting
from an arising complaint, request or obligation. However, they all claim that they can reproduce
an outcome if needed.
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ˆ Company A keeps scripts and data in versioning control hubs. They add inline commits about
the choices made and explain more about the code / alternation in their commits.

ˆ Company B uses XML data/documents to explain their choices for certain decisions/outcomes
which they add to their customer �le.

ˆ Company C elaborates on the business rules used and also provides the opportunity for
inspection if requested.

Other gaps, feelings, de�ciencies or questions regarding traceability
Below, we will list other gaps, de�ciencies and questions found which we think is worth mentioning.
Here we will not specify each company if it is a theme that recurs often. If a certain theme only
appears in one company, we will of course mention this.

ˆ Accountability internally, companies are also con�dent that the results generated by an
automated system can be accounted for by another human. How they do this in a practical
sense varies from each company.

ˆ Accountability externally, a issue that emerged is the one of accounting for external data and
outcomes. For example, if you use external data sources or third party applications.

ˆ Lack in knowledge and expertise. There is often uncertainty as to whether a company has
su�cient knowledge or expertise about the topic of traceability. Speci�c guidelines, minimum
requirements or other policies are not always clear: "when is su�cient, su�cient enough" -
Company A.

ˆ No standardization. There is lack of standardization and o�cial policy documents. Right now,
best practices for the machine learning processes are used. "We think we come very far whilst
not using o�cial policy documents or standards".

ˆ Need for base set of compliance and practical solutions. There is a call for a base set of com-
pliance and useful grips in order to counter the lack of knowledge and lack of standardization.
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6 Results

In this section, we will present the results from the Design Science Research process. First, we will
dive into the problem identi�cation and identify why traceability of outcomes is an urgent topic
and which problems arise. Second, we discuss the results from the exploratory interviews, and map
these into objectives for a solution. There after, we will go into the creation of the artifact and
underpin the artifact with the found literature and objectives. Lastly, we discuss the results of the
validation process, based on the work of Riemenschneider et al. (2002).

6.1 Problem identi�cation

The identi�cation of the problem starts with the current situation of traceability. This resulted in
the presentation of several industry speci�c cases that have shown the need for su�cient traceability.
Not only these cases stipulate the urgency for traceability, but also various authors discuss the
urgency and argue that, to tackle such cases, there is a need for practical mechanisms to ensure
traceability and move beyond guidelines.

AFM and DNB (2019) state that "an insurer should be able to identify the relationship between the
outcomes, the model and the input parameters" and Brundage et al. argue that standard setting
bodies should work with academia and industry to develop traceability (audit trail) requirements
for safety critical applications (such as insurancy) of AI systems.

Also regulations and guidelines, such as the Financial Supervision Act and the AI-act, resulted
in the identi�cation of the urgency of traceability. In the Financial Supervision Act, its urgency
comes forward in compliance where insurers are obligated to comply to the "duty to inform" as
well as the "duty of care". Here traceability is needed to support these obligations. It enables an
advisor, in case of an error, to establish the impact, identify where and why the error occurred.

The AI act states that especially with the use of high risk AI systems (which is the case in the
insurance industry) traceability should be considered as a primary requirement. Here, in case
infringements of rights happen, e�ective redress can for the a�ected person can be made possible by
ensuring traceability. (European Commission, Directorate-General for Communications Networks,
Content and Technology, 2021)

In conclusion, the problem identi�cation arise from various sources. Industry speci�c sources,
regulations as well as earlier research identify that there is a need for practical mechanism which
elaborate on the requirements for traceability.

6.2 Objectives for a solution

The exploratory interviews resulted into 3 main objectives which can be implemented a potential
solution (see more at 5):

1. Clari�cation of guidelines and regulations. Some interviewees were familiar with guidelines
for traceability, but most of them were not. That is why the �rst objective should be the
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clari�cation of the existing rules and guidelines which apply when trying to guarantee
traceability.

2. Base set of requirements. What are the requirements for traceability? When is good, good
enough to comply to these traceability requirements? This objective is to establish a base set
of requirements, based on the need for structure and oversight.

3. Preventing over-regulation. The interviewees have indicated that there is a call for a practical
solution, but fear the issue of over-regulation. The objective we have established is that the
artifact should be a practical hands on solution, without restricting stakeholders to their own
needs.

Here objective (1) clari�cation of guidelines and regulations as well as objective (2) base set of
requirements can be achieved without violating objective (3) preventing over-regulation.

6.3 The Artifact

Looking for the best �t with the stated objectives, we have chosen a litepaper as artifact. A
litepaper is a document designed to compactly set out a topic or information. This means that
a litepaper should be easy to read, not too technical, and provide support for the reader's daily
work. It is meant for guidance for developers, as well as an elaboration for non-technical stakeholders.

The litepaper is designed to clarify the requirements and guidelines for traceability from various
instances. There after, various points of interest in the categories Design & Development, Testing
and Validation and Outcomes are discussed together with corresponding questions, explanations
and examples.

6.4 Demonstration

The demonstration of the artifact is done by emailing the litepaper to the interviewees together
with a response form. In total the litepaper consists of 20 pages and is written in Dutch. We have
included the litepaper in the appendix of this research.

6.5 Validation

For the validation of the artifact, we follow an approach based on the work of Riemenschneider et al.
(2002) who examined and compared �ve theoretical technology acceptance models. An acceptance
model is a model where various constructs and determinants are proposed to validate the acceptance
of software. In the research of Riemenschneider et al., usefulness, voluntariness, compatibility and
subjective norm (social factors) were found signi�cant as determinants of the intention to use the
reviewed technology or software. Beside these four signi�cant determinants, we will use two more
measurement scales (behavioral intention and ease of use) to compile a set of questions for the
validation of the artifact. In this section, we will present the questions, as well as the results on the
response of these questions. For the responses, the number in the parentheses are the given scale
with 5 as the highest (e.g. most likely to disseminate the litepaper, most useful) and 1 the lowest
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(e.g. less user friendly, less appreciated).

Behavioral intention

ˆ On a scale of 1 to 5, to what extent do you plan to disseminate and use the litepaper in your
organization?

{ (3): Interviewee A states that due to the ongoing implementation of ethics guidelines,
the artifact would de�nitely be taken into account.

{ (4): Interviewee B states that they will disseminate the litepaper to selected receipents in
the organisation.

Usefulness

ˆ On a scale of 1 to 5, to what extent does the lite paper contribute to new knowledge about
traceability requirements?

{ (5): Interviewee A, who did not had a lot of technical knowledge about traceability, states
that the information in the litepaper is new and useful surely useful.

{ (4): One interviewee states that in particular, the litepaper helps to raise awareness about
traceability and make it of the development process.

ˆ On a scale of 1 to 5, would this litepaper make it easier to do your daily work?

{ (2): Interviewee 1, who is an ethicist, states that he will consult data scientist colleagues
for the application and interpretation of the litepaper in daily practice.

{ (3): Interviewee 2 states: "We already perform many steps in our process that ensure
traceability and acknowledge steps as well. But in terms of documentation regarding
traceability, we could still make improvements."

ˆ On a scale of 1 to 5, how useful do you �nd this litepaper?

{ (3): For its usefulness, interviewee 1 can not yet determine to which extent the litepaper
will be used, but any best practices and examples in this area may prove useful at some
point.

{ (4): Interviewee 2 experiences the points of attention presneted in each section as valuable.

Ease of use

ˆ On a scale of 1 to 5, how user-friendly do you �nd this litepaper?

{ (5): Interviewee 1 states that the litepaper is well organized and clearly written.

{ (4): Interviewee 2 states that the litepaper is good readable and has a clear structure.

ˆ On a scale of 1 to 10, how clear and understandable do you �nd this litepaper?
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{ (5): Interviewee 1 states that for him, the litepaper contains mostly new technical
information, however the litepaper su�ciently appeals to his imagination partly because
of the literature and references in relation with the ethical framework, data ethics and
data science supporting it.

{ (5): Interviewee 2 states that with knowledge about software development and experience,
the litepaper is understandable.

Subjective Norm / Social Factors

ˆ On a scale of 1 to 5, to what extent would colleagues appreciate or accept if you used this
litepaper?

{ (3): Interviewee 1 states that it is hard to say if colleagues would appreciate or accept
the application of the litepaper. In the best case, data scientist already have taken aspects
of the litepaper into account, but the interviewee does not have a concrete idea yet.

{ (3): Interviewee 2 has not given an explanation.

Voluntariness

ˆ On a scale of 1 to 10, to what extent are you willing to use this litepaper?

{ (3): Interview 1 - see previous answers.

{ (4): Interviewee 2 has not given an explanation.

Compatibility

ˆ On a scale of 1 to 10, to what extent is this litepaper compatible with your �eld of
work/profession?

{ (1): Interviewee 1 does not deal with data science on a daily basis, but does mainly connect
colleagues from various disciplines and areas of expertise in this �eld for implementation.

{ (4): Interviewee 2 states that they focus rather indirectly than directly on automated
decision making systems for the insurance industry.
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7 Summary, Conclusions, Discussion and Further Research

In this research, we have followed a Design Science Research methodology approach to answer
the main research question:"What will be the most practical solution to ensure the traceability
of automated outcomes in the insurance industry". We have discussed the current situation and
identi�ed the problem based on various cases and reports which have shown the urgency for a
practical solution for traceability. There is a need for developing traceability requirements and a
base set of traceability trails by standard setting bodies in cooperation with academia and the
Dutch insurance industry (Brundage et al., 2020).

7.1 Summary

Having identi�ed the current situation and the existing problems, we conducted exploratory inter-
views (5) to get a broader understanding about the industry speci�c context and elicitate the gaps,
needs and objectives for a potential solution. Based on the exploratory interviews, the �ndings
show that companies do know about traceability guidelines and requirements. However, they do not
use o�cial policy documents in order to standardize the process of complying to the traceability
requirements. Most of the time, they adhere best practices as well as their own way of documenting
the ML process. Explicit cases where reproduction of an outcome is needed were not encountered by
the interviewees, however they do state that they are capable of reproducing outcomes when required.

The literature indicates that there is a need for clari�cation of guidelines, regulations and other
requirements for traceability. Not only in a theoretical sense, but mostly in a practical sense. What
are these requirements? What is good enough to comply to these traceability requirements? There
is a need for a base set of compliance and management, next to the best practices which are already
used. Finally, companies state that it would be useful to have such a practical solution, however
they also say that over-regulation also could be a danger. Overall, we do think we have a good
picture of the current state of guaranteeing traceability in practice.

Whilst conducting the exploratory interviews, we also conducted a literature study to gain more
(technical) knowledge about traceability. Here we identi�ed the de�nition of traceability and put the
de�nition into perspective with other concepts such as reproducibility, explainablity and auditabil-
ity. With the established de�nition, we consulted various sources such as existing and upcoming
regulations, guidelines and earlier research about traceability and lineage. Lastly, we investigated
which requirements apply and what the main focal points are to ensure traceability including
practical examples (e.g. model cards, datasheets for datasets, reproduciblity factors).

7.2 Conclusions

We can conclude that as practical solution, a litepaper �ts the best considering the elicited needs of
the interviewees. In this litepaper, we have mapped the �ndings of the exploratory interviews and
the literature study to a practical working document. This document is structured based on this
thesis, which �rstly elaborates on the requirements for traceability in the Dutch Insurance Industry
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and thereafter discusses practical focal points to realise these requirements. This litepaper is not
meant as a standard or as regulatory checklist, but rather as a hands-on review on the topic of
traceability, what it requires and how to facilitate traceability.

Sub questions
The answers for the sub research questions are as follows:

ˆ To what degree does the de�nition of traceability of automated systems apply in the �eld of
Explainable AI?

In this research, the de�nition of traceability extends to documenting the development-,
testing- and validation stage, as well as all the (possible) outcomes by means of recorded
identi�cation. For example data sets, processes, data gathering, data labeling and algorithms
used (European Commission, 2019). This de�nition can't be limited because documenting
these stages can be done in various ways. However, we have summarized some main factors to
consider in the litepaper. These factors are also discussed in the literature study and consist
of: design & development artifacts, standardized disclosures, reproducibility, monitoring,
complementing data documentation and understand-ability.

ˆ What are the existing solutions to ensure traceability of automated outcomes?

We have identi�ed several categories of solutions which could help to enable traceability. These
categories are based on the assessment list of the European Commission (2019) and gives a
good overview of what to document in each stage of the development of an automated decision
making system. It also distinguishes between rule-based systems as well as learning-based
systems. With this structure, we investigated various authors who did research on the topic
of traceability in that speci�c category. So has Kroll (2021) identi�ed various requirements
and practical solutions in order to attain a certain level of traceability, such as documenting
various design and development artifacts. In turn, these requirements �t in the framework of
the European Commission (2019). Another author, Mora-Cantallops et al. (2021) reviewed
various tools for attaining a level of traceability and presents various elements required for
replicability. Finally, one exact solution does not exist due to the di�erentiation of possible
methods, systems or models. However, the factors presented in 4.3 should give a good overview
of what to account for when implementing traceability.

ˆ What is the legislation of traceability of automated outcomes?

There is currently no legislation that applies exactly to the traceability of automated outcomes
as we have de�ned. However, according to AFM (2018), the Financial Supervision Act does
state automated outcomes, in the form of �nancial advice, are treated the same as advice from
a human agent. Hence it can be stated that when implementing traceability for automated
systems, the same regulation applies. Upcoming is the drafted AI-act (European Commission,
Directorate-General for Communications Networks, Content and Technology, 2021) which
aims to introduce a regulatory and legal framework for AI. Documentation and traceability is
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mentioned as important requirement for high-risk AI systems, but onlyArticle 12 Record-
Keeping goes into detail of what to document and which logging capabilities a system should
have.

Artifact validation
For the validation of the artifact, based on the answers of the questions presented in section 6.5, we
can conclude the following:

ˆ For behavioral intention, it can be concluded that the artifact will be disseminated into the
organisations. However, it will be most likely that it will be disseminated to selected recipients
in the organisation.

ˆ For the usefulness of the artifact, it can be concluded that the artifact does contribute to new
knowledge about traceability requirements. However, due to the nature of the job descriptions
of the interviewees, it can not be fully said that the litepaper will make it easier to do their
daily work. One company says that they already perform many steps in their processes to
ensure traceability, but in terms of documentation regarding traceability , they could still
make improvements. For it concrete usefulness, it can be concluded that the interviewees �nd
it medium-high useful.

ˆ For the ease of use, it can be concluded that the litepaper is user friendly, clear and under-
standable, e.g: "It is well organized and clearly written".

ˆ For the social factors, it can be concluded that it is hard to say if colleagues appreciate or
accept the use of the litepaper. This is because one company did not respond to the question
and the other interviewee does not have a concrete idea (yet).

ˆ For voluntariness (the extend that the interviewees are willing to use the litepaper), an
interviewee referred to "the previous answers". Here the average score is medium-high, hence
in combination with the usefulness determinant, we will conclude that the interviewees are
willing to use the litepaper.

ˆ For the compatibility (the extent that the litepaper is compatible with the interviewees
profession), one interviewee responded that as ethicist not directly deal with data science on
a daily basis, but mainly connect colleagues from various disciplines. Another interviewee
also state that they rather focus indirectly on automated decision systems. With also the
separate scores, we cannot draw a decisive conclusion.

7.3 Discussion, Further Research and Takeaways

We came across a few limitations in this research. Firstly, we could not exactly pinpoint the scope
of traceability due to the broad range of automated decision making systems. At the moment of
writing, the exact traceability requirements di�er in each di�erent automated decision making
system. This makes enabling traceability for e.g. traditional software systems easier rather than e.g.
a deep neural network. This limitation led to the obligation to stay general in terms of drafting
traceability requirements. For further research and as takeaway, our recommendation is to research
one speci�c automated decision making system and identify the traceability requirements only
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for this ADM. Here by, you can better target the speci�c needs and compile more detailed and
restricted practical requirements.

Second, at the problem identi�cation stage (exploratory interviews), we conducted �ve interviews
at four di�erent companies. In terms of representability, the amount of conducted interviews are low
and the �ndings could di�er when interviewing other companies. However, we have interviewed four
di�erent kinds of companies: a major insurance group, a smaller insurance intermediate, a software
vendor and a major insurance broker. Also, note that we left the major insurance broker out of
our data. This is because we have recieved this data at the �nal stage of our research. However,
we retrieved valuable insights and knowledge, which was in line with the �ndings of the other
interviews. For further research, we recommend to interview more companies and more di�erent
positions, but as already stated, in a narrower scope such as one sort of automated decision making
system.

Third, a limitation we came across was the type of practical solution as stated in our research
question. At �rst, the practical solution was aimed at a more hands on solution, such as a standard
or a type of versioning system for traceability. However, the scope and depth of complexity of the
topic restricted this kind of solution. Nonetheless, for further research we can recommend a few
steps in the direction of this kind of practical solution. We recommend to make smaller traceability
standards for the each type of requirement and each type of ADM. For example, a standard for
the logging capabilities of speci�cally rule based systems, or a standard for what to document
and save to reproduce an outcome based on a supervised regression model. We have presented
the beginning of what this standard should entail, which can be found in the "requirements and
focal points to ensure traceability" section of this study. Another step we would recommend is to
focus on what is known in terms of regulation, guidelines and obligations. For example, there is an
upcoming AI act drafted, but everything in it is not yet de�nitive. Other acts, e.g. as the Finan-
cial Supervision Act, are as of now de�nitive and standard should be based on complying to such acts.

With this study, we hope we have contributed to the practice of enabling traceability for ADM's.
With being able to trace back outcomes, companies can shield their selves from costly juridical
procedures and account for their decisions (e.g. HDN case). This not only serve the insurance
companies, but also the consumer who can understand how and why their insurances are established.

We have showed why traceability is an urgent topic in the Dutch Insurance Industry, what the
current needs and gaps are, which requirements and focal points �t these needs and eventually
presented an artifact containing a hands on solution. However, the topic of traceability and AI, as
well as its surrounding regulations, is very volatile. In a few years, the upcoming AI act applies
and could be di�erent from this research. This results in the limitation that the artifact is subject
to change, because it is a snapshot which should be viewed as advisory rather than obligatory.
Nevertheless, with this artifact we hope we have contributed to the advancing practice of traceable
outcomes in the Dutch Insurance Industry.
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