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Abstract

Proteins form the building blocks of life and the human body and their folding are
quintessential for their functioning within the cell. Categorizing the folding of proteins has
been researched for a long time and to classify the topology a new theory was proposed: the
circuit topology theory. This theory defines the way how the molecule folds by categorizing
contacts in the chain into three types of relations: Parallel, shortened as P, Series, shortened
as S and Cross, shortened as X. This theory also makes it possible to visualise the protein
topology in matrix form, with the possibility of finding patterns in the folding of proteins.
This thesis will assess the applicability of several artificial intelligence techniques to determine
these patterns by establishing if two different Al models, the random forest and the automated
image classifier, are capable of classifying real and fake topology matrices. Using real-world
protein topology matrices and computer-generated protein topology matrices, this thesis
analyzes the compatibility of the two models to classify the proteins and which strategy to
pursue to build of computer-generated protein topology matrices to use in further studies. The
results show that the random forest could distinguish nature-based protein matrices from fake
randomly generated matrices in 91.30% of the cases whereas it could distinguish nature-based
matrices from statistically assembled matrices in 99.63% of the cases. Furthermore, it was
found that overall, the random forest scored better accuracy, precision, recall and F1-scores
on both sets than the neural network.
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1 Introduction

Proteins are one of the most important substances in life; they are essential in many processes that
enable animals and plants to stay alive, grow and mate. However, to work properly, the proteins
need to be folded into the right form and failing this will mean the protein will not work or in
the worst case, will do their work faulty and thus cause discrepancies within the process | ]
[ |. The determination of the topology of the folding of proteins has been researched for a
long time with many theories proposed over time | |, but none of them fully satisfied all
proteins, where not all proteins fold could be defined using the theory. Up until recently, the circuit
topology theory was proposed, in which the chain folding has been divided into three different
categories: cross, parallel and series | 11 [ |. In this theory, all protein folding is
fully satisfied and this makes it possible to find the topological equivalence of different proteins,
which could be potentially interesting for finding relatedness between different proteins. Using these
three categories, it is possible to create a matrix for the topology of each protein, a unique feature
within this theory, called a topology matrix. Both axes of the matrix represent points on the chain
where the chain folds and is given one of these categories. | ]

The integration of computer science with biology, often grouped under the term Bioinformatics
[ |, has shown a lot of promise within the fields of biology [ | and pharmacology
[ ]. One of the most promising elements are artificial intelligence models, such as decision
trees which are used to recognize potential Micro-RNA-disease associations | ] or clustering
algorithms which are used to recognize patterns in gene expression | ]. Recognizing patterns
in the aforementioned topology matrices could potentially be fruitful for more research into the
folding of proteins, as wrongly folded proteins are connected to pathogens and diseases | ].
The folding of proteins can be used to discover new potential drug targets [ | or can be used
to bind to a receptor of choice [Sca]. To try to find these patterns, this paper aims to train multiple
Artificial intelligence models to classify protein topology matrices as real or fake, where the fake
matrices would represent wrongly folded or non-existent protein topologies, generated by another
program. To state the research question more precisely: “Can artificial intelligence classify wrongly
folded proteins based upon their topology matrix?”

The approach of this paper will be to create a pipeline to answer the research question. ! The
pipeline will start with the generation of data, where the real matrices will be extracted from
the proteins of the RCSB database and the fake matrices will be generated using two different
techniques. Secondly, the datasets will be divided into categories by size and used in the two artificial
intelligence models: a random forest classifier, a decision tree-based model and an automated neural
network, a self-building neural network jin2019auto. Both will be explained in more detail in
Chapter 2. The results produced by the two models will be scored using different metrics, where the
individual performance of the model and the capability of classifying the matrices are calculated.
Using this data, we can answer the research question.

!The full code is available on github: https://git.liacs.nl/s2325217 /ct-classifier



2 Background

This section will provide more information on the protein folding, protein topology, circuit topology
and the artificial intelligence models used in this thesis.

2.1 Protein Folding

Proteins form the building blocks in life and the body, constituting most of a cell’s dry mass.
They execute a range of tasks in the cell, such as the pumping of enzymes through the cell or
carrying messages through the cell. They are made of 20 amino acid types, that are distinct in
physico-chemical properties including their size and charge. The folding of the amino acid chains and
sometimes even with other amino acid chains is quintessential for the functioning of the protein: a
wrongly folded protein can cause complete processes in the cell to fall apart or function erroneously.
The complete and correct folding of a protein (complex) is called the native conformation. The
amino acids are bound to each other by weak covalent bonds, such as hydrogen bonds, electrostatic
attractions or van der Waals attractions. The conformation can be distinguished in 4 different levels
of organisation: the primary structure, which describes the amino acids that can be found within
the protein. Next is the secondary structure, which describes the local three-dimensional form of
proteins, which mostly consists of a-helix and [§-sheets. Thirdly, the tertiary structure describes
the full three-dimensional shape of the amino acid chain. Lastly, only if the protein chain folds into
a bigger protein complex, the quaternary structure describes this | ].

2.2 Protein Topology

Categorizing the folding of proteins has been researched for a long time, mainly starting with the
interest in the three-dimensional shape of secondary structure of proteins and the conservation
of it over all the years of evolution | ]. Over the years, three different methods of topology
have already been researched: the branch topology | ], which describes topology under three
classes: linear, branched and cyclic. However, this theory is not fit for protein folding as it puts all
proteins into the same topological class | ]. Secondly, the knot topology proposes a theory
where we can represent the topology using knots. This one is also not fit for protein folding as
only less than 1% of the proteins in the online databases are knotted | |. Thirdly, we have
the network topology that describes the topology of proteins as a mathematical network, where
statistical properties can be calculated. This also does not satisfy the protein topology, as it says
nothing about the three-dimensional structure | .

2.3 Circuit Topology Theory

To classify the topology of proteins, a new topology method was proposed: the circuit topology
theory | 11 |. This topology defines the way how the molecule fold by defining the
aforementioned bonds between the DNA string and how they are positioned towards the other
parts of the chain. Defining the bonds as binary contacts, three relations have been distinguished:
Parallel, shortened as P, Series, shortened as S and Cross, shortened as X. Figure 1 illustrates these
three categories: Panel A shows the Series relation; the blue arrows indicate contact between the
chain and one of the contacts is in the loop of the other (this certain contact is defined as P~ and



the other contact as P) and such form a parallel connection. Panel B shows the series relation,
where the blue contacts are in series with each other. A example is given in the middle of the panel,
where the blue stripes in the DNA-strand represent the same contacts in the model below. Panel C
shows the cross relation, which is shown in the first graph of the panel as two contacts crossing
each other. These three relations all have different mathematical properties, as is shown in panel D,
which can be used to prove and calculate the folding of every protein [Mv\W1T14].
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Figure 1: The three categories, including the structures and reflexive, symmetrical and transitive
relations. (Figure taken from [MvWT14].)

Using these three categories it is possible to build a topology matrix of the folding of any protein,
an unique property of the circuit topology theory. Figure 2 shows a simple example, using the three
categories that were explained earlier. These matrices will be used in this thesis and will be more
thoroughly explained in Section 3.
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Figure 2: A simple example of a topology matrix. (Figure taken from [NvWT'11].)



2.4 Machine learning

It has been theorized that in the future, machine learning and biology could enhance biological
research more and more | ]. This thesis aims to make one of these steps by making use of
two artificial intelligence models to classify the difference between fake and real protein topology
matrices. However, to make use of the models, we have to make sure that the topology matrices
or instances as they are called, are in the right (data)structure that is flexible and space efficient.
The matrices can be presented in many forms but the format that stands out is the matrix or
the dataframe format, as it is called in the python library pandas | 11 ]. This same
library offers time and space efficient ways to import, export and edit the matrices. Furthermore,
the python library Numpy | | shall be used for a lot of editing as well, as it offers a lot
of flexibility together with pandas’ dataframes. The models will also need target values, which are
the labels of the matrices if they are fake or real, as the task of the models will be to separate real
topology matrices from real matrices,

Both the models that will be used in this thesis fall under the category of supervised learning,
which means that the model first receives a training set, a set of matrices including the label real or
fake. Using this set, the model will train itself by finding certain features within the matrices that
match with the real or fake matrices. After the set has been trained, the model will receive a test
set, a set of matrices without the labels real or fake. The model will try, using the training it got
from the training set, to classify each of these matrices in the test set. This result of labels will then
be calculated to be interpreted by humans and metrics that will be discussed in Section 3 | ].
The next two paragraphs will explain the two different models that will be used in this thesis.

2.4.1 Random Forest Classifier

The random forest classifier is one of the oldest models in computer science | ]. The random
forest classifier consists of multiple decision trees, where the most voted label of all the trees
becomes the final prediction. A decision tree is like a flow-chart, the tree starts at the root and a
base test. Based on the outcome of the test, we move to a lower node in the tree. After the root,
we will continue into the tree; All the nodes inside the tree also contain these tests, based on the
same or other features. The decision tree ends in a leaf node, where the tree outputs a label. The
random forest classifier creates multiple of these trees and the most selected outcome of the trees
will be the output of the classifier (see Figure 3).

2.4.2 Neural Network

The other model that is used in this thesis is an automated image classifier from Autokeras | .
This classifier is based upon the neural network model, which is inspired by the neural network
design of our brains and is made out of 3 parts: the input layer, the hidden layer(s) and the output
layer. The input layer takes in the matrix and the predicted output is the label True or False. The
most complex part of designing the neural network is constructing the hidden layer, which could be
multiple layers. Every layer contains nodes, which all have (multiple) in- and outputs, which all
have weights for the model to determine how important a certain feature is. Inside the nodes, an
operation or test is being done on the inputs and is after that the output flows into the next layer.
These layers can have varying amounts of nodes and input and outputs, which makes this model
extra flexible. Automated machine learning offers the building and tuning of these layers with little
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Figure 3: An example random forest classifier with 3 trees, where the instance represents a matrix
and the class represent our output, "true” or "false”. (Figure taken from | 1)

input, resulting in often many hidden layers. The image classifier of the Autokeras library | ]
uses images or in this case matrices as input and gives the true and false as an output, creating the
hidden layers automatically and such creating the neural network model (see Figure 4).

Output Layer
Input Layer

Hidden Layer

Figure 4: A simple neural network with one hidden layer, which is not the case in most instances.
(Figure taken from | 1)

3 Method

This chapter will explain the data collection and generation as well as the models and model
evaluation that are used.

3.1 Pipeline

To answer the research question, this thesis uses a pipeline for every size of naturally occurring and
computer generated protein topology matrices. The naturally occurring protein topology matrices
will get the label True and will be named the positive set and the computer generated protein
topology matrices the label False and will be named the negative set. However, the total memory
that is necessary to run all the matrices at once is not available at the University Leiden, so the



matrices are split up in size by the power of 2, which will be both explained more in detail in the
upcoming section.

e Collect all the protein topology matrices from the set of the real topology matrices of Section
3.2 with the same size.

e Generate the same amount of negative instances with the same maximum size, where the
matrices represent fake topology matrices. Explanation of the generation of these matrices is
in Section 3.4.

— Both a complete random set and a statically matching set is generated, to compare both
negative sets.

e The matrices are padded to the same size, otherwise the models will not accept the matrices.

— This is done by adding zeroes on each side of the matrix to round the matrix to the
maximum size that is chosen.

e Add all the instances together in one set.

e Shuffle and split the combined positive and negative instances 50/50 into a training and test
set.

e Load the classifier and fit the training set into the model.
e Fit the test set on the classifier.
e Compare the prediction against the actual data to make a confusion matrix.

e Use the data in the confusion matrix to calculate the scoring metrics.

3.2 Positive set

The positive set will contain only real world protein topology matrices, that are built from existing
proteins in the RCSB database.

3.2.1 The RCSB database

With the ever-increasing growth of the use of internet databases for microbiology research, the RCSB
database has emerged as one of the biggest databases for proteins and other biological molecules.
This database contains several useful structures, including DNA, RNA and protein structures, in
total over 170,000 in 2021 | ]. To retrieve all the data used in this paper, the enclosed
download batch file that can be found on the website of the RCSB is used to download all the
protein structures in the so-called .CIF format. The .CIF format, also known as Crystallographic
Information File, is a file format that contains the information about the atom sites in the structure,
such as exact position and bonding with the protein itself and potentially other molecules | ].
Using the latter, we can build the topology matrices.



3.2.2 Building the matrices

Using the code made by Duane et al. | |, the database (accessed on 3-3-2021) is downloaded
and converted into 2 sets of different matrices. The first set is the circuit diagram or as it is more
commonly known as a touch-to-touch matrix, which is a matrix consisting of zeroes and ones,
where the one denotes a connection between two points on the amino acid chain. In this matrix,
it is not possible to see the topology; However, it is possible to calculate the distances between
connections and count the number of connections. The second set is the topology matrix, which
uses the legend described in Figure 5. This matrix can be used for calculating the distribution of
the three common fold topologies as well as the sets that are going to be used as a positive set
for the AI models, which will be explained later in this chapter. The first conversion delivered
174,212 different matrices, all of different size. Some of the files contained proteins that had to use
logarithmic scale due to the scale of the proteins, so the Biopython could not convert these. After
sorting out the empty matrices and the matrices that were too small, the set consisted 168,798
matrices for both the circuit diagram as the touch-to-touch matrix. The circuit diagram will be
used as the positive instance that is mentioned in the pipeline of Section 3.1

Number | Abbreviation Connection
1,2 P P! (Mirror) Parallel

3 S Series

4 X Cross

5,6 CP,CP~! | Touching (Mirror) Parallel

7 S Touching Series

8 — Itself

Figure 5: Table indexing the numbers in the csv files

3.3 Analysis of the positive set

To create a more statiscally correct matrix, a number of metrics can be extracted from the positive
set. In the next subchapters, multiple interesting metrics will be evaluated.

3.3.1 Basic structural properties

As mentioned before, the matrix translates to a chain, which means that the matrix is symmetric
over the diagonal side; this can be seen in the matrices, where the diagonal line straight through the
matrix represents the chain itself. This line also mirrors the matrix and such, this line is essential
in the creation of a correct matrix.

3.3.2 Length of the chain

Every matrix represents, of course, an amino acid chain. The first interesting metric to consider
is the length of the chain (or the size of the matrix). The average size of a chain is 282.69 amino
acids with a rather large standard deviation of 251.86 amino acids. Also, the biggest matrix is 8,064
amino acids long and the smallest is only 1 amino acids. Figure 6a shows the distribution of the



matrix size, where the x-axis of the graph is cut at 2,000 amino acids length, as after this length
almost nothing can be seen. As can be seen, the distribution shows that the size is most likely
to be in the lower range, between 100 and 500, which confirms the earlier mentioned mean. The
left-skewed distribution can also be seen in the CDF plot (Figure 6b), where the almost vertical
start in the left corner shows that most of the matrices sizes are located in the lower range.
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Figure 6: Histogram and CDF plot of the matrix size

3.3.3 Length of connections

When looking at the touch-to-touch matrices (see Section 3.2.2), the length between the connections
can be calculated, where each connection is placed on the amino acid chain. The average distance
between two amino acids on the chain is 60 amino acids, with a standard deviation of 112 amino
acids. Most fascinating is the maximum and minimum, 8,063 and 4 amino acids respectively. As
shown in Figure 7, most of the distances are around this range. Again, the figure is cut off at 100
for better visuals.

In total, there were 61’551°909 connections in the set found, which means that a matrix had, on
average, 365,64 connections. More in-depth analysis will be done in the next paragraph.

1e7 Distance between connections

Amount of connections

40 60 80 100
Distance

Figure 7: Histogram of the length of distances



3.3.4 Type of connections

The next interesting metric is the type of connections. As defined earlier, we have three basic types
of topology connections, from which a distribution can be created for the negative set generator.
The positive set generated an almost perfect mean for every type of connection, with Cross, Parallel
and Series have a mean of 11.32% , 14.12% and 64.10% respectively. In the piechart (Figure 8)
the big in balance between the three topology is clearly shown; the series topology dominates the
matrices while the parallel and cross merely fill up the rest.

Average topology distribution of a matrix

Parallel

Cross

Series

Figure 8: Piechart depicting the average % appearance rate of the connections

Average | Maximum | Minimum | Standard deviation
Series 64.10% 96.84% 2.23% | 13.39 percent point
Parallel | 14.12% 91.82% 0.07% | 9.48 percent point
Cross 11.32% 57.54% 0.49% | 5.01 percent point

Figure 9: Average, maximum, minimum and standard deviation of each type of connection

More interestingly is the distribution of each type of connection. The series has the biggest maximum,
96.84% and parallel has the lowest minimum, only appearing 0.07% in one matrix. Moreover, the
standard deviation of all the connection is rather big, having a standard deviation of 13.39, 9.48
and 5.01 for series, parallel and cross respectively. The data can be seen in Figure 9.

3.4 Negative set

The negative set will only contain non-existent proteins, generated from the programs described in
the next subchapters.

3.4.1 Generating random connections

The first negative set will be created using the random placement of connections on the chain.
These connections can be placed on the aforementioned touch-to-touch matrix and these can be
converted to a topology matrix. Firstly, the size of the matrix is taken from a uniformly distributed
number with a minimum of 2 and a maximum of the maximum size in the pipeline. Secondly, a

10



Cross-% of matrices Parallel-% of matrices Series-% of matrices

= 400

Amount of matrices

Amount of matrices
=
8
8

£ 300

0 o0
0 10 20 30 40 50 60 0 20 40 80 0 20
Cross-% Parallel-% Series-%

(a) Cross-% distribution (b) Parallel-% distribution (c) Series-% distribution

Figure 10: Distribution of the topologies

matrix full of zeroes is created with this size on both sides, which is equal to a chain with no
connections. Thirdly, positions of connection are chosen at random, with exception of the diagonal
line and already taken positions and filled in with ones accordingly, mirroring the diagonal line as
well. After the matrix is filled with ones, the matrix is converted to the topology matrix. These
topology matrices will be used as negative instances in the aforementioned pipeline in Section 3.1.

Randomly

i:;tl: generated
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& 0
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Figure 11: Generation of random connections in a matrix.

3.4.2 Further improving the realism of the negative set

The randomly generated matrices have been fairly random and as such, the next step is to make
the negative matrices more realistic, by making the as statistically alike as possible to the positive
matrices. Using the data collected from the analysis of the positive set, firstly, a less random number
can be taken to determine the size of matrix. Using the different maximum sizes, calculated by the
power of 2 (see Section 4), the different size distributions of the matrix size can be calculated. The
next 5 graphs show these distributions, where a more realistic matrix size can be drawn from.
Secondly, the amount of connections is generated from the percentages in Figure 8 and put randomly
in the matrix. This causes the matrix to look fairly random, but statistically speaking, the matrix is
correct (see Figure 13c). These matrices will also be used in the aforementioned pipeline mentioned
in Section 3.1.

11
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Figure 12: Distribution of the sizes, for each experimental maximum size
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Figure 13: Examples of the three different matrices

3.5 Models
3.5.1 Random Forest

The default parameters that are in the scikit-learn [PV G 11] library were used. In the version uses,
the number of trees created is set at 100 and no maximum depth of the tree with a time limit of 4
days, where the program is automatically stopped after this amount of time is reached.

3.5.2 Neural Network

The standard Image classifier was used in the Autokeras [JSH19] library, with a train time limit of
4 days, where the program is automatically stopped after this amount of time is reached.

3.6 Model evaluation
3.6.1 Measures

e True Postives (TP): A matrix or instance that is real and correctly classified as real.
e True Negatives (TN): A matrix or instance that is fake and correctly classified as fake.
e False Positives (FP): A matrix or instance that is fake and incorrectly classified as real.

e False Negatives (FN): A matrix or instance that is real and incorrectly classified as fake.

12



These measures on their own are not enough to grade the models. There are multiple other evaluators
to calculate to see how the model performs.
3.6.2 Accuracy

Accuracy is calculated using the following formula:

_ TP + TN
Accwracy = mp N+ FP + FN

Accuracy is one of the main evaluators we will be using as this metric visualizes well how good the
machine learning model is at predicting the matrices.

3.6.3 Confusion Matrix

A confusion matrix is a visual metric, where the measures are shown in another matrix:

Predicted
True False
Actual True | TP FN
False | FP TN

Figure 14: A confusion matrix, with the predicted labels at the x-axis and the actual labels at the
y-axis

The visualisation offers a better visual overview than the other measures, which are numbers. This
is the reason it is used in this paper.

3.6.4 Precision

This metric shows how well the model is at classifying a true matrix as not fake. It is calculated
using the following formula:

.. . TP
Precision = TP + FP

The precision is a number between 0 and 1, with 1 being the best and 0 being the worst. We will
not be using this metric on its own, instead it will be used to calculate another metric.

3.6.5 Recall

Better known as the True Positive Rate, this metric shows how well the models classifies the positive
samples and is calculated using the following formula:

TP
Recall = mp N

The recall is a number between 0 and 1, with 1 being the best and 0 being the worst.We will again
not be using this metric on it’s own, instead using it to calculate another metric.

13



3.6.6 F1l-score

F1-score is the average of both the precision and the recall and is calculated using the following
formula:

2 * precision * recall
precision + recall

Fl-score =

The Fl-score is also a number between 0 and 1 and is often used to calculate the ability of a model,
which will be useful for comparing the two models against each other.

4 Results

The results are split up into 3 sections: The dataset split, the model comparison and the negative
set comparison.

4.1 Matrix size

Due to the size of the data set, running the all the instances at once is not possible. The data set is
split up based on matrix size which can be seen in Table 1. This table also contains the amount of
matrices that were within this size. The larger the size, the more features the model has to take
into account, which grows quadratically.

Dimensions | 8| 16| 32| 64| 128| 256 |
Size in memory | 782 | 2454 | 4768 | 9398 | 26146 | 70308 |

Table 1: Matrix size and amount of matrices per size.

We can use these sizes to test whether first of all the server can handle this amount of matrices and
second of all to find an answer to the research question.

4.2 Model comparison
4.2.1 Confusion Matrices

The confusion matrices show insight into how well the models performed using the different sets.
Using these results, it is possible to see which model performs better overall and which set challenges
the models the most.

14
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Figure 15: Confusion matrices of the random set using the random forest model.
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Figure 16: Confusion matrices of the statistical set using the random forest model.
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Figure 17: Confusion matrices of the random set using the neural network model
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Figure 18: Confusion matrices of the statistical set using the neural network model.
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All of the 256-sets did not fit the server memory, so these are not shown in the figures. In Figure 18
the 64-set and 128-set are missing as well, because the neural network program extended beyond
the 4 days time limit. While both the sets were correctly padded and put into the test and training
set, the neural network took more than 4 days to train itself on the training set. Remarkable is
that the random forest tended to make more False Negative errors in 3 of the 5 datasets, while
making about the same amount of errors in the other two sets (see Figure 16). However, the neural
network made approximately the same amount of false positive and true negative errors (see Figure
18 and Figure 16).
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(a) Accuracy of random forest on the random set (b) Accuracy of random forest on the statistical set
Figure 19: Accuracy of the random forest.
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Figure 20: Accuracy of the neural network.
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In Figure 19, the accuracy of the random forest is shown. The 8-set generally scores a lower accuracy,
with the random set scoring 91.30% and 99.63% for the random set and statistical set respectively.
The graphs show that the random forest generally scored better than the neural network in both
sets, which can be seen in Figure 20, where the random forest scored more then 99 % on all the
statistical sets when the neural network scored an 85.42% on the 8-set and scored 97.03% and
98.76% on the 16 and 32-set respectively.

4.2.2 Model score

The model scores show how well the models performed against each other on the same sets, making
a good comparison means for the two models.

Random  Forest Neural Network
Accuracy Precision Recall Fl-score | Accuracy Precision Recall F1-score
8-set | 0.91 0.91 0.91 0.91 0.92 0.97 0.88 0.92
16-set | 0.97 0.99 0.96 0.98 0.97 0.99 0.95 0.97
32-set | 0.99 0.99 0.98 0.99 0.98 0.99 0.97 0.98

Table 2: Random set metrics

Random  Forest Neural Network
Accuracy Precision Recall Fl-score | Accuracy Precision Recall F1-score
8-set | 0.99 0.99 1 1 0.85 0.85 0.86 0.84
16-set | 0.99 1 0.99 1 0.97 0.97 0.97 0.97
32-set | 0.99 1 0.99 1 0.98 0.98 0.99 0.99

Table 3: Statistical set matrices

Table 2 shows a small difference between the accuracy, precision, recall and F1-score of the two
models on the random set. Overall, the random forest performed a bit better. In contrast, Table 3
shows a significant difference between the models. The neural network scored lower on accuracy,
precision, recall and the F1l-score on the statistical set, where the random forest scored close to 1,
the highest score.

5 Discussion

5.1 Data and technological changes

The RCSB database is still growing at an enormous rate of about 10% per year | | and
also receives regular updates for the formatting and the user interface. This also means that the
data is keen to changes and updates, which means the data this thesis uses could be outdated
soon. Moreover, the computational power of the University Leiden is still too small for some of the
128-sized sets and all the 264-sized sets. However, this thesis showed the first indicators that the
bigger sets only improve the accuracy of the models.
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5.2 Folding in nature versus artificial folding

A possible extension to this thesis could be the use of artificially folded proteins. This thesis only
uses proteins that occur in nature and thus the models are only fitted for these kinds of proteins.
With artificial folding already existing since 1988 [ | and more and more research being
done into design proteins, strengthened by the use of bioinformatics | |, the models should
also be trained and tested for these kind of proteins, as this is a promising field of protein research.

6 Conclusions and Further Research

In this thesis, a pipeline is created that uses a random forest or an automated neural network
model and generates the topology matrices needed for the positive and the negative set, generating
the positive set from the RCSB database and building two different negative sets, a random set
and a statistical set. To answer the research question of this paper, “Can Al classify wrongly folded
proteins based upon their topology matrix?”, the paper has assessed multiple models and negative
sets to test this question. It can be concluded that for at least the two Al models tested in this
paper, the random forest and the neural network, it is possible to distinguish real matrices from
fake matrices, with high accuracy.

Furthermore, the models were more prone to failure with the random set than the statistical set,
where the accuracy was generally above the 99%. The random set seemed to challenge the models
more than the statistical set, where the general accuracy was lower. This could be because the
random set may have shown certain patterns that are present in real protein matrices and thus
in nature. The scoring metrics, mainly the F1l-score, also showed that the random forest model
performed better than the neural network, on both the random and statistical sets. The statistical
set scored significantly worse on the neural network, whereas the random set only showed a small
difference in score between the models.

This thesis opens up a new gateway for the combination of the usage of Al with biology, but also
on more levels. The circuit topology theory itself offers one of the first definitions of the folding of
proteins, where this theory could also be used in other fields. This unique insight into the usage of
AT on these kind of matrices makes way for multiple new innovation in the field of topology, but
there is still a lot more to research. As mentioned earlier, this thesis only tests two different kind
of negative matrices, but much more could be made by computers or by mutating proteins and
such their folding. Secondly, the next generation of computers will hopefully offer more memory
for more sets to run and quicker run times as well, which will make this research much quicker
and more robust as the data-set can be way larger. Thirdly, moving the research scope towards
which patterns are decisive and recognised by the AI models could be a big potential keystone in
the world of protein topology.
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