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Abstract

Current approaches to natural language processing of software requirements documents restrict their input to documents that are relevant to specific types of models only, such as domain or process-focused models. Such input texts do not reflect real-world requirements documents. To address this issue, we propose a pipeline for preprocessing such requirements documents at the conceptual level, for subsequent automatic generation of class, activity, and use case models in the Unified Modelling Language (UML) downstream. Our pipeline consists of three steps. Firstly, we implement entity-based extractive summarization of the raw text to enable highlighting certain parts of the requirements that are of interest to the modelling goal. Secondly, we develop a rule-based bucketing method for selecting sentences into a range of ‘buckets’ for transformation into their corresponding UML models. Finally, in order to demonstrate the effectiveness of supervised machine learning models on requirements texts, a sequence labelling model is applied to generate meta data pertaining to the longstanding problem of distinguishing classes from attributes in the context of domain modelling. In order to enable this step of our pipeline, we address the lack of available annotated data by labelling the widely used PURE requirements dataset on a word level by tagging classes and attributes within the texts. Our three-step solution has been implemented in the LIACS Prose to Prototype SE development environment.
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1 Introduction

When engineering software systems, the main assumption is that the computational environment is predictable and fully specifiable. However, in the current world, systems are increasingly spread out over parts and layers built by many organizations, in different environments, and require cooperation from human operators. As a result, software engineering is increasingly confronted with uncertainty and complexity [31].

Because of that, the process of defining software requirements, i.e. deciding what to build, has become harder [14]. A good understanding of requirements is the basis of creating systems that satisfy the expectations of stakeholders. Early construction of a software-system architecture is helpful for the discovery of further requirements and constraints, feasibility and determining alternatives for implementation [69]. For this, stakeholder involvement is key. After all, a lack of stakeholder involvement is the number one reason for software projects to run into difficulties [73]. Therefore, achieving a higher level of stakeholder involvement has been a much-researched topic in requirements engineering (RE).

Many possibilities to enhance communication and involvement have been posed, ranging from wikis for stakeholder collaboration to gamification aspects [22, 55], but a definite solution to solidifying early requirements is not offered, nor does current research answer the problem of bridging the gap between stakeholders and system architects in the early stages of requirements engineering. But what if the solution does not lie with the stakeholders but with the process itself?

A new research area uses natural language processing (NLP) to assist software requirements analysis. This can help plan out software projects early on [49, 34, 80]. As requirements documents and domain descriptions are often-times provided in natural language, structuring this knowledge can form the basis for the software development process. This early-stage modelling allows individual stakeholders to conceptualize their visions faster, and human error in communicating requirements can be dealt with immediately. With this approach, stakeholders can intervene in the development process at a stage where the detection of errors does not escalate exponentially, as it does in later stages of development.

Several methods have been proposed for generating UML models from requirements texts. However, most of these previous implementations rely on structured input texts, which are not representative of real-world requirements documents. In addition, real world-world requirements texts mix specifications for different kinds of UML models in the same document. Furthermore, distinctions between UML elements, for instance, classes versus attributes in class modelling, are not explicitly identified.

1.1 Research objectives

In this work, we address these limitations by creating an interactive preprocessing pipeline for raw requirements texts that, with the intervention of the human modeller, outputs structured and separated texts that can be used to generate UML models.

To aid downstream model generation, the model suggest metadata alongside the output text of the pipeline. For now, this metadata is limited to suggestions
for distinguishing classes and attributes, which is regarded as a longstanding research problem within automatic class model generation [80]. However, with this approach, we suggest an architecture to generate metadata to target specific downstream NLP transformation modelling issues in the future.

In summary, the main research objective is as follows:

Develop a pipeline-like system that is able to preprocess real-world requirements texts describing a system and process it into uniform class, use case and activity texts as input for downstream NLP to UML transformation.

More specifically, this main objective can be broken up into four sub-objectives:

**Sub-objective 1** Process real-world requirements texts describing any system in any context in a wide variety of expressions, specifically by removing textual elements that do not carry any information useful for systems design.

**Sub-objective 2** Find patterns or keywords in sentences or paragraphs that are useful for creating activity-, class-, and use case models, and can be used to create buckets of useful sentences for each of these models.

**Sub-objective 3** Utilize NLP techniques in combination with machine learning to aid in the generation of metadata useful for downstream modelling.

**Sub-objective 4** Allow for a human-in-the-loop approach where users of the pipeline are able to interact and steer decision-making at all steps of the process.

1.2 Overview of our methodology

In this thesis, we apply natural language processing techniques to structure raw requirements texts that are used in real-world modelling settings to use this new structure for class-, activity- and use case modelling “downstream”, i.e. in automated modelling activities in steps after the pipeline of this project. Additionally, metadata is generated to assist class modelling.

This thesis follows the research by design methodology. According to Roggema (2016), research by design is a type of academic investigation through which design is explored as a method of inquiry, through the development of a project. The results of this project are inherently tangible: a pipeline is the main delivery, which can be used in a modern application landscape to preprocess and structure requirements texts. This thesis project shows the various ways in which design and research are interconnected when new knowledge is produced by its implementation [82].

First, literature research is conducted to sharpen and extend the main research objective and its sub-objectives mentioned in Section 1.1.

To validate the effectiveness of the pipeline, the performance of the methods is tested against 5 examples of real-world requirements texts from several sources that can be found in Appendix A. The validation requirements texts are selected so that they are as close as possible to real-word requirements texts, and span multiple contexts and industries, as laid out in the Sub-objective 1.
1.3 Outline

The structure of this thesis is as follows: in Section 2, a short overview of related work on UML and NLP will be discussed to set the general stage for the context of this research and provide readers with a short background in both disciplines.

Then, in Section 3, a conceptual design of the system will be discussed. In Section 4, the final system design will be discussed, including a technical design and description of the used technologies. After that, in Section 5, the findings of this research are shared through qualitative and quantitative results. To conclude, Section 6 describes the results and how they satisfy the research objectives and directions for future research.
2 Background

In this research, the intersection between natural language processing (NLP) and software design is explored. Therefore, this section is structured as follows: first, the unified modelling language and its application will be discussed. Then, the field of NLP and its recent developments are explored. Finally, research on the intersection of both concepts will be discussed.

2.1 Unified Modelling Language (UML)

Requirements define what stakeholders need from a potential new system and what the system must do in order to satisfy that need [109]. When measuring success in software systems as the degree to which it meets the purpose for which it was intended [10], a system that fully implements all requirements is a successful one. Therefore, a good overview of requirements forms the basis of software analysis and design, which in turn ensures that planned systems will truly reflect the requirements and achieve the quality desired by the stakeholders [60].

These requirements are typically represented in natural language [45]. More specifically, they are gathered in user requirements documents (URD), which oftentimes serve as a contractual agreement between users and developers [87]. According to Schneider et al. (1992), “early detection and correction of faults in the URD is the key to keeping development costs down and to building correct, reliable software”. This immediately highlights the main limitation of the URD: requirements specified in natural language can be ambiguous, incomplete and inconsistent. Furthermore, the understanding and interpretation of requirements can potentially be influenced by geographical, psychological and sociological factors [23]. Because of this, the requirements analysis process involves the creation of abstract models for visualization and comprehension of requirements [30]. In this space of visualizing the design of systems, UML has been the de-facto standard language [35].

UML is a graphically based notation developed by the Object Management Group to standardize describing software-oriented designs [28]. The language gives guidelines for modelling several different diagrams that contain a complete representation of a system from a given modelling perspective [69]. These representations can be made with a variety of available tools, such as IBM Rational Software Architect, MagicDraw, and Papyrus [33].

The diagrams are divided into three categories: static structure, behaviour and implementation diagrams. Static structure diagrams describe the structure of a system, while behaviour diagrams describe the dynamic parts. The final category, implementation diagrams, provides a lower level of abstraction by including information about source code for software projects [96].

For this research, the focus is on the two categories of UML models with the highest level of abstraction, namely static structure and behaviour diagrams. Specifically, within these categories, class, activity and use case models will be discussed, because of their favourability in describing systems [31], and because these three models generally cover all aspects of system design [25, 31, 47].
2.1.1 Class modelling

Using class diagrams, a modeller can describe the static structure of a system [96]. Naturally, this puts the class model in the category of static structure diagrams. This static structure is expressed through a collection of classes that are interconnected by a relationship. The relationships are also categorized by their multiplicity, which denotes how many objects are involved in the relationship [63]. Additionally, a diagram can display attributes and, when modelling software systems, operations of classes [96].

An example is shown in Figure 1. Classes are shown as rectangles, with relationships as lines between classes. These lines hold numbers on both lines that describe the multiplicity of the relationship.

This example describes a simple context of a university: the main class “Student” has an inheritance relationship with the classes “Honours Student” and “Pass Student”, describing the types of students that are available [61].

2.1.2 Activity modelling

Activity diagrams are intended for modelling computational and business or organisational processes [104], and describe dynamic system behaviour. Therefore, activity diagrams are considered as belonging to the category of behaviour diagrams. In essence, they are flowcharts that give an overview of the flow of control between sequential or concurrent activities of a process [13].

This sequential nature can be observed in the example shown in Figure 2. This is the activity diagram associated with an ordering process. Activities that must be conducted by specific actors are modelled via action states in their swimming lanes. The complete process models all actions between the start state and the stop state. In this example, a focus is laid on controlling the flow through forks and joins: the synchronization of two or more concurrent flows of control, modelled using a thick black line [12].

When creating an activity model from requirements, the modeller should look for activities that take place over time, and operations that are passed among objects. These activities result in some action that results in a change in the state of a system or return of a value [12].

2.1.3 Use case modelling

Use case diagrams are useful for modelling and describing interactions between certain actors and a system from the actor’s point of view. It gives a visual overview of what the actor does or gives the system and what it needs or gets.
A use case is a sequence of actions a system can perform that creates an observable result with regard to a specific user. Because use case diagrams capture and describe the dynamics of systems, they belong to the category of behaviour diagrams.

In Figure 3, a very simple example of a use case diagram can be seen. Here, the modeller has identified three actors, A1, A2, and A3, and they each are able to perform certain use cases in System X, namely UC1, UC2 and UC3.
2.2 Natural Language Processing (NLP)

According to Liddy (2001), “Natural Language Processing is a theoretically motivated range of computational techniques for analyzing and representing naturally occurring texts at one or more levels of linguistic analysis to achieve human-like language processing for a range of tasks or applications”. NLP has been through major stages, starting with rule-based systems in the 80s, to statistical methods, and currently, the extensive usage of neural networks and the dominance of Transformer architectures [19]. Because of the sheer size of the research field and the diversity of NLP applications, only techniques and developments that are deemed useful for answering the research questions of this thesis are described in the following sections.

2.2.1 Syntactic dependency trees

When processing text on a syntactic level using NLP methods, a representation is outputted that reveals the structural dependency relationships between words [52]. One way of displaying these relationships is through the use of dependency trees. An example of a dependency tree is given in Figure 4. This example has been generated using the spaCy Python library [39].

These trees are oftentimes useful as part of a bigger solution to tackle NLP problems. For example, they have been used for word reorderings in machine translation [99, 75], to aid and replace the role of human labelling in the identification of domain terminology [53] and for more general tasks like opinion mining and sentiment analysis [72].

For this project, the dependencies between words are used to formulate rules to divide sentences into groups, together with lexico-semantic analysis.

2.2.2 Lexico-semantic analysis

Where syntax dependency trees only show grammatical structure, there are also techniques to extract semantics from sentences. Semantics describes the possible meanings of a sentence [52]. However, tackling meaning in sentences has been one of the tougher challenges in NLP. WordNet is an online lexical database that contains English nouns, verbs, adjectives and adverbs organized into hierarchical sets of synonyms that are then linked through lexico-semantic relations. These relations then determine the meaning of words [61]. At the top of this taxonomy, supersenses (or semantic fields) are defined, which are a finite set of top-level hypernyms. They are designed to be broad enough to encompass all nouns and verbs [55].

An overview of all supersenses is shown in Figure 5. Supersenses can be seen as classes, which are useful for capturing generalizations: one can abstract
away from individual words because words or verbs with similar meanings will be grouped in the same classes [46].

Supersenses have a broad application, specifically in aiding other NLP tasks: they have been used to assist the training process of neural machine translation [97], but also have shown to help in defining rules in a rule-based system for coreference resolution [71] and generating document keywords [41].

2.2.3 Summarization

According to Paulus et al. (2017), “text summarization is the process of automatically generating natural language summaries from an input document while retaining the important points”. Automatic summarization is often used for aiding legal research [62, 9], making patent filing more efficient [16] and in other sectors like healthcare [8, 21, 58, 32, 86, 32] and media [21, 94, 18]. Generally, these algorithms are divided into two types: extractive summarization, where parts of the input are copied, and abstractive summarization, where new phrases are generated [74].

Currently, most state-of-the-art abstractive summarization models are based on Transformer architectures [107, 51, 108]. Transformer architectures focus on attention mechanisms to create representations [98], making it incredibly useful for sequence-to-sequence predictions such as summaries.

Traditionally, adjusting the output of these models by an end-user has been largely impossible. However, there have been tries in research to allow for more customization of outputs of these models [103, 6, 105]. One of these models is the Customizable Abstractive Topic-based sequence-to-sequence Summarization (CATS) model. The model allows for summarizing in an abstractive way, while selectively focusing on a range of desired topics, chosen by the user. In essence, this means that summarization happens in two stages: first, the model retrieves a set of topics that are present in the text and presents those in the user. Second, the user returns topics of interest to the model and the model uses
these topics to generate a summary. The model is based on the encoder-decoder architecture combined with the concept of pointer networks, which enables a combination of copying words from the source text and generate words from a fixed vocabulary. Summarizations are produced using a novel concept called topical attention: over encoder-decoder training steps, parameters adapt to learn the topics of each document [6].

2.2.4 fastText

The representation of words has been a central topic in NLP. A word embedding is a dense, distributed, continuous vector representation of a word, where more similar words are closer to each other in the vector space than less similar words. Preferably, this representation and its location in the vector space captures semantic and syntactic similarities and differences between words [54]. Representing words on a continuous scale allows for methods to measure word similarities, which are widely used in various information retrieval and NLP tasks [54]. Next to that, word embeddings are used for classification tasks, ranging from sentiment classification [106, 20, 58, 101] to cancer diagnosis [54], fake news detection [102] and emotion detection [38].

One method of creating embeddings is fastText. fastText is an efficient method to learn word representations useful for downstream tasks such as text classification. The main idea behind the approach is to represent the internal structure of the words through n-grams instead of learning a full word representation. Therefore, the model represents each word as a sum of vectors, where each vector represents an n-gram [5]. This approach has two benefits: first, morphological forms of a word are learned differently but will be very similar in the vector space. Second, embeddings for unknown words will generally still be informative, meaning that in all cases, we can use fastText to calculate semantic similarity.

Under the hood, it works as follows: a window is slid over the input text and the model either learns the center word from the remaining context, or all the context words from the center one. Essentially, a neural network with two layers of weights and three layers of neurons is trained, in which the two outer layers have a neuron for each word or sub-part of words (character n-grams) in the vocabulary, and the middle layer has as many neurons as dimensions in the embedding space [84, 11].

The open-sourced fastText package also includes a language identification model, which is a classification algorithm trained using fastText embeddings, to recognize more than 170 languages. This language detection functionality makes use of a simple linear model with rank constraint. Weights are set as a look-up table over the words, which are then averaged into a text representation. This representation is fed to a linear classifier. A softmax function computes the probability distribution over the predefined classes, which are the languages in this case [14]. The language with the highest probability is selected as the output language.
2.3 NLP for UML modelling

Several previous research approaches have been made to assist UML modellers by applying NLP techniques to requirements texts. For **class modelling**, multiple approaches have been proposed since the early 2000s to partly automate the process of creating class models. Using hand-coded rules based on Part-of-Speech (POS) tagging, the Linguistic assistant for Domain Analysis (LIDA) by Overmeyer et al. [72] identifies objects, their attributes and methods. The output can then be used for manually creating associations between the classes and to refine the identified objects. The Graphic Object-Oriented Analysis Laboratory (GOOAL) developed by Perez-Gonzalez and Kalita [76] takes a similar rule-based approach but regulates the requirements document before constructing a model. However, it can only handle simple problem domains and the texts still need to be structured before being able to be processed by the system. The Class Model Builder (CM-Builder) by Harmain and Gaizauskas [36] and the Requirements Analysis to Provide Instant Diagrams (RAPID) by More and Phalnikar [65] also suffer from this same limitation on input text, although they make use of more sophisticated NLP techniques.

More recent developments in class modelling still make use of rules to recognize parts of class diagrams. In their Automatic Builder of Class Diagram (ABCD), Azzouz et al. [8] use over a thousand hand-written patterns. Narawita and Vidanage [67] extend this rule-based approach with Weka software for recognizing relationship types and multiplicity with their UML Generator, being the first implementation to utilize machine learning in the effort of generating a class diagram from text. Contrasting previous approaches, Tang [95] combined parts of previous approaches to create a semi-automatic class modeller that supports extensive interactivity with the end-user for refining and finalizing diagrams, but similar problems are still apparent: because the tool uses a list of keywords to distinguish and link classes and attributes, the input text needs to be structured before being used.

The research field for automatic **activity and use case modelling** is considerably less extensive but has the same challenges as automatic class modelling. Iqbal and Bajwa [40] rely on the usage of natural language requirements in a formal structure in order to extract basic UML elements of an activity model. This approach is very similar to Nassar and Khamayseh [68], who specify clear guidelines for the requirements texts to follow before being able to generate activity models, and the method proposed by Maatuk and Abdelnabi [57], which requires input texts to follow a set of sixteen syntactic rules before facilitating UML element extraction for activity and use case models. Most of these implementations rely on POS tagging to identify usable sentences in requirements texts, such as work by Gulia and Choudhury [33], which again limits the input requirements text in terms of its structure.

For use case models, structuring raw text continues to be an apparent issue as well. Three implementations by Deeptimahanti et al. [23, 48, 24] normalize incoming texts using NLP tools before automatically forming class and use case models. The approach by Elallaoui et al. [26] relies on user stories, which inherently provide a strict structure already. Finally, the process of going from requirements texts to use case diagrams in the method developed by Hamza and Hammad [35] involves an intricate preprocessing step, including spell checking, and an approach is taken depending on structures in the text that indicate
whether the sentence is written in an active or passive voice.

To conclude, existing implementations for automatic generation of class, activity and use case models provide promising results, but share the same problem: the input text is limited to following a certain, predefined structure, and the implementations do not account for mixed model documents [80]. This underlines the need for a unified approach for processing raw, real-world requirements texts that can be used as a preprocessing step for (semi-)automatic UML modelling downstream.
3 Methods

3.1 Architecture overview

Our three-step pipeline architecture makes use of the following NLP techniques: i) entity-based summarization, ii) structural filtering, and iii) metadata tagging. These three steps are discussed in detail below. An overview of the complete pipeline is shown in Figure 6.

For the implementation of our preprocessing modules, we make use of BookNLP, an NLP pipeline in Python 3 specifically developed for operations on long texts [25]. BookNLP uses spaCy for POS tagging and dependency parsing. For the more complex tasks, it uses BERT models fine-tuned on different datasets, depending on the task at hand [7].

3.2 Datasets

3.2.1 PURE: a Dataset of Public Requirements Documents

The Public Requirements dataset is a dataset of 79 publicly available requirements documents covering a variety of domains and topics. This dataset only contains text documents without attached UML models. A subset of these requirements documents is ported to a common XML format with the goal of facilitating replication of NLP experiments [28], resulting in 18 requirements documents used in this project. Details on the amount of tokens, vocabulary and lexical diversity can be found in Table 2.

Because this subset is unlabelled, it cannot be used for supervised training. To be able to train the sequence labelling model introduced in Section 3.5, we analyzed the requirements texts in this dataset with the BookNLP modules and used coarse and fine-grained POS tags, lemmas, dependency relations, supersense categories, entity numbers, entity types and ACE 2005 entity categories as features. In the running pipeline, these features used for predictions are by-products of the previous two steps of the pipeline, and therefore require no additional computing power. We manually added labels to each word in the dataset, indicating the following:

Figure 6: Architecture pipeline for going from input to output.
To evaluate our approach on unseen data, we gathered a selection of five requirements texts used in machine learning tasks for the identification of classes and attributes in software documentation. All five texts are publicly accessible in the GitHub repository linked in the Section 4 and can be used in machine learning tasks for the identification of classes and attributes in requirements texts.

### 3.2.2 Validation set

To evaluate our approach on unseen data, we gathered a selection of five requirements documents (without associated UML models) which are currently being used as training material by a large American software company for their software consultants and architects. All five texts are listed in Appendix A. An overview of the metrics of this validation set and how it relates to the training

<table>
<thead>
<tr>
<th>sentence_ID</th>
<th>number_of_word_groups</th>
<th>word</th>
<th>lemma</th>
<th>POS_tag</th>
<th>dependency_relation</th>
<th>supersense_category</th>
<th>entity</th>
<th>entity_type</th>
<th>entity_category</th>
<th>IOB_tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>6</td>
<td>the</td>
<td>be</td>
<td>VB</td>
<td>root</td>
<td>NOM</td>
<td>PER</td>
<td>fine</td>
<td>PUNCT</td>
<td>O</td>
</tr>
<tr>
<td>26</td>
<td>6</td>
<td>of</td>
<td>be</td>
<td>VB</td>
<td>root</td>
<td>NOM</td>
<td>PER</td>
<td>keep</td>
<td>PUNCT</td>
<td>O</td>
</tr>
<tr>
<td>27</td>
<td>6</td>
<td>of</td>
<td>be</td>
<td>VB</td>
<td>root</td>
<td>NOM</td>
<td>PER</td>
<td>distributor</td>
<td>PUNCT</td>
<td>O</td>
</tr>
<tr>
<td>28</td>
<td>6</td>
<td>of</td>
<td>be</td>
<td>VB</td>
<td>root</td>
<td>NOM</td>
<td>PER</td>
<td>document</td>
<td>PUNCT</td>
<td>O</td>
</tr>
</tbody>
</table>

Table 1: An example of a fully labelled sentence from the PURE dataset. Everything from the “lemma” column to the “dependency_relation” column are generated through spaCy, the “supersense_category” column and all entity columns are created through the BERT models of BookNLP. The final column, the “IOB_tag”, is manually added.

- **B-class** indicates the beginning of a word group that represents a class in a class diagram.
- **I-class** indicates the continuation of a word group that represents a class in a class diagram.
- **B-attr** indicates the beginning of a word group that represents an attribute in a class diagram.
- **I-attr** indicates the continuation of a word group that represents an attribute in a class diagram.
- **O** indicates that the word does not belong to any word group and therefore does not represent either (a part of) a class group or attribute group.
Table 2: Characteristics of the PURE dataset and the validation set.

<table>
<thead>
<tr>
<th>Metric</th>
<th>PURE (training set)</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tokens</td>
<td>187,649</td>
<td>2,722</td>
</tr>
<tr>
<td>Vocabulary size (original tokens)</td>
<td>10,977</td>
<td>805</td>
</tr>
<tr>
<td>Vocabulary size (stems)</td>
<td>8,688</td>
<td>664</td>
</tr>
<tr>
<td>Number of sentences</td>
<td>7,928</td>
<td>147</td>
</tr>
<tr>
<td>Average sentence length (tokens)</td>
<td>24</td>
<td>18</td>
</tr>
<tr>
<td>Lexical diversity</td>
<td>0.046</td>
<td>0.244</td>
</tr>
<tr>
<td>Number of class (groups)</td>
<td>4478</td>
<td>215</td>
</tr>
<tr>
<td>Number of attribute (groups)</td>
<td>2182</td>
<td>140</td>
</tr>
</tbody>
</table>

set can be found in Table 2. To validate the performance of the sequence labelling model introduced in Section 3.5, we labelled this dataset with the same IOB tags as the PURE dataset.

3.3 Entity-based summarization

The first step of the preprocessing pipeline is a summarization step to condense the incoming requirements into a more focused text. We propose a method for performing extractive summarization where a user can select discovered entities in the text and the pipeline only returns sentences that relate to these entities of interest.

The benefit of the interactive, entity-based summarization step is two-fold: firstly, by extracting sentences we omit the processing of the whole document which often includes irrelevant parts such as tables of content, management summaries, reasons for development, appendices etc. that are not useful for modelling. Secondly, enabling the user to focus on specific parts of the software allows for compartmentalized and incremental development, where big software systems can be split into smaller parts.

We first extract all entities from the raw requirements texts using the entity annotation module of BookNLP, which has been trained on an annotated dataset of 968K tokens, combining public domain materials in LitBank with a dataset of approximately 500 contemporary books.

From all discovered entities, two categories of entities are excluded: Geopolitical entities (GPE) and Organizations (ORG), together with all pronouns [100]. These categories are excluded because they often refer to named entities, which are typically not modelled in UML diagrams, leaving us with concepts that are more likely to refer to UML objects.

The entity extraction step often results in duplicate entities: for example, BookNLP classifies ‘customer’ and ‘each customer’ as separate entities. To combine these into a set of unique entities, we rely on the POS tags of the detected entities: we remove all words of the entity groups that are not a noun or an adjective according to the POS tagging of spaCy and remove duplicates.

After performing these transformations, the user is presented with all the extracted entities and makes a selection of entities that the modeller wants to use in modelling downstream.

After this selection, the next substep is the filtering of relevant sentences based on the relevant entities. Only sentences that contain (references to) the
selected entities of interest are returned to the user for further preprocessing in the pipeline. Thus, sentences that do not contain entities of interest directly, or have indirect links to the entities of interest via words such as “their” and “this” will be removed from the running text before continuing to the next step in the pipeline.

Alternatively, an abstractive approach could be feasible here. However, research on abstractive summarization methods with human interaction is limited. One of these methods, Customizable Abstractive Topic-based sequence-to-sequence Summarization (CATS), is an abstractive summarization method with which text documents can be summarized while selectively focusing on a range of desired topics. The model is based on the encoder-decoder architecture combined with the concept of pointer networks, which enables a combination of copying words from the source text and generating words from a fixed vocabulary. Summarizations are produced using a novel concept called topical attention: over encoder-decoder training steps, parameters adapt to learn the topics of each document [6]. However, using this model for creating summaries is not feasible in a production environment. The codebase is written in Python 2.7, and even after migrating the solution to Python 3, the model does not allow for extension to unknown topics due to its pretrained topic model. Next to that, selecting and deselecting topics of interest are only showcased for research purposes and not usable on scale, making our extractive summarization method based on entity extraction the best choice for this thesis.

3.4 Structural filtering

The next step in the pipeline is forming three ‘buckets’ to put sentences in: one for class modelling, one for activity modelling and one for use case modelling. The output of these steps is three texts that are concatenations of the sentences that belong in these buckets: a text for class modelling, a text for activity modelling and a text for use case modelling.

One sentence can appear in multiple buckets, as long as it conforms to the filtering rules that are defined for each of the buckets. These rules are based on four characteristics of the sentences, or a combination of multiple characteristics: keywords, syntax dependencies, supersenses and POS tags. For syntactic dependency parsing, we use word-level information of spaCy. Supersenses are a classification scheme for nouns and verbs that groups them based on the semantic meaning of the words [46]. For supersense tagging, we use the supersenses module from BookNLP, which was trained on SemCor. SemCor is a subset of the Brown Corpus (360K tokens) that is annotated with supersenses [77]. The combination of syntax dependencies and POS tags with supersenses allows us to create rules that both target syntactic and semantic structures within sentences.

The filtering rules for the class and use case texts are based on this combination. Combinations are made based on manual observations of the requirements texts in the PURE dataset, which is introduced in Section 3.2. We manually labelled all sentences of this dataset with whether they had indicators for class and use case modelling, gathered all sentences for class and use case modelling, generated their characteristics, and created rules that were as abstract as possible in order to keep the rules as high-level as possible, not focusing on edge cases. This process resulted in 16 manually defined structural rules for class texts and 4 rules for use case texts. Contrasting this approach, the filtering
rules for activity texts are based on keywords, extracted from previous research conducted by Friedrich et al. [30] and Ferreira [29] in the Business Process Model and Notation (BPMN) domain. All filtering rules are listed in Appendix C.

3.5 Metadata tagging

The last step of the process takes as input the class text gathered from the previous step and identifies and labels classes and attributes that are present in the text. For this purpose, we use a supervised sequence labelling model, conditional random fields (CRF). As stated previously, the relatively limited availability of publicly available training data for requirements engineering is a limitation of this research field. By using a CRF model, we can classify elements in a running text with only a small amount of training data.

For training the model, we use the labelled PURE dataset with the filtering rules of the second step of the pipeline applied to it. This ensures that we limit the training to patterns that we will be able to observe in the final implementation. Additionally, we experiment with extending this dataset in two ways. First, we add fastText embeddings for each token [10]. Second, we extended the dataset with class and attribute frequencies from the GenMyModel dataset, which is a repository of UML model files.

The frequencies work as follows. For every token that belongs to a class or attribute group, we retrieve how many times the word is used as a class and as an attribute in the repository. This results in three additional values used in the training process: the total amount of times the word is observed in classes and attributes in the repository and two values that indicate the absolute counts of how many times the word appears in class names and attribute names.

The GenMyModel dataset is a dataset of 352,216 XML files containing UML diagrams from GenMyModel, an online modelling tool through MAR, a search engine for model files [56]. GenMyModel is a UML modelling tool, without any specific focus on modelling areas, making it more suitable for this thesis. The files make use of a shared UML namespace, making it relatively easy to extract classes and attributes by extracting elements with the xsi:type attribute uml:Class, which mark the class objects, and then searching for owned attributes within this object, which are the attributes of the object. After stripping the names of the extracted classes and attributes, this resulted in 344,981 unique classes and 455,730 unique attributes.

Because we focus on the larger applications of UML within this project, we apply some additional syntactic preprocessing steps to transform programmatic class and attribute names:

1. Remove function calls, getters and setters, dot-separated widgets and filenames, comma-separated attributes, HTML and XML tags, dollar signs at the start of strings, digits attached to the end of words and all notions of “my” before another word, left-over parentheses, dashes, square brackets, hashtags, stars and slashes.

2. Transform all programmatic cases (snake case, camel case etc.) into space-separated text in order to reflect running texts as best as possible.

4. Remove duplicate spaces.

5. Remove all entries that contain non-Latin characters.

Because the collection of UML models are multi-lingual, the last cleaning step is to remove all non-English files from the dataset. For this, we use fastText’s language identification model [44].

As an alternative way to get frequencies from model files, the Lindholmen Dataset of UML Models was considered. This dataset contains files extracted from GitHub, with a focus on the development of software projects [37]. However, even though this is a valuable resource for this field, this particular focus is not fitting for this thesis because it does not satisfy Sub-objective 1: requirements in any context and any system should be supported. Therefore, we only use the GenMyModel dataset, but a transformed version of this dataset with exactly the same preprocessing steps as described in this section can be found in the repository of this project on GitHub.

The end result is a list of 908,946 English-language classes, of which 180,429 are unique, and 1,232,355 attributes, of which 203,154 are unique.

For example, the word ‘address’ appears 21,845 times as an attribute, and 1,287 times as a class. This results in a total amount of occurrences of 23,132. When extending the training data with this data, every time we use the token ‘address’, it will have the triplet (21845, 1287, 23132) added to it.
4 System implementation

The preprocessing pipeline as described in this thesis is implemented as part of the Prose to Prototype project to prove its effectiveness in real-world scenarios. The Prose to Prototype project aims to investigate how textual requirements documents can be processed with NLP techniques to map them to UML models. The main focus of the project is to allow for all types of textual expressions of requirements to be modelled automatically, or with a human-in-the-loop approach, resulting in sets of UML diagrams. Additionally, the project aims to synthesise these models with the goal of executing them as prototypes immediately [80]. Currently, the project is still in its prototype phase and therefore not yet publicly available.

The pipeline is the first step of the journey of going from requirements text to executable UML models within the project and aids the use case, class and activity modelling modules of the project, which make use of the output of the preprocessing in this thesis.

In addition to this integration, the code that powers the complete pipeline, including the produced datasets, models and experiments is on GitHub for reference.

4.1 Implementation details

The Prose to Prototype project consists of two parts: the Backend and the Editor. The Backend handles data storage and machine learning operations, while the Editor handles user interactions and provides the user with information about the project. The Backend and the Editor communicate through a RESTful API, allowing the technological stacks to be different for each part.

Both the Editor and Backend run in Docker containers, isolated environments that package the applications and manage their lifecycles, allowing for quick and easy deployment [2].

4.1.1 The Backend

The Backend consists of a Django application in Python 3, exposing API routes to interact with the data model of the preprocessing pipeline, but also powering the generation of activity, use case and class diagrams, and creating running prototypes.

In this project, the existing API was extended by introducing a new architecture to manage the creation of diagrams. A class model showing this new architecture is shown in Figure 7.

To allow for compartmentalization of the requirements engineering process, a user can create a project, which holds one or more requirements documents to store the general requirements. In practice, requirements documents are often documents with more than 20 pages, describing software in general. Therefore, we introduce the notion of a system: a certain subselection of requirements from the main requirements document that allows for compartmentalization of the modelling process. A project can have many systems, each describing a certain part of the document. A user can define this subset by selecting entities in the main requirements document that are of interest for the system, together with a selection of UML models that the user wants to create for the system. As a
result, up to three requirements subsets are generated per system: one for each of the UML types that are currently supported, holding the content describing only the entities that the user has defined.

These requirements subsets are then used in the UML generation and extraction processes for each of the different UML types, which are already present in the Prose to Prototype project. In this research, these extraction and generation processes have remained largely untouched, except for the implementation of the metadata extraction based on the CRF models introduced in this thesis in the class model extractor.

4.1.2 The Editor

The Editor is created with React.js, a JavaScript library for building user interfaces [3], in combination with TypeScript, an extension of JavaScript for creating a more stable environment due to user-defined type definitions [4]. For the purpose of reusability, the project makes use of IBM’s Carbon Components library, which contains common components that keep the amount of code that has to be written to create new functionalities to a minimum [1]. This technological stack was chosen so that there is a stable and modern development workflow, allowing the project to grow and mature further in the future, even when new research projects add to it.

During this research, several web pages have been added to the Editor to facilitate interaction with the preprocessing pipeline. Screenshots of these web pages can be found in Appendix B. The general user flow is as follows: a user finds the landing page (Figure 11) and clicks the button to get the process started. Then, the user is taken into a three-part process.

First, they can decide to choose an existing Project if the user has created one before (Figure 12), or the user can click a button to create a new Project. For creating a new Project, the user has to fill in a project name, description, and requirements have to be provided. These requirements can either be written in a textbox, or the user can upload a plaintext file, or an audio file, which is converted into plaintext. Once the user is satisfied with the content of the
Project, the user can continue to step 2: creating a new System (Figure 14).

As stated earlier, a System contains a subselection of the requirements, focused on specific entities of interest and UML types. From the requirements text that has been filled in by the user in the previous text, the preprocessing pipeline extracts entities. Here, the user can select some of the detected entities that they are interested in to proceed with automatic modelling. After choosing a name for the System and picking entities of interest and UML types, the user proceeds to the final step: reviewing the extraction (Figure 15).

In this last step, the subsets of the requirements are shown to the user for each of the selected UML types, together with the generated metadata from the pipelines for the generation of each of the diagrams. Dedicating a step to reviewing the extraction allows the user to go back in the process via the navigation elements at the bottom of each of the preprocessing steps and change certain inputs to tune the end result.

After reviewing the extraction, the visual diagrams are generated, and the user is redirected to a built-in UML editor, where they can change, extend and improve the generated models. Next to that, the system has the capability of generating a runnable prototype of a system. This is done by taking the created class model and use it as a database model for a sample web application. In this generated web application, the user can read and write data to the system so that they can test out a system and validate it immediately.
5 Results

To evaluate the results of our pipeline, we run one text out of our validation set through the steps outlined above. Where possible, we provide quantitative results to accompany our qualitative example.

5.1 Entity-based summarization

The contents of the validation text are shown in Figure 8. The named entity extraction model discovers the following entities in this text: small truck trailer, rental office, vehicle various type truck, customer, customer ready possession, vehicle, rented vehicle, central office, office, single home office, different type vehicle, truck, individual customer, individual, company, home, driver, single individual company, more vehicle, truck trailer and open trailer.

The results of selecting the entities customer, vehicle and truck for the entity-based summarization are also shown in Figure 8. The selected text is displayed in green, the discarded text is not highlighted. Because of our efforts of grouping (semi-)duplicate entities together, we achieve good qualitative results in this step for this sample text, allowing the user to effectively select parts of the system for further modelling while keeping in mind the user experience by not presenting the complete list of detected entities in the text.

5.2 Structural filtering

In Figure 9 the filtered output texts of the first step of the pipeline are shown. The usage of a broad range of rules for the class text results in the longest text of the three (a). Due to the limitations of the use of keywords to find sentences related to processes, the activity text only consists of two sentences. Finally, our rules result in a use case text that contains sentences that always involve an actor in an active way, giving us a satisfactory result overall.

To provide a benchmark for future research, we have labelled all sentences in our validation set with the type of modelling the sentence is useful for. This validation set comprises 5 texts, which can be found in Appendix A. As displayed in Table 3, each text has a main focus, but we also labelled each sentence for

Figure 8: Applying the entity-based extractive summarization step on the validation text.
which type of modelling it is useful. The validation set contains 145 sentences, and each sentence can be labelled as useful for more than one type of modelling. The length of the texts is between 300 and 549 words, and they span a range of industries in order to make the findings of this research applicable to a large number of scenarios.

Even though this is only a small collection, we show the classification result in Table 4. Because we want to be able to effectively use the filtering rules to take out positive cases, we look at the recall on the “useful” classes. Unfortunately, the recall here is relatively low. For the rules for class models and use case models, this can be explained by the difference in sparsity of useful information between the training set and the validation set: in the validation set, very focused texts with lots of useful information is present, while the training data on which the rules are based has a relatively low amount of useful information, resulting in highly specific rules to catch sparse patterns. For the rules for activity models, we can observe that only using the keywords defined by Friedrich et al. [30] and Ferreira [29] do not result in a satisfying performance.

5.3 Metadata tagging

Table 5 displays all gathered classification results of the trained CRF model on the validation set. The scores are displayed in four stages in order to approxi-

<table>
<thead>
<tr>
<th>Title</th>
<th>Word count</th>
<th>Modelling focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dental clinic</td>
<td>300</td>
<td>Class, activity</td>
</tr>
<tr>
<td>Restaurant</td>
<td>549</td>
<td>Class, activity, use case</td>
</tr>
<tr>
<td>Observations on geological samples</td>
<td>413</td>
<td>Class, activity</td>
</tr>
<tr>
<td>Law firm</td>
<td>494</td>
<td>Class</td>
</tr>
<tr>
<td>Rental truck company</td>
<td>520</td>
<td>Class, activity</td>
</tr>
</tbody>
</table>

Table 3: An overview of characteristics of the used requirements texts in the validation set.
mate the influence of each group of features on the end result. For each training stage, we tuned the hyperparameters c1 and c2 using randomized search. The first stage entailed a minimal training setup: we trained the CRF model using our base features, which only included the base information for each token (POS tag, dependency relation, supersense, entity type, entity category, surrounding words and POS tags, etc.). In the second stage, we added information from the GenMyModel dataset: training was conducted on the base information in combination with the frequency of occurrences of the token in the GenMyModel dataset, and how many of those occurrences were labelled as classes or attributes. The third stage combined the base information with fastText embeddings for each token. Finally, in the last stage, all of the additional features were combined.

By default, the training materials were sparse in terms of classes and attributes as compared to the validation materials. As a result, the related F1 scores are generally not very high and differ only slightly between the four different test scenarios. As is often the case in machine learning, we can observe that having more data results in the best performance: all features combined gives the best scores across the board. Only frequencies alone score slightly higher, and only on the B-class tag. Frequencies and embeddings separately hardly pass the default experimental set-up in performance, indicating that a historical lookup still requires context-level information for disambiguating aspects of class models in requirements texts.

To finalize the qualitative evaluation of the validation text, we display the results of running the class text from the previous step through the model in

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Support</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Useful for class modelling</td>
<td>0.79</td>
<td>0.56</td>
<td>0.66</td>
<td>110</td>
<td>0.56</td>
</tr>
<tr>
<td>Not useful for class modelling</td>
<td>0.28</td>
<td>0.54</td>
<td>0.37</td>
<td>35</td>
<td>0.87</td>
</tr>
<tr>
<td>Useful for activity modelling</td>
<td>0.60</td>
<td>0.41</td>
<td>0.49</td>
<td>22</td>
<td>0.87</td>
</tr>
<tr>
<td>Not useful for activity modelling</td>
<td>0.90</td>
<td>0.95</td>
<td>0.92</td>
<td>123</td>
<td>0.76</td>
</tr>
<tr>
<td>Useful for use case modelling</td>
<td>0.38</td>
<td>0.44</td>
<td>0.41</td>
<td>27</td>
<td>0.76</td>
</tr>
<tr>
<td>Not useful for use case modelling</td>
<td>0.87</td>
<td>0.83</td>
<td>0.85</td>
<td>118</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Table 4: Classification scores of the structural filtering step.

<table>
<thead>
<tr>
<th></th>
<th>B-class</th>
<th>I-class</th>
<th>B-attr</th>
<th>I-attrib</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.622</td>
<td>0.382</td>
<td>0.681</td>
<td>0.722</td>
</tr>
<tr>
<td>Recall</td>
<td>0.473</td>
<td>0.310</td>
<td>0.320</td>
<td>0.361</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.537</td>
<td>0.342</td>
<td>0.435</td>
<td>0.481</td>
</tr>
<tr>
<td>With frequencies</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.627</td>
<td>0.382</td>
<td>0.721</td>
<td>0.792</td>
</tr>
<tr>
<td>Recall</td>
<td>0.496</td>
<td>0.310</td>
<td>0.310</td>
<td>0.352</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.554</td>
<td>0.342</td>
<td>0.434</td>
<td>0.487</td>
</tr>
<tr>
<td>With embeddings</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.608</td>
<td>0.353</td>
<td>0.681</td>
<td>0.750</td>
</tr>
<tr>
<td>Recall</td>
<td>0.457</td>
<td>0.286</td>
<td>0.320</td>
<td>0.361</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.522</td>
<td>0.316</td>
<td>0.435</td>
<td>0.487</td>
</tr>
<tr>
<td>Everything combined</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.633</td>
<td>0.394</td>
<td>0.744</td>
<td>0.750</td>
</tr>
<tr>
<td>Recall</td>
<td>0.481</td>
<td>0.310</td>
<td>0.320</td>
<td>0.361</td>
</tr>
<tr>
<td>F1-score</td>
<td>0.546</td>
<td>0.347</td>
<td>0.448</td>
<td>0.487</td>
</tr>
</tbody>
</table>

Table 5: Classification scores for the CRF model in the final step of the pipeline.
Each rental office rents vehicles that they have in stock to customers ready to take possession of the vehicle. We don’t take reservations or speculate on when the customer will return rented vehicles. The central office oversees the vehicle distribution and directs transfers of vehicles from one rental office to another. Each office is a home office for some of our vehicles, and each vehicle is based out of a single home office. Each vehicle has a vehicle id, state of registration, and a license plate registration number. For all our vehicles, we need to track the last maintenance date and expiration date of its registration. If a customer damaged a vehicle, abandoned it, or didn’t fully pay the bill, then we tag the customer as a poor risk, and won’t rent to that customer again.

Figure 10: Applying the metadata tagging step on the validation text.

This is the result of using the full feature set, so with frequencies and embeddings. The blue highlighted groups are classified as classes and the purple highlighted groups are classified as attributes.

The most important classes, such as the customer class and the vehicle class, are consistently classified the right way throughout the text. However, the model does not accommodate for less common classes. For example, in the second sentence, we would expect “reservations” to also be a class. Next to that, it seems that attributes listed in a sentence structure that deviates from the standard format “each <class> has a <enumeration of attributes>” are not picked up by the model.

To conclude, from a quantitative point of view, the model seems to perform best when there is information about historical occurrences and word embedding, but the F1 scores are not satisfactory. From a qualitative point of view, it seems like the model performs its basic functions well and offers a good basis for adjusting the outcomes of the classification downstream. Especially considering the user has plenty of options to adjust the model outcome downstream, we can safely say the system is usable even with the relatively low F1 scores.
6 Conclusion

6.1 Main findings

In previous sections, this paper laid out a pipeline for preprocessing real-world requirements texts into structured texts for the purpose of generating class, activity, and use case models, including metadata for class modelling specifically.

We defined four sub-objectives for the development of the pipeline. Sub-objective 1 focused on the ability to preprocess systems in any context. The entity-based extractive summarization method developed in this thesis allows a user to select entities of interest. These entities are extracted in a context-agnostic way, and can therefore be applied in any circumstance. In the end, with this pipeline, the user is responsible for selecting entities that are of interest, and we can assume that the user selects entities that are useful for the specific context of the UML model. As an alternative to the CATS model that we experimented with in the beginning, but which was unable to function in a production environment, we used the entity extraction model of the BookNLP package to replicate the same effect in an extractive approach. We ended up with a method that is predictable and easily tunable by the end user, which shows good qualitative results.

Sub-objective 2 focused on the ability to find and recognize patterns for bucketing texts for specific UML models. Our approach combines findings in research with linguistic techniques such as supersenses and syntax dependencies to define patterns that are useful for determining for which type of UML model a sentence is useful. The main challenge of this step was bridging the gap between the sparse PURE dataset, which formed the basis for our rules, and the dense validation set. This gap resulted in subpar recall scores. However, because of the interpretable nature of the rules, we ended up with a method that allows for easy extension of the rules in the future.

Sub-objective 3 focused on the application of novel machine learning and NLP techniques to generate metadata. To develop our class model metadata extractor, we created a novel dataset of classes and attributes, and the classification results provide both a model for future development of metadata models, but also put out a benchmark for the classification task of distinguishing classes and attributes in running texts.

Lastly, sub-objective 4 focused on the option of human intervention in the output of the preprocessing pipeline. Through the developed interface and the summarization where user interaction lies at its core, the user can freely control both the input and output of the preprocessing pipeline and tweak results before even generating a visual diagram.

To conclude, our experimental results set a benchmark for future work, provide new training material, and provide a new direction of methods for the analysis of requirements texts, including the novel use of entity extraction to gather entities of interest for UML modelling. Next to that, this paper forms a basis for a more uniform approach to preprocessing requirements texts, with the goal of advancing research in this area.
6.2 Future work

Looking at the limitations of our research, future work is needed on automatically locating parts of requirements texts that are useful for systems design. We especially see opportunities in a more context-aware method of distinguishing classes and attributes from each other, but more research on the difference between classes and attributes on the word level is also welcomed. Furthermore, the preprocessing pipeline developed in this thesis is focused on “traditional” requirements engineering. However, the business environment is rapidly changing, challenging these approaches, and favouring agile methods in certain industries, such as software development [15]. With agile methods, user stories are often-times used to communicate system requirements. These user stories are written on a value level, as opposed to a type level which is currently supported in the pipeline. Support for user stories in this pipeline should be explored, allowing for example to go from “as a user, I want my aeroplane to be pink” to “the aeroplane has a colour”. To conclude, the lack of datasets on this topic remains a limitation for future research. Even though considerable work went into creating labelled datasets to support this thesis, independent validation of our data, or extension of this work into, for example, attributes and methods versus classes and subclasses would be a valuable addition to this research.
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Appendices

A Validation set of requirements texts

A.1 Dental clinic

The clinic basically schedules patients, provides services for them, and bills them for those services.

New patients fill out a form listing their name, address, telephone numbers, allergies, and state of mind prior to scheduling their first appointment. Existing patients are normally scheduled for their next appointment as they depart from their current appointment. When the office staff forget to do this, a desk worker has to call the patient to set up a date. Schedules are entered into a central appointment book; patient records (including contact information) are kept in paper files.

Appointments are for one of three procedures: dental hygiene, cavities and fillings, and oral surgery (including root canals and tooth extractions). For each procedure the patient needs to be prepared and supplies need to be collected (e.g., probes, drill bits, cements, resins, etc.). For a hygienist’s appointment, preparation could be as simple as seating the patient in dental chair and putting a bib around his or her neck. For oral surgery, anesthesia of various strengths are normally administered prior to operation. Only for oral surgery procedures is it necessary to ask the patient to wait for up to twenty minutes before performing a post-operative check.

Billing is always done by the month, and bills are always sent by mail to patients’ contact addresses. Checks are received by mail. HMO-funded patients are asked to make a copayment at the time that they leave the office. Each patient also generates a reimbursement request to an insurance company. Insurance companies and HMOs send their checks by mail three months after receiving a reimbursement request.

The clinic maintains a supplies inventory file that a worker fills out once a week by physically inspecting each of the three procedures rooms. Supplies and tools are stored in a standard layout in each room.

A.2 Restaurant

Romano’s is the finest Italian restaurant in the city. Unless you are a celebrity or a good friend of Romano you will need a reservation. A reservation is made for a specific time, date and number of people. The reservation also captures the name and phone number of the person making the reservation. Each reservation is assigned a unique reservation number. There are two categories of reservations at Romano’s: individual reservations and banquet reservations. Additional reservation information captured when an individual makes a reservation includes seating preference (inside or patio) and smoking preference (smoking or nonsmoking). Additional reservation information captured for banquet reservations includes the group name and the method of payment. Seating at Romano’s is limited. Romano’s has a fixed number of tables. Each table is identified by a unique table number. Each of the tables is further described by a unique free form description such as ”located by the North window”, ”located in front of the
fountain", "by the kitchen door". Each table is classified as a 2-person, 4-person or 6-person table. When a reservation is made, Romano associates a specific table number(s) to the reservation. A table can be utilized many times over the evening by many reservations. Romano tends to overbook tables. Therefore, there can be overlapping table reservations. The management structure at Romano’s is hierarchical. There are several restaurant managers who report to Romano. The managers are responsible for managing the Maitre’d and the chefs as well as ensuring that the guests have a pleasant dining experience. The Maitre’d is responsible for managing the waiters, bartenders and bus personnel. The Chefs are responsible for managing the cooks and dishwashers. Each person working for Romano’s must be classified as either a manager, Maitre’d, waiter, bartender, chef, cook, bus person or dishwasher. Additional information maintained by Romano’s for each person includes the persons name, date of birth and drivers license number. When the reservation party arrives at Romano’s the reservation is assigned to one waiter. A waiter can be assigned to many reservations during the course of the evening”. The menu at Romano’s is exquisite. There are many exciting and exotic items. Each menu item is identified by a unique menu item number. Information maintained by Romano’s for each menu item includes an item description of (e.g. “chicken marsala”, “fish soup”, “endive salad”, “1988 Merlot wine”, etc.), and item prep time. Each menu item is classified by Romano’s as “appetizer”, “entree”, “dessert” or “beverage”. The price of each menu item can vary based on the time of day. For example, some of the menu items have different lunch and dinner prices. Some of the menu items change prices for happy hour. In order to calculate the check at the end of the dinner, the waiter maintains a list, by reservation number, of the menu items ordered and the time that the menu item was ordered. In other words, each reservation can be associated with many menu items and a menu item can be associated with many reservations. In addition to menu items, Romano’s maintains a list of the food items that are utilized by the restaurant such as chicken, mushrooms, bread sticks, red sauce, cream sauce, etc. Food items are utilized in the preparation of menu items. Each food item is identified by a unique food item number.

A.3 Observations on geological samples

Retrieved from [47].

Geological samples are retrieved from the field and then processed in the laboratory to determine various properties, including chemistry, mineralogy, age, and petrophysical properties like density, porosity, permeability.

Samples obtained as part of economic activities, such as mineral exploration, are usually processed in commercial assay and chemistry labs. For QA/QC purposes, each batch of samples will have a number of control samples inserted, for which the concentration of particular chemical species are already known. For confidentiality reasons the location information associated with each sample is not provided to the lab, but must be re-attached during the interpretation phase. During processing, many derived samples will be generated by various physical and chemical procedures. In some cases the derived samples are strict sub-samples, whose intensive properties are intended to be the same as the parent. In other cases, the split is ‘biased’, with the derived sample intended
to select a specific sub-sample, defined by a particular particle size, density, magnetic properties, etc. The link from the derived sample to the parent sample must be preserved, and the link from the parent to the location from which it was obtained also. In some cases the location is associated with another sampling artifact, such as a drill-hole or traverse or cruise, with the latter carrying the detailed location information.

In a research context some samples have a particularly high-value, having been obtained by an expensive process (involving drilling or ships or spacecraft) or from a location that is hard to visit (remote, offshore, in space). These samples are sometimes sub-divided and distributed to multiple research teams or labs for different specialized observations. Each lab will run its own LIMS system, which will usually assign a local identifier for the sample. When the results of these observations are reported, it is necessary that observations from different labs can be correlated with each other, so that the complete picture around each sample can be assembled.

These stories focus on sensing applications involving ex-situ sampling, where a location is visited and a specimen obtained using some sampling process, then transported to one or more laboratories where it is processed into one or more sub-samples and various observations made. Sample identity is usually key, and the relationships between samples, between samples and other artifacts of the sampling process, and also with other geographic features or locations. The sampling time and analysis and reporting time are all different.

Similar process apply to botanical sampling, and to environmental sampling (water, air, dust).

A.4  Law firm

Analyst: Do you run into any challenges with international addresses, given the wide variation in address formats?

AP: Actually, that is a constant source of confusion and pain. We have had several situations where, due to an incorrect address format, the client did not receive correspondence.

Analyst: Can you give me some examples of this?

AP: Yes, one happened recently. Sometimes, addresses start with a house name or number, but some overseas clients put the city or town first. Imagine the confusion of sending something to Paris which we thought was the city but was in fact the house name!

The other issue is that overseas zip codes or postal codes, as they are sometimes called, are not always numeric—they can be a combination of numbers and letters.

Analyst: Tell me about the process when you take on a new client. What information do you initially record about that person?

AP: Remember, it’s not always an individual; it could be an organization.

Analyst: When it’s an organization, do you always need to know the contact?

AP: Yes, and sometimes there are more than one. For each client or representative of an organization, I need to write down their full name and how they prefer their honorific: Mr., Ms., Mrs., Dr., etc. And of course, their email address, phone number, and postal address, and sometimes we have a primary mailing address that could be different from the billing address.
Analyst: Could you have a situation where multiple people have the same address?

AP: This does happen, for example, when we contact different employees in the same office.

Analyst: What are your other responsibilities, apart from creating cases?

AP: As a case progresses, I need to record all the individuals and organizations that take part in the case activities and the specific role they play.

Analyst: Is it possible for an individual or organization to participate in multiple actions or events in different cases?

AP: Yes. Not only that, but some may play different roles within the same case. For example, the same party can be both the defendant and witness in the same case.

Analyst: So, what are these different types of roles a party can play?

AP: Plaintiff, witness, defendant, judge, an expert in some field, or an attorney.

Analyst: Can your firm’s attorneys or judges be considered as parties to the case?

AP: Absolutely. And I must record the information about their involvement as well.

Analyst: Please tell me about events that occur. What information do you record?

AP: All attorneys and legal assistants record their own activities, which include the date and time when an activity occurred, a short description, and a duration, and in the case of witnesses, defendants, and judges, a list of who was involved. We also need to indicate if this event is billable or not.

Analyst: Is there anything else you record for cases?

AP: Yes, we need to know which documents were used in a case.

A.5 Rental truck company

The Right-Way Rental Truck Company rents small moving trucks and trailers for local and one-way usage. We have 347 rental offices across the western United States. Our rental stock includes a total of 5,780 vehicles including various types of trucks and trailers. We need to implement a system to track our rental agreements and our vehicle assignments. Each rental office rents vehicles that they have in stock to customers ready to take possession of the vehicle. We don’t take reservations, or speculate on when the customer will return rented vehicles. The central office oversees the vehicle distribution, and directs transfers of vehicles from one rental office to another.

Each rental office has an office name like “Littleton Right-Way”. Each office also has a unique three digit office number. We also keep each office’s address. Each office is a home office for some of our vehicles, and each vehicle is based out of a single home office.

Each vehicle has a vehicle id, state of registration, and a license plate registration number. We have five different types of vehicles: 36 trucks, 24’ trucks, 10’ trucks, 8’ covered trailers, and 6’ open trailers. Yes, we do have a vehicle type code. For all our vehicles, we need to track the last maintenance date, and expiration date of its registration. For our trucks, we need to know the current odometer reading, the gas tank capacity, and whether or not it has a
working radio. For long moves, customers really prefer a radio. We log the current mileage just before we rent a truck, and then again when it is returned.

Most of our rental agreements are for individual customers, but a rental agreement can either be for an individual or for a company. We do rent a small percentage of our trucks to companies. We assign each company an identifying company number and track the company’s name and address. No, we don’t need to worry about any additional information about a company. Our corporate sales group handles all that information separately.

For each individual customer, we record the customer’s name, home phone, address, and driver’s license state, number, and expiration date. We like to keep track of all our customers. If a customer damaged a vehicle, abandoned it, or didn’t fully pay the bill, then we tag the customer as a poor risk, and won’t rent to that customer again.

We only allow a single individual or company for a given rental agreement, and we write a separate rental agreement for each vehicle. Yes, we do have customers rent two or more vehicles at the same time. Each rental agreement is identified by the originating rental office number and a rental agreement number. We also need to track the rental date, the anticipated duration of the rental, the originating rental office, the drop-off rental office, the amount of the deposit paid, the quoted daily rental rate, and the quoted rate per mile. Of course for the trailers, there isn’t a mileage charge. No, we don’t need to automate the financial side of our business, just our rental agreement tracking and vehicle assignment functions.
B Interface

Figure 11: Landing page for the Prose to Prototype project.
Choose a project

A project holds your main requirements document that you can then use to generate various diagrams and prototypes. You can reuse the main requirements text and split it up into smaller portions when creating your diagrams and prototypes.

Your projects

Start from your existing projects or create a new one.

<table>
<thead>
<tr>
<th>Project</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>This project just works</td>
<td>A descrip</td>
</tr>
<tr>
<td>Order delivery project</td>
<td>This project describes the ordering process of a large manufacturer.</td>
</tr>
</tbody>
</table>

Figure 12: A user has the ability to select projects to get started.
Create a new project

Before we can start generating your models, we need to have access to your requirements. Type or paste them into the box below or upload a plaintext file that we can use from the get-go, or a sound file that we can convert to text.

Project name

Customer orders

Project description

This project describes the various ordering flows that we have for fulfilling customer orders

Write requirements

An order is placed by a specific customer. A customer has a first name, last name, address, and birth date. The order consists of multiple line items. Each order has an order number, an entry date, a delivery status, and a description.

A delivery company consists of multiple orders.

A line item consists of a product.

A line item specifies a particular product, and defines the quantity that is ordered.

A product is characterized by a name, a description, a product number, a price, a location. Restricted products and flammable products are types of products.

Each order is shipped by a delivery company. The delivery company has a name and an address.

Figure 13: A user can also create new projects.
Create new system

Systems are a subset of your requirements document, focused on specific entities that are of interest for modelling purposes, and with a specific type of UML model. Working with systems means that you can compartmentalize your requirements, allowing for incremental development and better intermediate feedback.

Figure 14: A system can be created to zoom in on specific UML types and entities of interest.
Review extraction

With the properties you selected for Customer system, we have made a subselection of your requirements text for your selected UML models. You can review the subselections and their associated metadata here before we start generating a graphical diagram.

The UML elements that we identify from your requirements text can be changed in the editor after this step.

Each rental office rents vehicles that they have in stock to customers ready to take possession of the vehicle. We do not take reservations, or speculate on when the customer will return rented vehicles. Each office is a home office for some of our vehicles, and each vehicle is based out of a single home office. Each vehicle has a vehicle ID, state of registration, and a license plate registration number. For all our vehicles, we need to track the last maintenance date, and expiration date of its registration. For our trucks, we need to know the current odometer reading, the gas tank capacity, and whether or not it has a working radio. We log the current mileage just before we rent a truck, and then again when it is returned. We do rent a small percentage of our trucks to companies. If a customer damaged a vehicle, abandoned it, or did not fully pay the bill, then we tag the customer as a poor risk, and we do not rent to that customer again. Yes, we do have customers rent two or more vehicles at the same time.

Figure 15: Before generating diagrams, a user can review the extraction.
C Bucketing rules

Below, all bucketing rows are listed for class diagrams, activity diagrams and use case diagrams.

<table>
<thead>
<tr>
<th>Rule number</th>
<th>Syntax dependency level</th>
<th>Supersense level</th>
<th>POS level</th>
<th>Lemma level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific rules</td>
<td>Has at least two nouns (NN/NNP/NNS)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Has (passive) auxiliary and conjunct dependency relations</td>
<td>Has a verb.cognition supersense</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Has an object of a preposition, a preposition and a nominal subject</td>
<td>Has a verb.stative and a noun.relation supersense</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Has an object of a preposition and a numeric modifier</td>
<td>Has a verb.stative and a noun.artifact supersense and more than one verb.stative supersenses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Has a nominal subject, a direct object and an adjectival modifier</td>
<td>Has a verb.stative supersense</td>
<td>Has an adjective (JJ)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Has a determiner, nominal subject and a direct object</td>
<td>Has a verb.possession supersense</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Has a determiner, a nominal subject, an object of a preposition and an auxiliary</td>
<td>Has a verb.stative supersense</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Has a determiner, a nominal subject, an object of a preposition and an auxiliary</td>
<td>Has a verb.communication supersense</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Has a determiner, a nominal subject, a direct object and a coordination relation</td>
<td>Has a verb.change supersense</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Has a determiner, a nominal subject and a direct object</td>
<td>Has a verb.perception and a noun.artifact supersense</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Has a preposition, a passive nominal subject, a passive auxiliary, a numeric modifier and a coordination relation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Has a passive nominal subject and a passive auxiliary</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Has a passive nominal subject, a passive auxiliary, a determiner and an auxiliary</td>
<td>Has a verb.change supersense</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Has a determiner, a passive nominal subject, an auxiliary, a passive auxiliary and an object of a preposition</td>
<td>Has a verb.contact supersense</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Has a determiner, a nominal subject, an object of a proposition and a preposition</td>
<td>Has a verb.stative supersense</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Has a preposition and more than one object of a preposition</td>
<td>Has a verb.stative and a noun.artifact supersense</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Has a determiner, a nominal subject, a direct object and a predeterminer</td>
<td>Has a verb.social supersense</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Bucketing rules for class models.

<table>
<thead>
<tr>
<th>Rule number</th>
<th>Syntax dependency level</th>
<th>Supersense level</th>
<th>POS level</th>
<th>Lemma level</th>
</tr>
</thead>
<tbody>
<tr>
<td>General rules</td>
<td>Has at least two nouns (NN/NNP/NNS)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7: Bucketing rules for activity models.
<table>
<thead>
<tr>
<th>Rule number</th>
<th>General rules</th>
<th>Specific rules</th>
<th>Lemma level</th>
<th>Common level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Has at least two nouns (NN/NNP/NNS)</td>
<td>Has one of the following lemmas: &quot;system&quot;, &quot;facilitate&quot;, &quot;module&quot;, &quot;interface&quot;, &quot;functionality&quot;, &quot;capability&quot;</td>
<td>Has the lemma &quot;execute&quot;</td>
<td>Has a nominal subject with a verb creation or verb social supersense or Has a nominal subject with a verb contact supersense</td>
</tr>
<tr>
<td>2</td>
<td>Has one or more verb.contact supersenses</td>
<td>Has one or more verb.creation or verb.social supersenses</td>
<td>Has the lemma &quot;execute&quot;</td>
<td>Has a nominal subject with a verb creation or verb social supersense or Has a nominal subject with a verb contact supersense</td>
</tr>
<tr>
<td>3</td>
<td>Has one or more verb.contact supersenses</td>
<td>Has one or more verb.creation or verb.social supersenses</td>
<td>Has the lemma &quot;execute&quot;</td>
<td>Has a nominal subject with a verb creation or verb social supersense or Has a nominal subject with a verb contact supersense</td>
</tr>
</tbody>
</table>

Table 8: Bucketing rules for use case models.