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Abstract

Human-AI collaboration is suggested to foster creativ-
ity in art and design. Research in computational creativ-
ity focuses mainly on technical performance and sub-
jective quality of the end-products. It is unclear how AI-
systems function when they collaborate with music pro-
ducers. The current study analyzed creative processes
in thirteen producers, who composed melodies with in-
put from either a ‘smart’ or ‘naive’ AI-system. Aspects
like novelty and value were rated on 7-point Likert-
scales, which guided semi-structured interviews. Each
system’s output and producer’s (intermediate) melodies
were compared for change (in compositions), dissimi-
larity (new AI generated elements) and adoption (into
melodies). Producers considered the smart system most
novel and valuable. They particularly liked ‘smart’
expansions related to their own melodies, but occa-
sionally also appreciated unexpected ‘suggestions’ from
the naive system. Naive output was more dissimilar
than smart expansions. Nonetheless, a significantly
higher proportion of smart elements were adopted into
melodies than for naive suggestions. Despite these dif-
ferences, changes in intermediate melodies were sim-
ilar between systems. Comparisons of interviews and
generated melodies suggested that producers tended to
adopt fewer AI-suggestions, if AI-output was either too
similar (‘same’) or dissimilar (‘weird’) compared with
their own melodies. This study indicates that music pro-
ducers can benefit from AI-support, particularly if AI-
suggestions fit optimally with their own melodies. Un-
related suggestions can be useful with creative blocks.
These results can be used for the development of co-
creative AI-plugins for DAWs, which are currently un-
available.

Introduction
Computational creativity is concerned with the development
and evaluation of creative artificial systems. According to
Davis et al. (2015a), this field works on three types of
systems: generative systems, creativity support tools, and
computer colleagues (co-creativity). In co-creativity, hu-
mans collaborate with computers on creative tasks. This
has been used in a wide range of creative domains in-
cluding drawing (Davis et al. 2015b), design (Karimi et
al. 2020), dance (Jacob et al. 2013), songwriting (Huang
et al. 2020), music improvisation (Hoffman and Wein-

berg 2010), and music composition (Louie et al. 2020;
Suh et al. 2021). To our knowledge, co-creative systems are
rarely used in contemporary music production, because most
producers use digital audio workstations (DAWs) which do
not yet incorporate AI technology (Davis 2022). Accord-
ing to Nash and Blackwell (2014), music software focuses
primarily on transcribing and editing existing ideas, and not
necessarily on generating inspiration. In practice, many pro-
ducers start their composition with a DAW and interact with
the software to generate melodies. However, these systems
are not designed to initiate music compositions, and also not
to resolve creative blocks that artists can experience.

Nash and Blackwell (2014) emphasize that creativity is
closely related to the transfer of ideas from the unconscious
to the conscious mind. They suggest that this process can
be stimulated through computational tools. New music AI
systems have been developed that aim to enhance human
creativity, including Google Magenta, OpenAI’s MuseNet
and Jukedeck, Sony CSL’s Flow Machines, AIVA, and Am-
per Music. Knotts and Collins (2020) performed a survey
among music technologists, who indicated that they used
tools like Google Magenta to generate ideas as a starting
point for composition. It is unclear how such tools truly
affect composing, as AI research tends to focus on the tech-
nical performance of the systems, rather than the creative
process (Sturm et al. 2019). Some user studies have been
conducted, but these are mostly based on subjective evalua-
tions (Karimi et al. 2018). None of these studies look at the
human-AI interactions during the compositional process or
compared the contribution of AI to ‘normal’ unaided condi-
tions.

To explore how generative systems can assist music pro-
ducers in the process of composing melodies, the current
study compared a ‘smart’ AI system that processed user in-
put, with a ‘naive’ generator that provided musical content,
unrelated to the user input. The naive generator is used as
a ‘dumb’ comparator, to test the assumption that any musi-
cal proposition might be helpful when a producer is in need
of suggestions, regardless of how ‘smart’ the generator is.
The main hypothesis of this study was that the AI generator
will provide more valuable suggestions that are more readily
incorporated into the composition; whereas the naive gener-
ator’s proposals may be more novel and surprising, but less
useful for the producer.



Method
Study Design
A randomized crossover study was performed in which par-
ticipants were assigned to two conditions across two consec-
utive sessions in double-blinded random order: co-creating
with a ‘smart’ system and with a ‘naive’ system. Both sys-
tems expanded an input (MIDI) sequence provided by the
participant. The smart generator considered this input se-
quence when generating its expansion, whereas the naive
system did not. On each session of this study, music produc-
ers were asked to produce two melodies using their personal
digital audio workstations, while actively collaborating with
one of two different ‘artificial intelligence systems’. The
participants were unaware that only one of the conditions ac-
tively interacted with their music. The study was approved
by the LIACS - Media Technology MSc Ethics Board.

Participants
Thirteen participants were recruited through social media
channels and personal contacts of the researcher. Partici-
pants were required to have experience in producing music
with software, but it was unnecessary to have a degree in
music.

Apparatus and Procedure
Experimental Sessions Participating producers were re-
quested to make two compositions with the help of the smart
system on one day, and the naive system on another day,
in random order. Both sessions were conducted online at
the participant’s home. The researcher and the participant
were in contact via Zoom. Informed consent was obtained
to record the participant’s voice, screen, and computer sound
through Zoom. Participants were asked to express their
thoughts and deliberations aloud throughout the experiment.

The session began with a brief explanation of the genera-
tive system – how the various settings work, and how to pro-
duce, include and export MIDI files. Participants received a
file to install the software. When the participant was ready,
the researcher shut off the video connection and no longer
interfered with the compositional process, but stayed on-
line for questions or technical problems. The producer then
started with the assignment to create two 8-bar melodies
within 40 minutes while actively collaborating with the sys-
tem. Additional sounds could be added to the composition
if this helped the producer to get into his flow.

At the end of each session, the participant completed a
questionnaire, followed by a brief semi-structured interview
performed by the researcher. In addition, the participant was
asked to submit his DAW project, generated MIDI and log
files. The first session lasted approximately 75 minutes and
the second one hour.

Compositional Software Producers were allowed to use
their DAW of choice. Although there are differences be-
tween DAWs, they all offer the same basic functionality
of recording, editing, and playing back digital audio. The
producer was encouraged to solicit help from the generator
whenever they felt like it, by exporting and uploading their
intermediate MIDI files to the generator.

Generative Systems For this experiment, the Continue
and Generate applications from Magenta Studio (Roberts et
al. 2019) were modified. The smart condition interacts with
Continue, which uses a recurrent neural network (RNN) to
expand note sequences. The naive condition works with
Generate, which uses a Variational Autoencoder (VAE) to
produce melodies based on the music it has been trained on.
A fake input field was added to the naive system to give the
impression that it processes the producer’s MIDI. To avoid
unblinding of both subject and researcher to the condition,
both systems were modified to have equal user interfaces
and installation file sizes.

Questionnaire and Semi-structured Interview After the
compositional assignment, participants completed in a ques-
tionnaire about their demographic information and musical
expertise. They rated their experience of working with the
system using seven-item verbal Likert scales. The propo-
sitions were that the software’s output was valuable; novel;
surprising; idea generating; disruptive; adoptable in daily
practice. The answers to these questions were subsequently
used to guide a semi-structured interview, in which partici-
pants were asked to provide further context to their answers,
and to comment on technical issues, experimental setup and
suggestions for features or improvements.

Data Extraction
Questionnaires and Interviews Video recordings and
English transcripts were downloaded from the Zoom web
portal. The recorded interviews were transcribed with the
help of oTranscribe (http://otranscribe.com/). For
each participant and topic, a short summary of responses
was made, including representative quotes, which were tab-
ulated for further analysis and integration. Verbal Likert
scales were changed to numerical values: 1 ‘strongly dis-
agree’; 2 ‘disagree’; 3 ‘somewhat disagree’; 4 ‘neither agree
nor disagree’; 5 ‘somewhat agree’; 6 ‘agree’; 7 ‘strongly
agree’.

Generative Systems Raw data were collected from the
smart and naive systems, including DAW project files; MIDI
files produced by the user and the generators; and the gen-
erator logfiles. The DAW project files were not routinely
analyzed, but could be used as a backup to follow the com-
positional process if necessary.

To allow comparisons between the monophonic sug-
gestions made by the generator systems, and the some-
times polyphonic melodies created by the producer, these
melodies were reduced to monophonic melodies through
manual extraction of the top melody and truncation of over-
lapping notes.

The MATLAB package, MIDI Toolbox by Eerola and
Toiviainen (2004) was used for analyzing the MIDI data.
For each generated melody, meldistance function was used
to obtain similarity scores, scaled from 0 to 1. The
melodies were compared on their distribution of pitch
classes (pcdist1) using the taxicab distance metric. The
smart and naive systems were compared for dissimilarity
and adoption, using the analysis procedure illustrated in fig-
ure 1.
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Figure 1: Analysis scheme.

Statistical Analysis After data extraction and cleanup,
differences between the two systems for numerical out-
comes of the experiment (Likert scores and num-
bers of agreement/disagreements for the questionnaires;
dissimilarity-, adoption- and change-indices for the gener-
ators) were statistically analyzed with paired two-sided Stu-
dent’s t-test and Fisher’s exact test, with a significance level
of 0.05. Since this was an exploratory study, no corrections
for multiple comparisons were made. For statistically signif-
icant results, patterns and relationships were plotted graphi-
cally for interpretation and secondary exploration.

Results
Demographic Characteristics
Thirteen music producers participated in the study. All sub-
jects were males, with a mean (M) age of 23 years (range
19-30 years). On average, they had been actively compos-
ing music for 5.5 years (standard deviation (SD) 3.3 years;
range 2-16 years). Eleven of the subjects played different
musical instruments, on average three and mostly including
piano. Five had a formal musical education. Six considered
themselves amateurs, the others were (semi)professionals.
The mean time spent on making music was 14.2 (SD 8.7)
hours per week. Three of the participants had prior experi-
ence with AI programs in music.

Analysis of Intermediate MIDI Files
Almost all experiments went smoothly, without technical
difficulties. One of the producers inadvertedly installed the
same (naive) software package twice, for each of his two
planned sessions. After this was discovered, this participant
made a third composition with the other (smart) system. The
results of his two naive sessions were averaged.

Figure 2: Wordcloud of producers’ preferred musical gen-
res.

System Suggestions and Interactions During the ses-
sion, the numbers of interactions between the producer and
the system ranged between 2 and 10. Although partic-
ipants varied their interactions considerably between ses-
sions (from 0 to 5), the average numbers were similar for
the smart generator (M±SD 5.5±2.9) and naive system
(5.3±2.2). During each interaction, producers requested
between 2 and 8 melody suggestions from their genera-
tor. These requests also did not differ significantly between
the systems (5.5±2.2 vs 4.8±1.8, difference 14.3±2.0%,
p=0.230). Beforehand, it was considered possible that the
numbers of interactions and suggestions could influence the
composition and would therefore have to be taken into ac-
count as covariates in the statistical analysis. Since the inter-
actions with the two systems were very similar, more com-
plex statistics were put aside.

Dissimilarity In all participants, the average dissimilarity
scores of melodies produced by the naive system was higher
than for ‘smart’ melodies (Figure 3). The difference was
highly significant (p=0.000002, Table 1). This was in line
with the hypothesis that the smart generator modulates on
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Smart (M) Naive (M) Difference %±SD p-value
Dissimilarity 0.459 0.737 -37.7±9.5 0.000002
Adoption 0.655 0.543 20.8±15.4 0.0219
Change 0.318 0.384 -17.0±16.8 0.1857

Table 1: Scores for dissimilarity, adoption and change are presented as proportions of altered elements (see methods section).
Multiplication by 100% will generate percentages, which are sometimes used in the article.

the input and will therefore return suggestions that resemble
or relate to the producer’s melody (Figure 1). In contrast, the
naive system generates output autonomously, irrespective of
the input.
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Figure 3: Dissimilarity

Adoption It was expected that the ‘smarter’ AI genera-
tor would provide more useful suggestions, leading the pro-
ducer to incorporate more elements of the system’s sugges-
tions in his composition. As shown in Figure 4, this was the
case for most producers, and the difference between the two
systems was statistically significant (p=0.0219, Table 1).

Participants acted according to instructions to create an
8-bar composition. During his second session, one producer
started working on a much longer composition of roughly 32
bars, which he fed entirely into the smart generator. Conse-
quently, the suggestions that this producer adopted from the
system, formed a much lower proportion of his composition
(33.8%) than for his other (naive) session in which he made
a much smaller melody (53.9%), or for most of the other par-
ticipants (Figure 4). Although this became apparent during
data processing and before unblinding, we considered this
an (extreme) part of the producer’s compositional freedom,
and it was therefore decided to incorporate these data into
the analysis unchanged.

Change For each interaction, the melody that was fed into
the system (Melody A in the analysis scheme of Figure 1)
was compared to the composition made by the producer
(Melody B). During this complex process, producers could
freely incorporate musical elements generated by the system
or reject the suggestions altogether. They did this to variable
degrees, to follow their own flow and inspiration, or to start
with an entirely new composition. The resulting changes be-
tween Melodies A and B did not differ significantly among
the two generators (Figure 5, Table 1).
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Figure 4: Adoption
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Figure 5: Change

Questionnaire and Interview
Different aspects of the interaction with the smart and the
naive generators were evaluated using Likert scales and in
a semi-structured questionnaire. Almost all spontaneous ut-
terances in the think aloud recordings were repeated dur-
ing the interviews. During the interviews, many partici-
pants made comparable comments on whether they agreed
or disagreed with a certain qualification of the generator.
These agreements or disagreements were scored for numer-
ical comparisons between the two conditions, using Fisher’s
exact test. The results of these numerical evaluations are
presented in Table 2.

Value For both systems, participants generally agreed that
the software outputs were valuable. The value of the smart
generator was considered somewhat higher than for the
naive system. The difference in Likert scores showed a trend
in favor of the smart system (p=0.06766, Table 2), which
evoked appreciative comments about value from most sub-
jects. This contrasted significantly with the naive system,
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Likert Scores (M±SD) Participants’ Comments (n)
Smart Naive Smart Naive

p-value Agree Disagree Agree Disagree p-value
Value 5.62±1.19 4.77±1.48 0.06766 10 2 8 13 0.0272
Novelty 5.69±0.48 4.54±1.13 0.00929 11 2 7 8 0.0546
Surprise 5.54±1.33 5.04±1.56 0.40780 8 4 8 4 1
Idea Generation 5.31±1.44 4.58±1.26 0.16604 8 1 6 2 0.5765
Disruption 3.00±1.87 3.96±2.05 0.23732 6 5 9 6 0.4517
Daily practice 4.23±1.74 3.62±1.56 0.27461 10 2 9 7 0.2232

Table 2: Questionnaire Likert scores, and number of agreeing/disagreeing comments during interviews.

on which all participants gave at least one statement of dis-
agreement (p=0.0272).

Smart Generator: Subjects largely agreed that the output
of the system or the system itself was valuable. Participants
frequently mentioned that the suggestions were easy to inte-
grate. P13: “It was much better than I expected, I only had to
change the timing of a single note, and it was perfect.” The
processing of user input allowed participants to create vari-
ations of the same melody, P8: “The idea that came out of
it was quite different from what I was initially going for, but
it really provided like a nice bridge from I guess the general
vibe I was trying to create.” Few disapproving comments ad-
dressed the inefficiency, as not every suggestion was equally
good, requiring participants to evaluate multiple outputs. P6
describes how unfitting results can be valuable: “Even the
wrong notes let you think about the possibilities.”

Naive Generator: Eight subjects stated that they found the
naive system of some value. Some mentioned that the gener-
ator was most useful at the beginning of the process, to offer
ideas to build upon, P5: “It did output things that I thought
were useful and that I could use to make a new melody or
composition.” There were complaints that the system did not
stick to the participant’s key and rhythm. Nonetheless, after
generating many results, or changing quite a bit, participants
were still able to find something of value. P9: “It is produc-
tive if you’re open to anything, or willing to push you in
different directions, then it’s definitely super valuable.”

Novelty Participants largely agreed that the smart system
was novel, and the naive system only slightly. The differ-
ence in Likert scores was highly significant (p=0.00929, Ta-
ble 2). Comments also tended to be more supportive of nov-
elty among the smart system compared to the naive system.

Smart Generator: Positive comments often mentioned
how the system provided new insights, directions, and in-
spiration. Some participants appreciated the modesty of the
changes suggested by the system. P6: “Although it was so
simple and so minimal, it immediately gave me a new in-
spiration. Something I could have played myself but didn’t
have in my mind at that time.” Few negative comments ad-
dressed the fact that the system partially repeated their input.

Naive Generator: Participants agreeing with the novelty
of the naive generator mainly talked about the dissimilar-
ity of the output. P7: “It came with completely different
things than what I imagined.” Several negative comments
also used the term ‘randomness’ to express dissatisfaction,
P10: “It is a bit too random to get a melody out that works.”

Sometimes the naive system generated unrelated samples
that were helpful. P7: “Something completely different
came out, which I thought was very cool, and because of
that I discarded my own piece.”

Surprise Both systems were rated almost equally surpris-
ing (Table 2). Twice as many comments expressed agree-
ment rather than disagreement that the systems were sur-
prising. The numbers were the same for the two generators
however.

Smart Generator: Positive comments often mentioned
how the generated melodies were different, although relat-
ing well to the producer’s piece. P7: “I played in three
notes, and what came out was a rather complex melody that
sounded good and stayed in my chosen key.” Negative par-
ticipants described that not much changed in comparison to
their input.

Naive Generator: Participants who commented that the
naive system was surprising, often used terms expressing
unexpectedness. The extensions were often quite different
in terms of pitches, lengths and rhythms. Some found this
“wackiness” interesting to work with (P11), whereas for oth-
ers it was too “weird” (P6). P12: “I didn’t know what to do
with it.”

Idea Generation Ratings for idea generation did not differ
significantly between the two systems (Table 2). The num-
ber of participants who during the interview agreed were
similar, because both systems were considered helpful albeit
on different aspects.

Smart Generator: Participants who agreed that the system
gave them new ideas, talked about how the system is most
helpful at moments when they do not know how to proceed,
P9: “It really helped me to get the ball rolling, rather than
to be stuck.” A single disagreeing participant (P12) was not
open to the system’s suggestions because he wanted to pro-
ceed with his own piece.

Naive Generator: There was agreement as well about
how the naive system could help when a producer was stuck.
The emphasis however was on using the suggestions as a
starting point. P10: “Mostly in the beginning, when you can
head in different directions.” One participant disagreed that
the naive generator added much to his own ability to come
up with ideas, since he was trained as a professional musi-
cian (P5).
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Disruption of Compositional Process The producers’
creative processes seemed to have been slightly more dis-
rupted by the naive than by the smart system. However, the
difference in Likert scores were not statistically significant
(Table 2). Opinions also differed during the interviews.

Smart Generator: Observations regarding disruption
were mainly related to the fact that the software was a stan-
dalone plugin. Participants had to perform a series of man-
ual operations, like creating folders and transferring files be-
tween the DAW and the generator. Some participants felt
they were forced to actively use the tool, whereas in daily
practice they would only use it a couple of times.

Naive Generator: The fact that the software is not an
integrated plugin was also a problem here, but in addition
the output was not always desirable. Participants mentioned
how they had to generate several melodies, evaluate them
one-by-one, and then still modify them, which slowed down
their workflow. Subjects who disagreed that experienced
much hindrance, talked about how the software could still
spark ideas even when they did not incorporate the system’s
exact suggestions.

Suitability in Daily Practice On average, somewhat more
agreement was found for the use of the smart system in daily
practices compared to the naive system (Table 2). Nearly
equal confirmative remarks were observed, however a large
difference in disconfirming remarks present among the naive
condition.

Smart Generator: During the interviews, only two pro-
ducers commented that they would not use the software in
their daily practice. They would rather create music on their
own. Participants who would adopt the software, would pri-
marily use it when they encounter problems. P4: “I could
see myself using it when I’m stuck. However, I wouldn’t
know whether this would be the main instrument to my pro-
cess.” Participants also mentioned that it can be powerful
for extending an existing piece. P5: “Adding the finishing
touches, like embellishments and the melodies on top, to add
some contrast in other parts.”

Naive Generator: Seven participants disagreed that they
would use the naive system in practice. Several emphasized
that the tool can only be used at the onset of the process.
For other subjects, this same argument was used to disagree
with the statement. P8: “It would be hard to integrate this
software when you already have an idea or genre in mind al-
ready. It’s a lot more valuable if you’re using it as the foun-
dation or as the starting point, so that you can build around
it, rather than using it to add to an already sort of half com-
plete process.”

Other Feedback Smart Generator: P5 and P13 felt that
the smart system provided the same effect as collaborating
with human peers. P5 describes how hearing other people’s
melodies can spark creativity: “Hearing someone else per-
form gives me ideas about what I could add to it; having
a software that does that for you therefore gives you more
ideas.”

Naive Generator: Several subjects also described the in-
teraction with the naive system as a collaboration with real
musicians. P11: “It’s almost like having an additional mu-

sician who plays something in.” In this condition, however,
it was more common for producers to discard their origi-
nal melody and continue with the system’s suggestion. P7:
“I removed my part and turned the output into something
new. The foundation of that melody was clearly originat-
ing from the generator.” The system generated a wide range
of pitches because it did not consider the producer’s input,
which inspired many to create a bass line from the melody,
P7: “I went for a piano melody, and what I got back from
the system was a bass line, which caused the top melody to
turn into a bass line, which I thought was really cool.”

Feature Suggestions Producers suggested that both sys-
tems could be improved by making them available as inte-
grated plugins. A selection for beats per minute (BPM) and
the scale (key) of the song was also missing. Few subjects
also suggested a drum/percussion generator, since they find
that aspect of production generally more difficult.

Relations between Questionnaire Evaluations and
Generated MIDI Files
To better understand how producers interacted with the gen-
erators, the Likert ratings that differed significantly between
the two systems (‘value’ and ‘novelty’) were related to
the MIDI-indices (‘adoption’, ‘dissimilarity’ and ‘change’).
The emphasis was not on statistical analysis of the correla-
tions, but on graphical illustration to facilitate interpretation
and contextualization for the discussion.
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Figure 6: Novelty vs Value.

In our original study protocol, the dissimilarity index was
named ‘novelty’, because by definition this parameter repre-
sents new elements added by the AI-system to the producer’s
input melody (Melody A – see analysis scheme in Figure
1). The name was changed, mainly to avoid confusion with
the term ‘novelty’ used in the questionnaire and interview.
However, the narratives revealed that the participants also
understood the concept ‘novelty’ differently: not so much
as novel musical elements, but also in terms of added value.
This is illustrated in Figure 6, which shows that the numeri-
cal Likert scores for ‘novelty’ explains 65.7% of the variance
of the ‘value’ scores (p= 0.000265).

Unexpectedly, the participants’ Likert scores for ‘nov-
elty’ showed inverse relationships with the ‘dissimilarity’
index produced by the AI-systems (Figure 7a). Value
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Figure 7: Novelty (a) and Value (b) vs Dissimilarity.

scores showed similar negative relationships with dissoci-
ation (Figure 7b). Correlations were statistically significant
for the two conditions combined, but the relationship was
particularly clear for the naive system, where higher novelty
and value scores were significantly associated with lower
dissimilarity indices (p= 0.033 and p<0.001, resp.; naive
trendlines not shown separately).
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Figure 8: Dissimilarity vs Change.

Dissimilarity was not associated with any of the other Lik-
ert scores that showed no differences between the two sys-
tems (surprise; generation of new ideas; disruption of cre-
ative process; useability in daily practice).

The unexpected associations of high novelty with higher
value scores and lower dissimilarity indices, and the partic-
ipants’ comments on these factors in the interviews, sug-
gested a complex nonlinear association between the AI-
output and the incorporations into the musical productions.
This was further explored by plotting dissimilarity scores
against the actual changes made in the melodies (Figure 8).
This clearly shows that the unrelated output from the naive
generator was much more dissimilar from the producer’s in-
put, than the modulations generated by the smart system.
Moreover, the associations between dissimilarity and change
seem to differ between the two systems.

Discussion
We conducted a study to investigate the creative process of
music producers while they are composing melodies assisted
by either a co-creative smart system or a naive generator. It
was hypothesized that the smart system would be perceived
as more valuable, but less novel and surprising compared to
the naive generator; and that this would be reflected in higher
adoption of ‘smart’ AI suggestions, and lower dissimilarity
indices.

The results show that participants considered the smart
system more valuable and novel than the naive system.
Other categories (surprise; ideation; disruption; daily prac-
tice) did not show noticeable differences. The participants’
preference for the smart system is also evident in higher
adoption, meaning that more elements were incorporated in
the intermediate compositions. The smart output was less
dissimilar compared to the naive output. There are two pos-
sibilities for this apparent discrepancy between higher value
and lower dissimilarity. First, participants could have fa-
vored expansions that shared characteristics with their own
input. Secondly, adoption could be higher because the smart
generator repeated elements that were already present. It
is likely both possibilities contributed to the high adoption
index, but a co-creative interplay played an important part.
Participants were free to move into different directions, but
after smart-exposure, they still decided to continue in the
same vein.

The smart and naive systems both seemed to have simi-
lar and limited effects on the compositions: in both condi-
tions, producers changed roughly 35% of Melody A to make
Melody B (Figure 1, Table 1). The majority of the melodies
were unchanged, suggesting that regardless of the system
used, participants were disinclined to deviate too much from
their ongoing composition. This could be one reason why
the smart generator, which modulates on the producer’s in-
put melody, is considered significantly more valuable than
the naive system (Table 2). Participants commented that the
smart generator was most useful for progressing an existing
composition. Producers also mentioned that the smart gen-
erator offered value when their input (Melody A) was only a
few notes. Unexpected, in view of these relatively conserva-
tive preferences, the smart generator was judged to be more
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‘novel’ than the naive system. This makes sense consider-
ing the large number of comments on how the smart system
provided options that the participants did not think of.

Producers stated that the naive system often provided un-
related yet interesting output. This was often mentioned to
be most valuable at the beginning of the composition, or
to start over when a producer got stuck. During the pro-
cess, producers generally adopted a lower proportion of new
‘naive’ than ‘smart’ suggestions (54.3% vs 65.5%, Table 1).
At the same time, the naive system produced much more
dissimilar content (73.7%) than the smart generator (45.9%,
Table 1). Simple multiplication of dissimilar and adopted
elements would imply that about 33% more new musical
suggestions were taken over from the naive output (73.7 ×
54.3 = 40%) than for the ‘smart’ suggestions (45.9 × 65.5
= 30.1%). Unfortunately, absolute numbers of incorporated
elements cannot be determined from the MIDI-file analysis.
Still, our findings indicate that producers readily incorpo-
rated ‘naive’ music suggestions into the compositions, but
they seemed to have worked differently with both systems.
For the smart system, producers indicated that they highly
valued the interactions with their own ideas, whereas the
naive system was moderately appreciated for its unexpect-
edness. This was experienced by some participants as work-
ing with the systems as a collaboration. Producers com-
mented that the interactions with the systems during the ex-
periment approached the stimulation offered by working in
a studio with other musicians. This is noteworthy because
co-creativity requires that the computational actor takes an
active role in the process (Davis et al. 2015a). In the current
experiment, however, the two passively collaborating sys-
tems were repeatedly also stated to be perceived as ‘fellow
musicians’.

Both systems seem to have partially fulfilled the require-
ment of co-creative tools. However, there were some re-
strictions to both the systems and the experimental setup.
The study was restricted to the production of monophonic
melodies. Participants overall did not experience this as
a limitation. Similarity indices (dissimilarity, adoption,
change) were extracted from MIDI files, by comparing the
distributions of pitch classes; the study did not take other
melodic aspects into account, such as rhythm and melodic
contour. Therefore, the three indices might not include
all differences between the systems, in generated output or
changes in compositions.

The questionnaires and semi-structured interviews pro-
vided important context for the interpretation of the system’s
performance. However, the questions were limited to prede-
fined concepts that were considered relevant for the under-
standing of how producers interacted with different genera-
tive systems. This process was complex, however, and the
controlled approach only offered limited insights. One of
the objectives of the study was to record spontaneous reflec-
tions of the participants, while performing the experiment.
This had previously been successful in capturing the creative
process of composing (Collins 2007). This ‘think-aloud’ ap-
proach did not meet these expectations, mostly because par-
ticipants were unused to talking to themselves, and were too
absorbed with the process to verbally reflect simultaneously.

Most of the recorded utterings were covered during the in-
terviews, but important psychological aspects were undoubt-
edly missed.

Pre-trained models were used, which may have limited
their usefulness, as the training data did not satisfy each pro-
ducer’s preferences. One producer never found a match for
his favorite afro-beat. An option would be to pre-train the
models on MIDI files provided by the participant before con-
ducting the experiment. Real-time machine learning models
may be even more appropriate. A limitation of the systems
in this study is that they expand on input note sequences.
It would also be useful to examine models which can make
insertions or other modifications.

Several participants stated that they would use the tool
less actively in their regular production sessions than was
requested in the experiment. Even within the limits of in-
structions, the interactions with the system (2-10 times) or
requested outputs (2-8 suggestions) varied widely among
producers. When used freely in daily practice, they likely
to differ substantially between users, and this will probably
also develop over time. A longitudinal study could provide
a more realistic picture on how these tools assist the process
outside of a lab setting, and also elucidate which co-creative
strategies will be developed. This study compared a ‘smart’
with a ‘naive’ generator, with the idea that the dumb system
represented a ‘sham’ condition. The systems turned out to
be used differently, but lead to just as much change of about
1/3 of the compositions. It is unknown how much producers
normally change their intermediate compositions, and to un-
derstand how this is influenced by co-creative interactions, a
comparison with an unaided ‘natural’ session would be use-
ful.

Conclusions
Our study provides insights into the requirements for a co-
creative tool that would suit different needs of producers
during their compositional process. On the one hand, pro-
ducers need a tool that modulates their compositions, stimu-
lating their ideas and providing new directions. This feature
requires AI-output that is not too similar to the producer’s in-
put melody (meaning a minimal dissimilarity index). On the
other hand, producers can sometimes break through creative
obstructions when the system offers an entirely new sugges-
tion. In these situations, the dissimilarity index should be
high enough to boost creativity, but not so high that it be-
comes too ‘weird’ to work with. Changes may therefore
require an optimal level of dissimilarity (cf Figure 8), which
should be adaptable to the producer’s specific needs during
the compositional process. An important aspect of a good
co-creative system is an appropriate balance between ‘going
with the flow’ and ‘coming up with something new’ at the
right moment.
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