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Abstract

Due to the availability of large sets of satellite data, an increasing number of Earth system science problems are tackled by applying machine learning. In general, two types of methods are used for Earth system science problems: “data-driven” methods and “theory-driven” methods. Data-driven methods involve the use of a large training dataset to train a machine learning model. In the context of remote sensing tasks, a machine learning model is trained by using a large set of “in situ” training data (ground truth measurements) coupled with satellite observations, where the satellite observations provide the input features and the in situ training dataset contains the target values to predict. However, in many scenarios the amount of available in situ data is limited. Theory-driven methods rely on the use of existing domain knowledge instead of large sets of training data. An example of such a method is the use of simulation models to create simulated training data. On the downside, these models typically require extensive domain knowledge to tune correctly.

A novel perspective on data science aims to combine these data-driven and theory-driven methods: “theory-guided” data science. In this thesis, we introduce a theory-guided framework that incorporates both simulation models and available in situ data within a modelling pipeline. For this framework, we create an extension to the existing automated machine learning framework of Auto-sklearn. We compare the performance of this new framework to several commonly used data-driven baselines including Random forest, Multilayer perceptron, Gaussian process regression and vanilla Auto-sklearn. To facilitate this comparison, we introduce a benchmark dataset consisting of four distinct Earth system science tasks with preprocessed, ready-to-use in situ, simulation and remote sensing data for each task. From our experiments with this benchmark dataset, we conclude that for one task (leaf area index estimation), the theory-guided framework outperforms all baselines. In this task, the proposed method improves on vanilla Auto-sklearn by an increase in $R^2$ of 0.01 to 0.02 for training sizes of up to 250 in situ samples. For other tasks, vanilla Auto-sklearn consistently ranks as the best model.
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1 Introduction

Increasing availability of very large datasets have lead to great advancements in the application of machine learning techniques to typical computer science problems, ranging from computer vision to natural language processing. For example, the introduction of the ImageNet [16] dataset consisting of over 14 million manually annotated images and over 20,000 different categories, has allowed researchers to build and train very complex deep learning models that can achieve state-of-the-art results on a variety of computer vision tasks by leveraging information learned from ImageNet to different tasks [63, 85, 27].

In the Earth system science domain, we can find very similar tasks to those found in typical computer science problems. In a recent publication on the application of deep learning for Earth system science, Reichstein et al. [78] have identified several Earth system science problems that are very similar to well-researched computer science problems. For instance, the task of recognizing and segmenting objects within a photograph can be compared to recognizing extreme weather patterns in satellite images. Another example is video prediction, where we deal with multi-dimensional data that changes over time and try to predict a future state [78]. Such dynamic and multi-dimensional problems are abundant in Earth system science, ranging from tasks as vegetation modelling [81] to sea temperature forecasting [101]. In Figure 1 we have visualized these equivalencies between computer science and Earth system science tasks.

Despite these similarities, it has proven to be difficult to reproduce the results from these computer science tasks in their Earth system science counterparts [78]. This discrepancy can be explained by some key differences between the two domains.

Firstly, Earth system science problems can have a very high dimensionality. Where typical image recognition tasks work with three bands (red, green and blue), hyperspectral images used in Earth system science can cover hundreds of spectral bands. Furthermore, the image sizes vary hugely. Where typically images of 512 by 512 pixels are used in computer science, satellite data can include images of approximately 40,000 by 20,000 pixels [78].

Secondly, huge datasets do exist within the Earth system science domain (e.g., large collections of satellite data such those hosted on Google Earth Engine [28]), but they typically do not include huge numbers of labeled ground truth data. Usually, it is hard or expensive to gather ground truth data as it commonly requires physically sampling an object or area at a specific location and involves quite some manual labor. This type of ground truth data obtained from sampling an object or area is often referred to as “in situ” data.

Thirdly, even in situations where enough labelled ground truth (or in situ) data is available, there is a high risk of training a machine learning model that generalizes poorly. Frequently, Earth system science problems have complex underlying physical processes which are hard to capture by machine learning models. This may lead to overfitting models on the
Figure 1: Examples of typical computer science tasks and their Earth system science equivalents (adapted from Reichstein et al. [78], Guillaumin et al. [29], Kashinath et al. [51], Joshi [48] and Climate Reanalyzer [47]).

available training data and thereby limiting the model’s generalization capabilities [43].

In order to capture the underlying physical processes of these problems, physical simulation models are often used. For example, in vegetation monitoring tasks, radiative transfer models (RTMs) are used. These radiative transfer models simulate the surface reflectance of vegetation, similarly to what is measured by satellites such as Sentinel-2 [7]. In order to create these surface reflectance simulations, the radiative transfer model requires some input parameters to be set. For vegetation monitoring, these typically are (bio)physical parameters such as leaf area [70] and chlorophyll content [69]. The use of such simulation models allows researchers to tackle Earth system science tasks without the use of huge sets of labelled data. Moreover, as the simulation model is based on known physical processes, its results can be more physically consistent than that of a machine learning approach. However, in practice it is quite hard to parameterize these simulation models, requiring a great deal of domain knowledge. Furthermore, for a lot of problems, the underlying physical processes are not fully understood and as a result are hard to capture in a simulation model.

We have now discussed two approaches to Earth system science tasks: either use a model that learns from a large set of labelled ground truth (in situ) data, or use a (simulation)
model that is based on known theory. In the rest of this work, we will refer to this first approach as a “data-driven” approach as it fully relies on the use of a (large) dataset. We will refer to the second approach as a “theory-driven” approach, as it relies on the use of a (simulation) model that is based on known physical processes and/or other forms of domain knowledge.

Recently, a new perspective on data science was introduced which aims to combine the data-driven approach with a theory-driven approach: theory-guided data science [50]. The idea of theory-guided data science is to leverage the strong points of both approaches while negating their weak points. For instance, data-driven methods can learn to capture very complex or currently unknown physical processes and relations purely from data, whereas theory-driven methods can only be based on currently understood processes or theory. Furthermore, where data-driven methods can lead to physically inconsistent results, they can leverage theory-driven methods to correct their predictions and enforce physical consistency. This concept of combining data and theory is sometimes also referred to as hybrid modelling or physics-informed modelling. In the rest of this thesis, we will refer to approaches combining both data-driven and theory-driven aspects as “theory-guided”. Theory-guided methods offer great potential for problems where a theory-based component is present, such as a physics-based simulation model or some known differential equations [78]. Unfortunately, there are some challenges for applying theory-guided methods. First of all, current works on theory-guided methods often focus on one specific problem domain and are not directly applicable to other problem domains. Without extensive domain knowledge, it can be very hard to adapt these methods to work in other problem domains. Secondly, due to having both a theory-driven and a data-driven component, the amount of design choices to make is heavily increased as both components will most likely have some design decisions to be made or (hyper)parameters to be tuned.

The goal of this thesis is to introduce a framework to automatically combine simulation models and data-driven models for tasks in the Earth system science domain. Within this goal, we can identify three distinct research goals.

Firstly, we aim to combine simulation models with data-driven models. This fits within the scope of theory-guided data science, which is a relatively new research field that encompasses techniques that aim to use available domain knowledge as well as state-of-the-art machine learning techniques.

Secondly, we aim to combine these models in an automated fashion. Therefore, we look at existing methods within the automated machine learning (or AutoML) domain. Automated machine learning methods aim to optimize steps in a modeling pipeline, by for example performing model selection or tuning a model’s hyperparameters.

Thirdly, we aim to apply the techniques from these first two research areas to tasks within Earth system science. Typically, these tasks have a limited amount of measured in situ data. Instead, they rely on existing domain knowledge and techniques to gather more
proxy data such as data generated by remote sensing. As a consequence, tasks within this
domain are well suited for combining theory and data-driven techniques.

We address these research goals with the following main contributions of this thesis:

1. We propose a novel method to combine ensembles of different theory-driven models
   with a data-driven component. We base this method on the state-of-the-art AutoML
   framework of Auto-sklearn.

2. We propose a benchmark dataset consisting of four distinct Earth system science
   tasks with relevant preprocessed and ready-to-use satellite data, simulation models
   and in situ data, to evaluate our method.

3. We compare our proposed theory-guided method to fully theory-driven and fully
   data-driven approaches that are frequently used in existing works.

In the next chapter, we will provide some definitions of keywords and formalize the
problem setting. In Chapter 3 we will discuss related work in Theory-guided data science
and Automated machine learning and their applications in Earth system science. Chapter
4 will cover several theory-driven and data-driven models that are used in our experiments.
In Chapter 5, we will introduce our proposed method. Chapter 6 will describe our
benchmark dataset and experimental setup. Chapter 7 will cover the results of these
experiments and in Chapter 8 we will draw conclusions and list possibilities for future
research projects.
2 Problem statement

In this chapter, we will introduce relevant definitions and terminology for the topics of theory-guided data science, automated machine learning and Earth system science. Furthermore, we will formalize our problem setting in a problem definition.

2.1 Definitions

2.1.1 Theory-guided data science

**Data-driven:** Methods that infer relations strictly from data, no extra knowledge is added. Traditional machine learning methods fall within this category, as they learn purely from using a dataset.

**Theory-driven:** Methods that infer relations strictly from knowledge, no extra data is added. Examples of theory-driven models are simulation models that are based on known physical laws or interactions. It could be argued that some of these models are not purely theory-driven, as they often contain components that are (partially) based on empirical results. For the scope of this thesis, we will still regard these models as theory-driven.

**Theory-guided:** Methods that incorporate both data and knowledge. For example, methods that incorporate simulation models as well as real data can be considered theory-guided. See Figure 2 for a comparison of theory-driven, data-driven and theory-guided models.

![Figure 2: Relation between theory-driven, theory-guided and data-driven models (adapted from Karpatne et al. [50]).](image-url)
2.1.2 Automated machine learning

**Hyperparameter optimisation:** Most machine learning models have hyperparameters that have to be tuned before training the model with data. Depending on the type of model, tuning hyperparameters can have a significant impact on model performance. The problem of finding an optimal set of hyperparameters for a model is called hyperparameter optimization.

**Model selection:** Besides tuning hyperparameters, an important decision when designing machine learning pipelines is the choice of machine learning model. This choice in turn affects the search space, as which hyperparameters can be tuned depends on the type of model. The problem of model selection and hyperparameter optimization is often combined and described as a Combined Algorithm Selection and Hyperparameter optimization (CASH) problem [92].

2.1.3 Earth system science

**Remote sensing:** With remote sensing, it is possible to gather data about an object from a distance, without physical sampling. In the context of Earth system science, remote sensing is typically done using satellites orbiting the Earth. These satellites measure reflectance in different wavelength bands. Remote sensing data describes reflectance values for a particular geographic location at a particular point in time.

**Simulation data:** A simulation model is a digital representation of a real world process and is often based on known physical laws or processes. With such a simulation model, it is possible to generate new data. The ease of generating simulation data depends on the complexity of the physical problem and the simulation software that represents it. A concrete example of such a simulation model for Earth system science tasks can be found in Chapter 4.1.

**In situ data:** Data can also be gathered by physically sampling an object or area, this is commonly referred to as in situ data. Sometimes in situ measurements are destructive, for example biomass is measured by harvesting a plant, destroying it in the process. Typically, in situ data is scarce as it is difficult or expensive to gather. In situ data can be used to validate or tune simulation models and remote sensing products.
2.2 Problem definition

In this thesis, we aim to develop a method that can automatically create a modelling pipeline from theory-driven and data-driven models. Practically, this is a Combined Algorithm Selection Problem (CASH) [41], where the search space is determined by the choice of theory-driven model, the choice of data-driven model and their respective hyperparameters. For a purely data-driven model, this problem can be formalized as follows:

\[
\lambda^* = \arg\min_{\lambda \in \Lambda} L(A_{\lambda}, D_{\text{train}}, D_{\text{validation}}),
\]

where \(L(A_{\lambda}, D_{\text{train}}, D_{\text{validation}})\) denotes a loss function that measures the performance of algorithm \(A\) with the hyperparameter configuration \(\lambda\). Here, algorithm \(A\) is trained on a training dataset \(D_{\text{train}}\) and validated on the validation set \(D_{\text{validation}}\). The search space \(\Lambda\) can be represented as a tree, where the root node consists of the choice of model and all other nodes describe hyperparameters.

If we also incorporate simulation data into the pipeline, we could formalize the problem as follows:

\[
\lambda^* = \arg\min_{\lambda \in \Lambda} L(A_{\lambda}, D_{\text{train, in situ}}, D_{\text{simulation}}, D_{\text{validation, in situ}}),
\]

where \(L(A_{\lambda}, D_{\text{train, in situ}}, D_{\text{simulation}}, D_{\text{validation, in situ}})\) denotes a loss function that measures the performance of algorithm \(A\) with the hyperparameter configuration \(\lambda\). Here, algorithm \(A\) is trained on a training dataset consisting of in situ training data \(D_{\text{train, in situ}}\) and simulation training data \(D_{\text{simulation}}\). It is then validated on a validation set \(D_{\text{validation, in situ}}\) consisting of only in situ data.
3 Related work

In this chapter, we will cover current literature relating to Theory-guided data science, Automated machine learning and their applications to Earth system science tasks. Furthermore, we will describe how this thesis relates to the literature.

3.1 Theory-guided data science

The field of theory-guided data science (TGDS) is still in its infancy. One of the first papers describing this perspective on data science was written by Karpatne et al. \cite{Karpatne2017} in 2017. In this paper, theory-guided data science is defined as “an emerging paradigm that aims to leverage the wealth of scientific knowledge for improving the effectiveness of data science models in enabling scientific discovery” \cite{Karpatne2017}.

The emergence of this new perspective is motivated by the strengths and drawbacks of both purely theory-based and purely data-driven models. Data-driven models are able to learn complex and abstract relationships from large datasets. On the other hand, they are held back by their black-box nature, susceptibility to generalization errors (especially when dealing with limited training data) and the fact that they are often unsuitable for discovery of new knowledge \cite{Karpatne2017}. Theory-driven models on the other hand are constrained to already known physical principles and theories thereby limiting their performance in problems with (partially) unknown dynamics. Theory-guided data science aims to combine the best of both worlds and in this paper several research themes and approaches are introduced along with practical examples. In this work, theory-guided data science techniques are grouped into several categories. We will describe these categories and give some practical examples for each category in the following subsections.

3.1.1 Theory-guided design

Model design involves the choice of model family (e.g., tree-based models) as well as any design choices within that model family (e.g., neural network architecture). The purpose of theory-guided design is to attain physically consistent results by basing the design of a data-driven model on available domain knowledge.

Neural networks offer a great deal flexibility in their design space and are therefore used in several papers that explore theory-guided design solutions. An example of such a work is a case study on electrochemical micro-machining, where a customized hidden layer was used \cite{Karpatne2017}. In this custom hidden layer, several known physical relations were encoded in predefined connections and weights. In this case study, they found that the theory-guided neural network architecture outperformed purely data-driven architectures.
3.1.2 Theory-guided learning

In data-driven models, optimization algorithms are used to navigate a search space and to find an optimal solution to a specific problem. Theory-guided learning focuses on designing the learning algorithm based on domain knowledge or theory.

One aspect of theory-guided learning aims at warm-starting the learning process through the use of theory. A well-known way of warm-starting the learning process in neural networks is transfer learning. With transfer learning, a neural network model is pre-trained on a large dataset that is related to the problem dataset. For example, image recognition networks are typically pre-trained on the ImageNet database. For problems where there is a small amount of available real world data, transfer learning can be used to pre-train a model on a dataset created by a simulation model and then finetuned on the real world data. This use of simulation data for pre-training was adopted in research regarding lake temperature modelling. In this research, the authors found that pre-training reduced the need of having real world data. Even when only using a small subset of their real world data for finetuning, the pre-trained models outperformed other baselines.

A second way of guiding the learning algorithm through the use of theory is by the use of regularization. An example of using regularization is found in the work of Sahli Costabal et al. In their work, they added a regularization term based on the Eikonal equation to the loss function of a neural network that was trained to predict the electrical activation map of the heart. By the addition of the physics-based regularization term, the predictions of the neural network were guided to be more physically consistent and achieved increased robustness and consistency when dealing with different sets of training samples.

Finally, the learning process can be guided by the use of constraints. These constraints can be explicitly defined, for example in a partial differential equation (PDE), or implicitly derived. Explicit constraints from partial differential equations are used in Physics-Informed Neural Networks. These networks consist of two parts. The first part encodes input data into latent variables. The second part uses these latent variables along with the partial differential equation to obtain physically consistent results.

However, such explicit constraints are not available for every problem. For some of these problems, explicit constraints may not be known, but implicit constraints may be built into a simulation model. These implicit constraints could potentially be leveraged by data-driven models. In 2018 Ren et al. investigated whether they could capture these constraints from a simulation model by using a generative adversarial neural network (GAN). From their experiments, they concluded that the (semi-supervised) adversarial networks were able to outperform other supervised learning models.
3.1.3 Theory-guided refinement

Data-driven models can be powerful tools in modelling physical problems. However, the output they produce may not be in accordance with known physical laws or relations. With theory-guided refinement, the idea is to use these known physical laws or relations to refine the outputs of a data-driven model as a post-processing step. This technique was used in a research project where the aim was to discover new chemical compounds \[31\]. Potential new compounds were generated by using a machine learning model that was trained on a dataset consisting of existing compounds. Newly generated compounds were then checked with ab initio computations which involve known physical constants. Generated compounds that did not comply with these computations were pruned.

3.1.4 Data-driven augmentation

Where the previous categories of theory-guided techniques aimed to improve data-driven models by using domain knowledge, it is also possible to improve theory-based model by using data-driven techniques.

Theory-based simulation models usually have many parameters that need to be tuned. As these parameters are often of mixed types and influence each other, they form large and complex search spaces. Typically, these parameters describe (bio)physical values. For example, for a simulation model that estimates lake temperature uses physical parameters such as incoming radiation, water clarity and wind speed to guide the simulation of water temperature at several depths of the lake \[49\]. Here incoming radiation, water clarity and wind speed are used as input parameters for the simulation model and water temperature is the derived simulation output. Data-driven techniques may be used to efficiently explore and exploit these search spaces and to find suitable simulation configurations. This technique was applied to stochastic radio propagation models which were calibrated using a Multilayer perceptron (MLP) \[1\].

Instead of addressing the simulation model input parameters, it is also possible to refine its output with data-driven techniques. This is accomplished by using the simulation parameters and simulation output as input for a data-driven model. In this case, the data-driven model learns to correct the simulation output based on available real world data as visualized in Figure 3. Using the example of lake temperature modelling, the physical parameters (incoming radiation, water clarity and wind speed) are used as input for a lake simulation model, which outputs an estimated water temperature value. Then both the physical parameters and the estimated water temperature value are used as features in a machine learning model which makes a final estimation of the water temperature. Such an approach was used in research on warm forming processes \[52\] and lake temperature modelling \[49\].
3.1.5 Application to Earth system science

In 2019, the idea of combining theory and data-driven models was described specifically for Earth system science [78]. The huge increase of available data (mainly from remote sensing) has allowed the application of deep learning techniques to geoscientific problems such as land cover classification and soil mapping. Similarly to the findings of Karpatne et al. [50], important caveats of machine learning techniques are noted for application in the geoscience domain. These pitfalls include data biases and extrapolation errors. For the successful use of machine learning and deep learning specifically for Earth system science problems, the authors identify five important challenges: interpretability, physical consistency, data complexity and uncertainty, limited labels and computational demand. They argue that these challenges can be tackled by the integration of physical and machine learning models and propose several points of synergy for the application of combined models.

Building further upon this work, in 2020 Camps-Valls et al. wrote their paper “Living in the Physics and Machine Learning Interplay for Earth Observation” [12]. In this work, they further elaborate on the options available for the synergy of theory-driven and data-driven models. Furthermore, they provide examples of practical use cases, ranging from merging data and simulations through Joint Gaussian Processes to learning ordinary differential equations (ODE) with sparse regression.

3.1.6 Summary & relation to this thesis

One of the goals of this thesis is to explore the possibility of introducing theory-driven knowledge, for example encoded into simulation models, into data-driven modelling pipelines for Earth system science problems. This idea fits into the perspective of theory-guided data science, which aims to combine theory and data in model design, learning processes or in model refinement.

Theory-guided data science offers an opportunity for fields where there is some data available to apply machine learning methods, but not enough to support state-of-the-art methods such as complex deep learning models. A prerequisite for theory-guided data science is that some aspect of the problem should be theory-driven. An example of a
theory-driven aspect would be encoding known physical laws, such as conservation of energy, into a physical simulation model.

Earth system science has many problems which fit within these criteria: the amount of real “in situ” data is often limited and current methods often rely on theory for modelling problems. As such, these problems are good candidates to investigate the application of theory-guided techniques.

In this thesis, we explore the idea of data-driven augmentation described in Section 3.1.4 by incorporating this technique into our proposed method. Current research considering theory-guided data science techniques usually focus on one particular problem or dataset. However, in this thesis, we apply this proposed method to several different Earth system science problems in our introduced benchmark dataset and compare its performance to baselines including frequently used machine learning methods.

3.2 Automated machine learning

In the process of building a machine learning modelling pipeline, many design choices have to be made. For example, one needs to determine which type of modelling technique to use and which hyperparameters to use to lead to the best results. Furthermore, feature and data preprocessing steps need to be considered. Combining all these possible design choices results in a search space that is simply too large to fully explore. In this section, we will look at current research in automating these design choices with automated machine learning (or AutoML) systems.

3.2.1 Model selection & hyperparameter optimization

The need for model selection and hyperparameter optimization is based on two important problems. Firstly, there is no single model that performs best on all possible datasets. Secondly, some types of models rely heavily on a correct choice of hyperparameters to perform well [41].

The problem of selecting a model and optimizing hyperparameters is known in literature as Combined Algorithm Selection and Hyperparameter optimization (or CASH). A common way of tackling this problem is by the use of Bayesian optimization. The main idea of using Bayesian optimization for CASH problems is to create a probabilistic model that learns to represent a relationship between model choice and hyperparameters on one side and model performance on the other side [41].

This probabilistic model can be created using Gaussian process regression, where the posterior distribution induced by the Gaussian process model can be used to decide which parameters to try in a next iteration [87]. Another approach to the CASH problem is the use of tree-based models. An example of a tree-based approach is Sequential Model-based Algorithm Configuration (or SMAC), which is based on random forests [40]. Where Gaussian process models seem to perform better for problems with purely numerical
parameters and low dimensionality, they seem to be outperformed by tree-based models for high-dimensional problems, especially in structured and semi-discrete problem settings [41, 21].

Automated configurators can be used to build automated machine learning systems that make it easy for users to create a modelling pipeline with optimal hyperparameters and model selection. An example of such a system is AutoWEKA [92]. AutoWEKA is based on the WEKA [30], a data mining software package that includes implementations of many different estimators. AutoWEKA applies SMAC to automatically choose an estimator from the WEKA suite and to find an optimal set of hyperparameters.

### 3.2.2 Meta learning

Automated configurators can be used to generate modelling pipelines that are on-par or better than their humanly designed counterparts. However, the optimization process is expensive: for each iteration a machine learning model with a particular set of hyperparameters needs to be trained, which can be computationally expensive. The process of finding an optimal model can be sped up by the use of meta learning [41]. The key concept behind meta learning is to learn from previous experiences of finding optimal models. To do so, first a set of meta data is collected which describes previous optimization tasks and the resulting models. This set of meta data contains features that describe the resulting model, as well as features that describe properties of the original dataset. Meta learning can be used to instantiate the search process for a CASH problem. For example, in the AutoML system Auto-sklearn meta learning is used to warm-start the search process with model configurations that worked well for similar datasets (where the similarity is based on nearest neighbors in meta-feature space) [23].

### 3.2.3 Summary & relation to this thesis

Using automated machine learning techniques, it is possible to automatically create machine learning pipelines whose performance rival that of manually engineered pipelines. The problem of selecting a model and its hyperparameters can be tackled using Bayesian optimization. Even though this is a computationally expensive process, there are some tricks to speed it up. For example, the use of meta learning can warm-start the search process for an optimal model. In this thesis, we intend to use automated machine learning techniques to create a modelling pipeline that includes both a theory-driven and a data-driven aspect. To achieve this, several steps of model selection and hyperparameter tuning need to be applied. Therefore, any automated machine learning techniques that tackle CASH problems can be useful in this context.

In this thesis, we use the existing AutoML framework auto-sklearn [23] as the basis for our proposed method. In this method, we use auto-sklearn to automatically combine simulation models with machine learning models and to tune their hyperparameters. Auto-sklearn was chosen as it supports machine learning methods that are frequently
used in Earth system science problems (such as Random forest, Multilayer perceptron and Gaussian process regression) and can be easily extended with customized components [24].
4 Background

In our experiments, we use a variety of theory-driven and data-driven models. In this chapter, we will briefly describe how these models work and how they can be used in a modelling pipeline.

4.1 Theory-driven models

Any model that is purely based on theory, such as known physical laws, can be considered a theory-driven model. In the scope of this thesis, we focus on physical simulation models. As the Earth system tasks that we experiment with all involve remote sensing, we focus on radiative transfer models and how to inverse them. For more information on these tasks, see Section 6.1.

4.1.1 Radiative transfer models

For remote sensing applications, radiative transfer models (RTMs) are used to simulate reflectance spectra based on a set of physical parameters. These models are based on a radiative transfer equation. This equation describes how energy is transferred when radiation travels through a medium [14]. It deals with the physical processes of absorption, refraction and scattering.

An example of an often used radiative transfer model is PROSAIL [44]. PROSAIL is used to model light interactions in plant canopies based on biophysical parameters. It is composed of two physical submodels, PROSPECT and SAIL where PROSPECT models light interactions at the leaf level and SAIL models interactions at the canopy level. The biophysical parameters that can be tuned for PROSPECT and SAIL are given in Tables 1 and 2. Based on these biophysical parameters PROSAIL simulates surface reflectance values for different wavelengths, as visualized in Figure 4.
### Table 1: PROSPECT parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlorophyll content</td>
<td>$C_{ab}$</td>
<td>$\mu g \text{ cm}^{-2}$</td>
</tr>
<tr>
<td>Carotenoids content</td>
<td>$C_{ar}$</td>
<td>$\mu g \text{ cm}^{-2}$</td>
</tr>
<tr>
<td>Brown pigment content</td>
<td>$C_{bp}$</td>
<td>Arbitrary units</td>
</tr>
<tr>
<td>Water equivalent thickness</td>
<td>$C_w$</td>
<td>cm</td>
</tr>
<tr>
<td>Dry matter content</td>
<td>$C_m$</td>
<td>g cm$^{-2}$</td>
</tr>
<tr>
<td>Leaf structure index</td>
<td>N</td>
<td>Arbitrary units</td>
</tr>
</tbody>
</table>

### Table 2: SAIL parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leaf area index</td>
<td>LAI</td>
<td>$m^2 \text{ m}^{-2}$</td>
</tr>
<tr>
<td>Average leaf inclination angle</td>
<td>ALIA</td>
<td>Degrees</td>
</tr>
<tr>
<td>Hot spot size parameter</td>
<td>Hspot</td>
<td>Arbitrary units</td>
</tr>
<tr>
<td>Soil reflectance</td>
<td>$p_{soil}$</td>
<td>Arbitrary units</td>
</tr>
<tr>
<td>Soil brightness parameter</td>
<td>$P_{soil}$</td>
<td>Arbitrary units</td>
</tr>
<tr>
<td>Sun zenith angle</td>
<td>SZA</td>
<td>Degrees</td>
</tr>
<tr>
<td>Observer zenith angle</td>
<td>OZA</td>
<td>Degrees</td>
</tr>
<tr>
<td>Relative azimuth angle</td>
<td>RAA</td>
<td>Degrees</td>
</tr>
<tr>
<td>Ratio of diffuse to total incident radiation</td>
<td>skyl</td>
<td>Arbitrary units</td>
</tr>
</tbody>
</table>

### 4.1.2 Inversion

A common strategy to incorporate simulation models, such as the radiative transfer models described in previous section, into a modelling pipeline is by model inversion. The first step of the inversion procedure involves the creation of a lookup table [80]. This lookup table is created by performing many simulations with different input parameters. For example, you could create many simulations where you vary the leaf area index input parameter.
Figure 5: Generating a lookup table of reflectance data and physical parameters using a radiative transfer model.

After creating this lookup table, it could then be used as a training set for a machine learning algorithm, where the leaf area index would be the target and the simulated reflectances the input features. In this way, the machine learning algorithm can learn the relationship between the simulated reflectance and the target variable (leaf area index). After learning this relationship, the machine learning model can now predict the target variable based on remote sensing reflectance values. This process is visualized in Figure 6. This process is called (lookup table) inversion and its incorporation into a modelling pipeline is often referred to as hybrid modelling.
Trained ML model can be used to create predictions

Figure 6: The inversion process in three steps. Step 1: create a lookup table. Step 2: train machine learning model on lookup table. Step 3: make predictions on real data with trained model.

This inversion process is unfortunately not without its challenges. One of the most challenging aspects of this process is that the problem is ill-posed \cite{108}. For many different input parameter combinations, the simulation model can generate very similar reflectance curves. As a result, the achieved performance when testing this hybrid modelling approach on in situ data accompanied by remote sensing data is often limited. This ill-posedness creates a challenge for the application of data science techniques and inspires researchers to tackle the problem with novel methods.

4.2 Data-driven models

In our experiments, we will compare several data-driven models to a novel theory-guided model. Here, we chose commonly used machine learning methods as the data-driven models that will serve as a baseline.

In this Section we will briefly describe the data-driven models that are used in the
experiments. These range from relatively simple baseline models such as a random forest to more complex models such as the ensembles created by Auto-sklearn.

4.2.1 Machine learning

For our experiments, we selected a few modelling techniques as simple baselines. These modelling methods were selected as they are frequently used in Earth system science research problems that involve a machine learning component. Even though these models are relatively simple to implement, they have been shown to achieve good results. For example, a random forest model was used to estimate leaf area index retrieval with relatively high accuracy \cite{57}.

Random forest

The first modelling technique we chose as a simple baseline is the random forest model. In a 2016 review on the use of random forest for remote sensing problems the authors concluded that the random forest is capable of handling high dimensional data \cite{5}. Furthermore, it was concluded that the random forest is quick to train and insensitive to overfitting.

Random forest is an ensemble method that builds an ensemble (or forest) of decision trees in parallel. Each decision tree creates a prediction and all predictions are averaged in order to obtain a final prediction from the random forest model. The trees are created using bootstrap aggregation (or bagging) \cite{10}. In short, this means that for every tree a sub-sample of the training dataset is taken. This sub-sample is created by sampling with replacement. The random forest has several hyperparameters that can be tuned, these are described in Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of estimators</td>
<td>Number of trees in the random forest.</td>
</tr>
<tr>
<td>Criterion</td>
<td>Which metric is used to measure the quality of a split.</td>
</tr>
<tr>
<td>Max features</td>
<td>How many features can be considered when deciding which split is optimal.</td>
</tr>
<tr>
<td>Max depth</td>
<td>Maximum depth of each tree.</td>
</tr>
<tr>
<td>Min samples split</td>
<td>How many samples are needed to split a node.</td>
</tr>
<tr>
<td>Min weight fraction leaf</td>
<td>Lower limit of sum of weights needed to create a leaf node.</td>
</tr>
<tr>
<td>Bootstrap</td>
<td>Whether bootstrapping is used to build new trees.</td>
</tr>
<tr>
<td>Max leaf nodes</td>
<td>How many leaf nodes are created at most.</td>
</tr>
<tr>
<td>Min impurity decrease</td>
<td>Nodes can only be split if splitting results in a reduction of impurity of at least this parameter.</td>
</tr>
</tbody>
</table>

Table 3: Tuneable hyperparameters for random forest.

Gaussian process

Our second simple baseline is Gaussian process regression. We chose this baseline as
it is often used in plant parameter retrieval, which is a setting that is close to our experiments \cite{11, 98}. Gaussian process regression is a non-parametric Bayesian approach \cite{84}. Some of the advantages of using Gaussian process regression include the ability to create confidence intervals and allowing the use of active learning techniques. For Gaussian process regression we can tune the hyperparameters given in Table 4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernel</td>
<td>Which kernel is used as covariance function.</td>
</tr>
<tr>
<td>Alpha</td>
<td>How much noise is added to training samples.</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Which optimization function is used.</td>
</tr>
<tr>
<td>Number of optimizer restarts</td>
<td>How often the optimizer can be restarted to find optimal kernel parameters.</td>
</tr>
<tr>
<td>Normalize y</td>
<td>Whether target values are normalized or not.</td>
</tr>
</tbody>
</table>

Table 4: Tuneable hyperparameters for Gaussian process regression.

Multilayer perceptron

The Multilayer perceptron (MLP) is a type of feed-forward artificial neural network. With recent advances in deep learning, neural networks have become a popular tool for many data-driven problems. Multilayer perceptrons can learn to represent complex relationships and have been used with success in for example atmospheric science problems \cite{25}. Neural networks are highly customizable, design choices have to be made regarding the shape of the hidden layers, the activation functions, how to optimize the weights and more \cite{73}.

To simplify the search space of Multilayer perceptron design choices, one can use templates with predefined shapes of hidden layers. With such a template, there is no need to tune the number of neurons for each hidden layer individually. Instead, the number of neurons per hidden layer depend on the number of neurons in the previous layer, resulting in requiring to tune only a single layer. This idea of shaped networks was used in the AutoML framework Auto-pytorch \cite{107}, based on shapes defined the autonomio Python package \cite{54}. The Multilayer perceptron implementation used in our experiments utilizes a brick shape, meaning that each hidden layer has the same amount of neurons. All tuneable hyperparameters of this implementation are given in Table 5.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden layer sizes</td>
<td>How many neurons are used in each hidden layer of the network.</td>
</tr>
<tr>
<td>Activation function</td>
<td>Which activation function is used for each hidden layer.</td>
</tr>
<tr>
<td>Solver</td>
<td>Which optimization function is used to determine weights.</td>
</tr>
<tr>
<td>Alpha</td>
<td>How much L2 regularization is applied.</td>
</tr>
<tr>
<td>Batch size</td>
<td>How many samples are used per batch during training.</td>
</tr>
<tr>
<td>Learning rate</td>
<td>Which schedule to use for learning rate.</td>
</tr>
<tr>
<td>Initial learning rate</td>
<td>Initial value for learning rate.</td>
</tr>
</tbody>
</table>

Table 5: Tuneable hyperparameters for Multilayer perceptron.

4.2.2 Automated machine learning

As a state-of-the-art baseline data-driven baseline, we use an automated machine learning system called Auto-sklearn [23]. The Auto-sklearn system is primarily based on three components: Bayesian optimization, meta learning and ensembling.

![Auto-sklearn training and optimization approach](adapted from Feurer et al. [23])

The main component of Auto-sklearn consists of the Bayesian optimization process that is used to perform model selection and to tune hyperparameters. Auto-sklearn does not only choose which model type to use, but also automatically incorporates feature and data preprocessing steps into the modelling pipeline (see Figure 7).

The searching process for these modelling pipeline components is warm-started using meta learning. This meta learning approach is trained using a large number of datasets with according meta features and performance data. Then, for a new dataset, Auto-sklearn selects configurations to start the optimization process with based on a nearest-neighbors approach.

Finally, when Auto-sklearn has found several modelling pipelines that perform well, the system combines these pipelines in an ensemble. For regression problems, predictions are made in this ensemble by taking the mean of predictions made by individual pipelines in the ensemble. For classification problems, predictions are made using majority voting...
The modelling pipelines to include in the final ensemble are chosen using ensemble selection. In short, ensemble selection is a greedy technique that iteratively adds the pipeline that minimizes the validation loss of the ensemble to the ensemble. This process continues until the maximum size of the ensemble is reached, or if the validation loss does not decrease when adding a new pipeline to the ensemble. It is possible to add the same pipeline to the ensemble twice.
5 Method

In contrast to the data-driven models introduced in last section, which only utilized in situ data, our proposed theory-guided model (or proposed method) uses a combination of simulation data and in situ data. This proposed method is primarily based on three components: stacked ensemble, data-driven augmentation and automated machine learning. Firstly, we will motivate our choice of techniques to base our method on. Secondly, we will briefly explain each of these techniques. Afterwards, we will discuss how these techniques are combined and implemented in the proposed theory-guided model.

5.1 Motivation

One of the main aims of this thesis is to introduce a framework to automatically combine simulation models and data-driven models. Due to the vast amount of existing data-driven, theory-driven and novel theory-guided methods, this is not a trivial task. In order to confine the scope of this task to an achievable level, we made some specific design choices.

Firstly, we chose to base our method on an existing AutoML framework: Auto-sklearn [23]. We chose to use Auto-sklearn for two main reasons: Auto-sklearn supports several machine learning methods that are widely used in Earth system science (e.g., Random forest, Multilayer perceptron and Gaussian process regression) and Auto-sklearn is customizable and can be extended with new components [24].

Secondly, we decided to focus on incorporating a specific theory-guided method as a way of combining theory-driven and data-driven models. Here, we chose to base our method on data-driven augmentation as proposed by Karpatne et al. [49]. This technique was chosen as it is very versatile. Where many theory-guided methods only work for very specific problems (e.g., Physics Informed Neural Networks require a partial differential equation to be known), data-driven augmentation can be applied to any problem that incorporates a simulation model and a data-driven component.

Thirdly, we chose to leverage the built-in ensembling functionality of Auto-sklearn in the data-driven augmentation component of the proposed method, creating a “stacked ensemble”. The reasoning here is that the use of an ensemble of various theory-driven models may lead to improved generalization performance for the theory-driven part of the proposed method [55].

5.2 Data-driven augmentation

As explained in Section 3.1, one of the categories within theory-guided data science concerns data-driven augmentation. In short, the idea of data-driven augmentation is to use a data-driven model to correct (or augment) some aspect of a physical (or theory-based) model. This can be done in several ways. For example, you could calibrate a theory-
based (simulation) model by the use of machine learning \cite{1} and thereby “augmenting” the input parameters of the theory-based model. Another option is to use a data-driven model to correct the output of a theory-based model \cite{49}. In our case, we will focus on this second option. In this case, we assume we have a physical model that is given some input parameters (or features) and creates an output (or prediction) based on those input parameters. Instead of using the predictions made by the physical model directly as our final predictions, we feed them as input into a machine learning model along with the original input parameters. Then, this machine learning model can learn to correct for any biases or errors within the physical model. This scenario assumes that a physical model requires no additional training and that the machine learning model can be trained using available in situ data.

![Diagram](image)

Figure 8: Data-driven augmentation: correcting the output of a physical model with machine learning.

For all tasks in our benchmark dataset, the physical model consists of an inverted simulation model as all tasks are considered inversion problems (the input of the non-inverted physical model is actually the desired target).

### 5.3 Stacked ensemble

The stacked ensemble \cite{88} technique builds upon two separate concepts: ensembling and stacking. The main idea behind ensembling is that multiple models can be trained in parallel, where the outputs of each model can be combined by taking a (weighted) mean to obtain a final prediction. Creating such an ensemble of models can lead to a decrease in bias and therefore an increase in model performance when tested on unseen samples \cite{88}. This decrease in bias can be attributed to the increased diversity of models in an ensemble. Due to this diversity of models, potential overfitting of one of the models has a reduced effect on the final prediction of the entire ensemble.
A stacked ensemble is very similar to a regular ensemble, except for the way the predictions of the individual models are combined. Instead of simply taking a (weighted) mean of predictions, the predictions are used as input features to another, final, machine learning model. This final model learns how to combine the predictions generated by the models included in the ensemble. The entire pipeline consisting of the models in the ensemble as well as the final model can be optimized at the same time. The advantage of this method of ensembling is that the way the individual models are combined can be optimized, which can lead to increased model performance [66]. The final estimator can learn to favour the predictions of a particular model in the ensemble over the others based on their individual predictions. It could very well be that a particular model in the ensemble creates more accurate predictions within a certain range of target values. Training a stacked final estimator could allow to capture such a relationship, whereas simply taking a weighted average cannot.

5.4 Proposed theory-guided framework

In our proposed framework, we bring the ideas of stacked ensembles and data-driven augmentation together. Furthermore, the architecture of the proposed method includes
a theory-driven and a data-driven part. Firstly, it consists of an ensemble of different physical models. In the context of our experiments, these physical models are all inverted simulators.

We incorporate the concept of data-driven augmentation by feeding the output of each inverted simulator, as well as the original input, into a machine learning model that is trained on only in situ data. This works in a similar way to the stacked ensemble technique, where the final model learns the proper way to combine the outputs of the models in the ensemble. However, as the original input features are also directly fed into the final model, it can also learn to correct the outputs from the models in the ensemble (data-driven augmentation). Put together, the final architecture is given in Figure 11.

The goal of our proposed method is to automatically create the a combination of data-driven and theory-driven models. In order to automatically create such a model, we need to define a search space that incorporates design choices for both the theory-driven and data-driven aspects of the model. To constrain the search space we base our implementation on the existing automated machine learning framework of Auto-sklearn.

Incorporating both a theory-driven part (ensemble of physical models) and a data-driven part (machine learning model) within one architecture is done by splitting our training procedure up into two steps. In the first step, we create and train the theory-driven part. As described in Section 6.1, for each task in our benchmark dataset we have a simulation lookup table created by a simulation model. Using this lookup table, we invert the simulation model by using data created by the simulator (e.g., reflectance spectra) as input data and a simulation parameter (e.g., leaf area index) as target data. With these input data and target data, we create and train an ensemble of models using Auto-sklearn. As explained in Section 4.2.2, Auto-sklearn tries to find an optimal combination of data preprocessing steps, feature preprocessing steps and estimator hyperparameters.
using Bayesian optimization. The search for this optimal combination is instantiated through the use of meta learning. Each model of the resulting Auto-sklearn ensemble can be considered a unique inverted simulator.

Normally, Auto-sklearn combines the models from its ensemble using a weighted mean. Instead, we replace this weighted mean with another final machine learning model. This final machine model represents the data-driven part of the architecture. In the second step of our training procedure, we train and tune this model using available in situ data. For each sample in the in situ data, we use it as an input for each of the inverted simulators. Each inverted simulator then creates a prediction based on that input, resulting in a prediction for each inverted simulator in the ensemble. These predictions are concatenated to each other and to the original in situ input sample. Then, these concatenated predictions and input data are fed into the final machine learning estimator. Again, we use the Bayesian optimization and meta learning approach from Auto-sklearn to find an optimal estimator (including data and feature preprocessing steps and optimal hyperparameters). This estimator creates a final prediction. During training, this model will thus learn to combine and correct the outputs of several inverted simulators along with real input data.
Figure 12: Training and optimization procedure of proposed method (partially adapted from Feurer et al. [23]). Step 1: create ensemble of inverted simulators (theory-driven). Step 2: train machine learning model as final estimator (data-driven).

As both the theory-driven part and the data-driven part of the model architecture are created by Auto-sklearn, the search space of both parts is determined by the used settings for Auto-sklearn. For example, the hyperparameter search space is determined by the selection of models that are included in the model search space. These settings are given for both training steps in Table 6.

<table>
<thead>
<tr>
<th>Training step</th>
<th>Models</th>
<th>Ensemble size</th>
<th>Best models in ensemble</th>
<th>Initial meta-learning configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (theory-driven)</td>
<td>All*</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2 (data-driven)</td>
<td>All*</td>
<td>1, 5</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6: Auto-sklearn parameters used in first step of proposed method training procedure.

*These include all models that are in the default configuration of Auto-sklearn.
6 Experiments

The purpose of the experiments in this thesis is threefold. Firstly, they serve as a validation exercise of the proposed benchmark dataset. Secondly, they explore the relationship between the amount of available training data and the performance of both data-driven and theory-guided techniques. Finally, the usefulness of automated configuration is tested.

In this chapter, we will first introduce the benchmark dataset and the Earth system science tasks contained within this dataset. Afterwards, we will explain which modelling approaches will be used in experiments. Furthermore, we will elaborate on used automated machine learning methods and the search space that was used in experiments. Finally, we will describe how the experiments combine the benchmark data, modelling approaches and automated machine learning methods in a structured way.

6.1 Benchmark data

In order to properly judge the performance of modelling techniques, whether or not they are purely data-driven or theory-guided, a dataset is needed to experiment with. Preferably, a quality controlled benchmark dataset should be used. Unfortunately, such benchmark datasets are scarce in the Earth system science domain. This scarcity was concluded by Ebert-Uphoff et al. in their 2017 paper [20] where they present a vision on the development of benchmark datasets for geoscience problems and call on the data science and earth system science research communities to present publicly available benchmark datasets. In their vision on benchmark datasets, they introduce several conditions a benchmark should preferably satisfy. Among others, these conditions include the following:

1. **High impact**: The task or problem associated with the dataset should have a clear contribution to either active research or should have clear societal benefits.

2. **Active research area**: Interaction and cooperation between earth system science and data science researchers should be stimulated. Therefore, the data should come from an active research area.

3. **Challenge for data science**: The data science task should not be too simple to perform. The benchmark should clearly specify an active research challenge. Otherwise, data science techniques may not be required for that specific task.

4. **Generality and versatility**: Knowledge gained by researching the dataset should ideally be transferable to similar Earth system science problems. Examples may include used modelling techniques.

5. **Evaluation**: To know whether applied data science techniques are successful, some measure of performance should be included in the task description of the benchmark. This also allows other researchers to compare their results to existing ones.

Some benchmark datasets for Earth system science problems already exist. An example
of such a benchmark is the WeatherBench dataset \[75\]. However, as the title of the accompanying paper “WeatherBench: a benchmark data set for data-driven weather forecasting” suggests, this dataset is primarily meant for purely data-driven methods. The dataset consists of a very large volume of available data, whereas in many other Earth system science problems only a very limited amount of in situ data is available. These limited data cases are where the largest gains can be made by using a combination of theory and data-driven techniques.

As a result, we opted to create our own benchmark set of data sources that focus on these low data availability scenarios. Besides concerning low data availability problems, we also only considered problems where some kind of simulation model is available to use as a source of domain knowledge. Moreover, each data source should be publicly available and preferably quality controlled in some way.

With these criteria in mind, we found four suitable tasks with accompanying datasets. These four tasks and datasets satisfy the five conditions from Ebert-Uphoff et al. \[20\] mentioned earlier. Each of these tasks are part of active research topics that closely relate to overarching subjects with high societal impact such as precision farming or climate change. Furthermore, the selected tasks are sufficiently challenging for existing data science techniques, to the ill-posedness of involved simulation inversion. Knowledge gained from studying these tasks should be transferable to tasks in other domains as well, as long as they incorporate a somewhat similar way of generating simulation data. Finally, each of these tasks can be classified as a regression problem, has a measurable target parameter and ground truth data to evaluate with.

This benchmark set of tasks and data sources provides researchers with ready-to-use, preprocessed data from three sources: simulation models, in situ measurements and remote sensing observations. As a result, this potentially saves users of this benchmark from performing very time-consuming tasks including finding publicly available data, dealing with data quality issues, preprocessing the data and transforming the data into a format that can directly be used in a machine learning pipeline. The overall process used to obtain these ready-to-use datasets will be discussed further in Section \[6.2.1\]. In Sections \[6.1.1\] to \[6.1.4\] we will discuss these tasks and data sources in more detail.

### 6.1.1 Leaf area index

Leaf area index (LAI) is an often monitored measurement that describes the density of leaves in a canopy. This applies to forest canopies, but also to other cover types such as croplands or grasslands. It is defined as the ratio of leaf area in comparison to ground area \[64\]. Leaf area index is often used as inputs to complex simulation models such as climate models. Therefore, accurate estimation of leaf area index has direct positive impact on other related scientific fields such as climate modelling. As leaf area index can be obtained in a non-destructive way using digital hemispherical photography, it is a well studied biophysical variable. Nevertheless, it is hard to obtain leaf area index
measurements on a large scale due to the manual work involved. Therefore, many studies have focused on estimating leaf area index from remote sensing images and it still is an active research area.

Many in situ datasets focus on a particular geographical region or a particular cover type. For a benchmark set however, it would be interesting to have a broader range of cover types and geographical locations represented in the data. This way, any conclusions based on the benchmark data are transferable to a wider range of other datasets.

**In situ data**
The first data source we have chosen for this benchmark is the “Ground-Based Observations for Validation” (GBOV) project, which is part of the Copernicus Global Land Service. The aim of this project is to create a database of quality-controlled in situ observations over several different sites and spanning multiple years. With these observations, existing remote sensing products can be validated. Within this project, they offer two services: reference measurements (or in situ data) and land products. Here, the in situ data consist of ground truth data measured by physical sampling and field work. The land products contain estimates based on machine learning models trained on satellite data and reference measurements.

For our experiments, we use the reference measurements of leaf area index (RM7). This set of reference measurements encompasses twenty sites in the United States with varying cover types. These cover types include the following types as defined in the United States National Land Cover Database (NLCD): deciduous forest, cultivated crops, evergreen forest, mixed forest, shrublands, pasture, grassland and wetlands. The distribution of these cover types, as well as that of leaf area index values can be found in Figure 13.

**Simulation data**
Besides the in situ data from the GBOV database, we also use a source of simulation data for this task. For this purpose, we use the PROSAIL radiative transfer model. The PROSAIL model is a widely used radiative transfer model in the field of plant cover monitoring. It is typically used to retrieve biophysical parameters from remote sensing observations through the use of simulation model inversion. Examples of use cases include: estimating leaf area for different crops, monitoring grasslands and estimating potato chlorophyll content. It has been found to be suitable for parameter retrieval from satellite data and is computationally less demanding than other more advanced radiative transfer models. The PROSAIL model is composed of two submodels: PROSPECT and SAIL, where PROSPECT models light interactions at the leaf level and SAIL at the canopy level.

Using PROSAIL, we generate a lookup table consisting of 100,000 unique simulations. The input parameters for these simulations were set using a Latin hypercube sampling approach using the minimum and maximum values given in Table 7.
Figure 13: Left: Distribution of leaf area index. Right: Distribution of NLCD cover types.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlorophyll content</td>
<td>$C_{ab}$</td>
<td>$\mu g \ cm^{-2}$</td>
<td>20</td>
<td>80</td>
</tr>
<tr>
<td>Carotenoids content</td>
<td>$C_{ar}$</td>
<td>$\mu g \ cm^{-2}$</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Brown pigment content</td>
<td>$C_{bp}$</td>
<td>Arbitrary units</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Water equivalent thickness</td>
<td>$C_{w}$</td>
<td>cm</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>Dry matter content</td>
<td>$C_{m}$</td>
<td>g cm$^{-2}$</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>Leaf structure index</td>
<td>N</td>
<td>Arbitrary units</td>
<td>1.2</td>
<td>2.5</td>
</tr>
<tr>
<td>Leaf area index</td>
<td>LAI</td>
<td>$m^2 \ m^{-2}$</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Average leaf inclination angle</td>
<td>ALIA</td>
<td>Degrees</td>
<td>5</td>
<td>85</td>
</tr>
<tr>
<td>Hot spot size</td>
<td>Hspot</td>
<td>Arbitrary units</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td>Soil moisture</td>
<td>$p_{soil}$</td>
<td>Arbitrary units</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>Soil brightness</td>
<td>$r_{soil}$</td>
<td>Arbitrary units</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7: PROSAIL parameters used in leaf area index experiments.
Remote sensing data
Recent leaf area index studies often use the Sentinel-2 satellites as remote sensing instruments. The Sentinel-2 remote sensing data is available starting from 23-06-2015. As most of the reference measurements were sampled after this date, we opted to use the Sentinel-2 level-1C top-of-atmosphere reflectance that is hosted on the Google Earth Engine platform.

Generally, Sentinel-2 data is processed into ready to use data using several steps: data selection, data downloading, cloud removal and atmospheric correction. Where possible, we used Google Earth Engine. Using Google Earth Engine, it is possible to perform a majority of these processing steps server-side, reducing the amount of data transferred.

From the Google Earth Engine Sentinel-2 dataset, we filtered cloudy pixels based on the QA60 (cloud mask) band. This band contains a bitstring describing whether the pixel contains cirrus clouds, opaque clouds or is cloud-free. Only cloud-free pixels were considered.

Furthermore, we only considered remote sensing images that were taken within 15 days before or after the in situ sampling date. Any in situ samples that did not have a cloud-free overlapping pixel within this time limit were dropped from the data. After applying these filters, the dataset consists of 3004 data samples.

However, this remote sensing dataset contains top-of-atmosphere values whereas PROSAIL simulated bottom-of-atmosphere data. Unfortunately, bottom-of-atmosphere data for Sentinel-2 is only available starting from 03-28-2017. As a significant portion of the reference measurements are taken before this date, we opted to use the open source atmospheric correction algorithm 6S to convert Sentinel-2 top-of-atmosphere data to bottom-of-atmosphere data. This conversion was done using the Python 6S interface “Py6S”.

6.1.2 Above-ground biomass
In light of the changing climate, many studies are performed on the storage of carbon in biomass. The world’s forests form a large carbon sink and play a vital role in climate change. As a result, it is a worthy endeavour to research ways to monitor the state of forests worldwide. A number of countries perform yearly national forest inventory studies, which can be used for monitoring biodiversity and habitat modelling.

While leaf area index only describes the canopy of some type of plant cover, above-ground biomass includes all parts of the plant that grow above the ground (no roots). This makes this measure more informative, but also harder to obtain. Where leaf area index can be computed from hemispherical digital photography, above-ground biomass is usually sampled in a destructive way. As a result, it is harder and more expensive to obtain. Remote sensing techniques may be useful to estimate parameters such as the amount of biomass in forests while avoiding or limiting destructive sampling.
In situ data
In many countries, yearly surveys are performed to monitor the status of their forests. One of these surveys is Sweden’s National Forest Inventory [2]. In this survey, every 5th year measurements of volume and area are taken at certain permanent sample plots. In addition, there are some temporary sample plots which are visited yearly.

From this collected field data, a subset that is intended for the calibration or validation of remote sensing applications is publicly available online [42]. In this field data, dry weight for different fractions of the tree is given. As a measure of above-ground biomass, we take the sum of these parts. This results in a distribution of target values as shown in Figure 14. This Figure shows that while the dataset is somewhat skewed towards lower values, it covers a wide range of above-ground biomass measurements.

![Figure 14: Distribution of above-ground biomass in dataset.](image)

Simulation data
Similarly to the GBOV experiment, we use simulation data from the PROSAIL radiative transfer model. This model has been successfully used in biomass retrieval for different cover types, such as grasslands [32], croplands [99] and forests [104]. Again, we create a lookup table of 100,000 simulations using Latin hypercube sampling. As the parameterization of PROSAIL is highly dependent on the cover type, the parameterization slightly differs for the above-ground biomass experiment as shown in Table 8. The parameterization was based on previous works studying (boreal) forests [105, 106].
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlorophyll content</td>
<td>$C_{ab}$</td>
<td>$\mu g , cm^{-2}$</td>
<td>0</td>
<td>150</td>
</tr>
<tr>
<td>Carotenoids content</td>
<td>$C_{ar}$</td>
<td>$\mu g , cm^{-2}$</td>
<td>0</td>
<td>37.5</td>
</tr>
<tr>
<td>Brown pigment content</td>
<td>$C_{bp}$</td>
<td>Arbitrary units</td>
<td>0.00001</td>
<td>8</td>
</tr>
<tr>
<td>Water equivalent thickness</td>
<td>$C_{w}$</td>
<td>cm</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>Dry matter content</td>
<td>$C_{m}$</td>
<td>g cm$^{-2}$</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>Leaf structure index</td>
<td>$N$</td>
<td>Arbitrary units</td>
<td>1</td>
<td>4.5</td>
</tr>
<tr>
<td>Leaf area index</td>
<td>LAI</td>
<td>m$^2$ m$^{-2}$</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Average leaf inclination angle</td>
<td>ALIA</td>
<td>Degrees</td>
<td>10</td>
<td>89</td>
</tr>
<tr>
<td>Hot spot size</td>
<td>Hspot</td>
<td>Arbitrary units</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td>Soil moisture</td>
<td>$p_{soil}$</td>
<td>Arbitrary units</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>Soil brightness</td>
<td>$r_{soil}$</td>
<td>Arbitrary units</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8: PROSAIL parameters used in above-ground biomass experiments.

**Remote sensing data**

For this experiment, we again use Sentinel 2 data. However, instead of using the level-1C Sentinel 2 dataset, we use the level-2A dataset which is already atmospherically corrected using the Sen2Cor algorithm [59]. The reason for choosing this source of satellite data is the availability of many in situ samples after 2017, which is the starting data for the Sentinel-2A dataset. Besides Sentinel-2 data, we also incorporate Sentinel-1 Synthetic Aperture Radar (SAR) data. The SAR data was included as it is less susceptible to signal saturation when dealing with thick canopies and is often used for biomass retrieval tasks [56, 76, 22]. This dataset comes pre-processed using the Sentinel-1 toolbox [96]. Both datasets are hosted on Google Earth Engine [28].

**6.1.3 Ocean chlorophyll**

The previous two subsections introduced datasets concerning the monitoring of land processes, specifically two problems (indirectly) related to the storage of carbon. Carbon can also be absorbed in the ocean by the photosynthesis process in phytoplankton [18]. Concentration of phytoplankton chlorophyll is commonly estimated using remote sensing, such as in the ESA Ocean Color climate Change Initiative (OC-CCI) [34]. These estimates are based on empirical approaches. However, these approaches are susceptible to significant errors of up to a factor of five [18]. Due to changing climate, these errors may increase as the composition of the ocean changes. As a result, the problem of estimating ocean chlorophyll concentration could be a very suitable candidate for introducing domain knowledge alongside data-driven methods.

**In situ data**

Within the scope of the ESA Ocean Color climate Change Initiative (OC-CCI) [34], multiple ocean-colour products were created. For the validation of these products, several
data sources are available. In 2016, Valente et al. created a compiled dataset from different ocean color validation data sources [94]. This compiled dataset contains both in situ measurements as well as remote sensing data. Chlorophyll-a concentrations were sampled using either high-performance liquid chromatography (HPLC) [86] or through fluorometric measurement [35]. As recommended by Valente et al., we use chlorophyll measurements from HPLC where available and supplement them with fluorometric measurements. This results in chlorophyll a concentrations ranging from 0 to 70 mg/m$^3$ as seen in Figure 15. Noticeably, a majority of the in situ measurements have a low chlorophyll concentration.

![Figure 15: Distribution of chlorophyll a concentration in dataset.](image)

**Simulation data**

To simulate the relationship between phytoplankton, chlorophyll a concentration and reflectance, we opted to use the HYDROPT open source framework [36], based on the HydroLight radiative transfer model [62]. The HydroLight radiative transfer model is a commercial model that is frequently used in ocean chlorophyll simulation or retrieval tasks [67, 91, 102]. This framework is able to simulate concentrations of different phytoplankton size classes along with other colored dissolved organic matter (CDOM).

As the creators of HYDROPT supply a lookup table of HYDROPT simulations [37] with their paper, we opted to use this lookup table instead of generating a new one. This lookup table contains different phytoplankton concentration levels for three different sized phytoplankton types: pico, nano and micro. Along with these measurements, the lookup table contains surface reflectance values. Even though phytoplankton concentration is equal to chlorophyll a concentration, they are highly correlated [17]. As our in situ data does not take into account differences in phytoplankton sizes, we take the average concentration of the three size classes for each simulated sample.
Remote sensing data
The compiled in situ dataset from Valente et al. [94] already includes reflectance values for different satellites, which are already linked to the in situ observations. These values are created by aggregating known measurements to other satellite bands within 6nm. We opted to use the satellite data with the highest coverage in terms of number of in situ samples, which turned out to be the ESA’s Medium Resolution Imaging Spectrometer (MERIS) data. Here, we only used the first 7 bands of MERIS as the use of additional bands led to a very small number of available in situ samples.

6.1.4 Crop yield
Machine learning has become a valuable tool for crop yield prediction, supporting decisions on when to grow which crop type. Often used predictive features include soil type, precipitation, temperature and (remote sensing) images [95]. Typically, these features are taken over a time span instead of a single moment. Thus, in contrast to the other datasets introduced so far the problem of crop yield prediction does not take a static snapshot of physical parameters or satellite reflectances as input. Instead, it takes these features in a time window of a part of a season as input to predict the crop yield at the end of the season.

In situ data
Often yield measurements are proprietary data owned by farmers and not publicly available. The in situ data we use in this experiment was supplied by Michael Marszalek from ESA’s Phi-lab. This dataset covers yield measurements for several crop types located in Bavaria (Germany) over the span of three years. For our experiment, we could only use a publicly available subset of the data, describing winter wheat yields in 2018. This subset is currently hosted on GitHub by ESA Phi-lab [68].

This dataset consists of geo-referenced yield measurements (ton/ha) from a combine harvester with a width of 13m. Based on the width of the combine harvester, we group the measurements in pixels of 10m by 10m. For each yield measurement (or pixel), a time-series of rain and evapotranspiration is supplied as additional features. These per-pixel time-series, along with remote sensing reflectance time-series, are aggregated into weekly features using linear interpolation where needed. This results in a 21-week long time-series for each yield measurement. As a final preprocessing step, all yield measurements that are more than 2 standard deviations removed for the mean are filtered out. This is typically done to remove incorrect measurements from combine harvesters that can occur on uneven terrain.

Simulation data
For this experiment, we again use the PROSAIL radiative transfer model as it is widely used to retrieve plant parameters in agricultural settings [15] [15]. Monitoring the growth status of crops is crucial for yield prediction. Even though PROSAIL cannot directly simulate crop yield, parameters used in the PROSAIL model can offer valuable insights
In order to capture relevant information for crop growth, we decided to invert PROSAIL for three different target parameters: leaf area index (LAI), water equivalent thickness ($C_w$) and dry matter content ($C_m$). For the creation of a lookup table, we used the PROSAIL parameters described in Table 9. These parameters were based on previous works studying PROSAIL for simulation of (winter) wheat [58] [6].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlorophyll content</td>
<td>$C_{ab}$</td>
<td>$\mu g \text{ cm}^{-2}$</td>
<td>20</td>
<td>80</td>
</tr>
<tr>
<td>Carotenoids content</td>
<td>$C_{ar}$</td>
<td>$\mu g \text{ cm}^{-2}$</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>Brown pigment content</td>
<td>$C_{bp}$</td>
<td>Arbitrary units</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>Water equivalent thickness</td>
<td>$C_w$</td>
<td>cm</td>
<td>0.0185</td>
<td>0.0185</td>
</tr>
<tr>
<td>Dry matter content</td>
<td>$C_m$</td>
<td>g cm$^{-2}$</td>
<td>0.002</td>
<td>0.2</td>
</tr>
<tr>
<td>Leaf structure index</td>
<td>$N$</td>
<td>Arbitrary units</td>
<td>1</td>
<td>1.8</td>
</tr>
<tr>
<td>Leaf area index</td>
<td>LAI</td>
<td>$\text{m}^2 \text{ m}^{-2}$</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Hot spot size</td>
<td>Hspot</td>
<td>Arbitrary units</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td>Soil moisture</td>
<td>$p_{\text{soil}}$</td>
<td>Arbitrary units</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Soil brightness</td>
<td>$r_{\text{soil}}$</td>
<td>Arbitrary units</td>
<td>0.5</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 9: PROSAIL parameters used in crop yield experiments.

Remote sensing data
As the in situ measurements were taken in 2018, level-2A Sentinel 2 data is available. We chose to use this version of Sentinel-2 satellite data as it does not require further atmospheric correction, saving on computational time required. This dataset is included with the in situ data and available on ESA Phi-lab’s GitHub [68]. Similarly to the rain and evapotranspiration data time-series, the satellite data time-series were resampled into a weekly frequency using linear interpolation where required.
6.2 Setup

Our experimental setup takes into account that for many Earth system science applications, it is non-trivial to gather in situ measurements. This is also reflected in the datasets used in our benchmark set. Each of these datasets only contains a few thousand in situ samples, which would be considered a very low amount for a typical machine learning setting. However, in practice these are quite large amounts of in situ data.

In order to have a more realistic view of model performance for real world scenarios, where in situ data availability is likely to be more limited, we perform experiments over an iteratively larger subset of training data. Based on the dataset characteristics given in Table 10, we chose to perform experiments for subsets of 50, 100, 250, 1000 and 2500 training samples.

<table>
<thead>
<tr>
<th>Task</th>
<th>In situ samples</th>
<th>Simulation samples</th>
<th>Simulation model</th>
<th>Satellite data source</th>
<th>In situ target</th>
<th>Simulation target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leaf area index (LAI)</td>
<td>3004</td>
<td>100,000</td>
<td>PROSAIL</td>
<td>Sentinel-2</td>
<td>LAI</td>
<td>LAI</td>
</tr>
<tr>
<td>Above-ground biomass (AGB)</td>
<td>11,973</td>
<td>100,000</td>
<td>PROSAIL</td>
<td>Sentinel-2, Sentinel-1, SAR</td>
<td>AGB</td>
<td>LAI</td>
</tr>
<tr>
<td>Ocean chlorophyll (Chla)</td>
<td>470</td>
<td>432</td>
<td>HYDROPT</td>
<td>MERIS</td>
<td>Chla</td>
<td>Chla</td>
</tr>
<tr>
<td>Crop yield</td>
<td>4887</td>
<td>100,000</td>
<td>PROSAIL</td>
<td>Sentinel-2</td>
<td>Yield</td>
<td>LAI, C_w, C_m</td>
</tr>
</tbody>
</table>

Table 10: Characteristics for each data source in the benchmark dataset.

6.2.1 Data processing

For each experiment, the data is processed in a similar way as visualized in Figure 16. As discussed in Section 6.1, we distinguish three data sources for each experiment: simulation data (from a simulation model), in situ data (real measurements) and satellite data (remote sensing).

The simulation dataset is built by creating a lookup table (LUT) from a set of combinations simulation parameters. These combinations are determined by Latin hypercube sampling, specifying the number of samples and a minimum and maximum value for each parameter. With Latin hypercube sampling, the sampled parameters are divided uniformly over the parameter space. This method of sampling was chosen as it has been used frequently in similar experiments [82, 61, 26].

The satellite data is first filtered based on quality flags such as cloud cover and timestamp, such that a satellite image is always taken within 30 days of an in situ measurement. On
this filtered data, atmospheric correction is applied. Afterwards, it is merged with the in situ data based on time and geographical coordinates. For each experiment run the merged in situ and satellite data is shuffled before splitting in training and holdout sets, where the shuffled order is different for each unique run.

![Data processing pipeline](image)

**Figure 16:** General overview of data processing pipeline.

### 6.2.2 Models

For each experiment, we use several data-driven models as baselines. These baselines are trained on either only in situ data, or only simulation data. These baselines consist of the models discussed in Section 4.2. Firstly, we have several simple baselines: Random forest, Gaussian process regression and Multilayer perceptron. These are optimized using Auto-sklearn, without ensembling. Secondly, we have a state-of-the-art baseline. For this baseline, we use Auto-sklearn without restricting which models can be chosen and with ensembling enabled. For these baseline models the Auto-sklearn settings can be found in Tables 11 and 12.
Table 11: Auto-sklearn parameters used in all experiments for simple baseline models.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time per task</td>
<td>per_run_time_limit</td>
<td>18 minutes</td>
</tr>
<tr>
<td>Total time</td>
<td>time_left_for_this_task</td>
<td>3 hours</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>ensemble_size</td>
<td>1</td>
</tr>
<tr>
<td>Initial meta learning configurations</td>
<td>initial_configurations_via_metalearning</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 12: Auto-sklearn parameters used in all experiments for state-of-the-art baseline models.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time per task</td>
<td>per_run_time_limit</td>
<td>18 minutes</td>
</tr>
<tr>
<td>Total time</td>
<td>time_left_for_this_task</td>
<td>3 hours</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>ensemble_size</td>
<td>1</td>
</tr>
<tr>
<td>Initial meta learning configurations</td>
<td>initial_configurations_via_metalearning</td>
<td>1</td>
</tr>
</tbody>
</table>

6.3 Evaluation

As each experiment run only uses a subset of the in situ data as a training set, the rest of the data is available as a holdout set to use for evaluation. Within each experiment, hyperparameter tuning is performed using a subset of the training set. Each model uses 70% of the training data for model fitting and 30% of the training data for hyperparameter tuning (and model selection in Auto-sklearn). For the proposed method, the full set of available simulation data is always used. Again, 70% of the data is used for model fitting and 30% for tuning.

6.3.1 Metrics

To evaluate model performance, we use the $R^2$ metric as it is easy to interpret and compare between datasets. The $R^2$ metric is also used as objective function in the Auto-sklearn framework for all our experiments. It represents the fraction of variance in the target value that is explained by the regression model. An $R^2$ score of 0 is achieved by predicting exactly the mean of the target values. An $R^2$ score of 1 is achieved by perfectly predicting the target values. The formula for $R^2$ is given in equation (3):

$$R^2 = \frac{SSE}{SST},$$

where $SSE$ denotes the sum of squares explained and $SST$ the sum of squares total.
6.3.2 Bootstrapping

As the used modelling approaches are non-deterministic, we have to repeat our experiment several times in order to get a reliable set of results. As the experiments are computationally expensive to run, we employ a bootstrapping approach. For each dataset and for each model, we train and validate the model 15 times. Here, each repeated run uses a random seed equal to the run number. This way, it is ensured that different modelling approaches within the same run use the same subset of data (as the shuffling before splitting the data is random).

We derive a bootstrap distribution by repeatedly sampling 5 runs with replacement from the performed 15 runs. For each bootstrap sample, we can calculate statistics describing the sample, such as the mean rank per model. We repeat this process using 1000 repeats in total. From this distribution of statistics over all bootstrap samples, we can extract confidence intervals of our model performance for each experiment.
7 Results

In this chapter, we will compare the performance of several data-driven baseline with the performance of our proposed theory-guided framework. This comparison is made over a variety of training set sizes ranging from 50 to 2500 samples, to simulate various degrees of real world scarcity of in situ data. Where possible, we also experimented with 0 in situ training samples. In these cases, the models were trained on only simulation data and validated on the entire in situ dataset. This was only possible for the leaf area index and ocean chlorophyll retrieval tasks, as these are the only tasks where the simulation model estimates these parameters directly or with a very close proxy variable.

From our experiments, we want to answer the following questions:

1. Is there a relationship between the amount of available in situ data and the added value of incorporating simulation data into the modelling pipeline (e.g. does the proposed method work better at certain dataset sizes)?

2. Does any of the modelling techniques (from the baselines or proposed method) perform significantly better than the others?

7.1 Impact of available in situ data

To answer the first question, we will directly compare the performance of all models based on the $R^2$ metric, which describes which proportion of holdout data variance is explained by the model. Here a score of one denotes perfect predictions and a model that always predicts the average of the holdout set would get an $R^2$ score of zero. $R^2$ scores of below zero are also possible, these models create predictions that are worse than predicting the mean value. We will compare the $R^2$ score of each model over a variety of dataset sizes. In these experiments, all models were optimized by using the $R^2$ metric as objective function in the Auto-sklearn framework. The statistical significance of the results presented in Tables 13-16 was determined using the Python library Autorank [33].
Table 13: Mean $R^2$ scores and standard deviation (std) calculated on a leaf area index in situ holdout set for different models and in situ training set sizes ($n_{\text{train}}$). A training set size of zero denotes training on only simulation data. Best performing model per training set size is marked in bold.

<table>
<thead>
<tr>
<th>$n_{\text{train}}$</th>
<th>RF</th>
<th>GPR</th>
<th>MLP</th>
<th>Auto-sklearn</th>
<th>Hybrid</th>
<th>Hybrid-ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>std</td>
<td>mean</td>
<td>std</td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td>0</td>
<td>0.44</td>
<td>0.01</td>
<td>-1.13</td>
<td>0.00</td>
<td>-2.32</td>
<td>0.75</td>
</tr>
<tr>
<td>50</td>
<td>0.58</td>
<td>0.05</td>
<td>0.04</td>
<td>0.38</td>
<td>0.57</td>
<td>0.07</td>
</tr>
<tr>
<td>100</td>
<td>0.67</td>
<td>0.02</td>
<td>0.09</td>
<td>0.37</td>
<td>0.68</td>
<td>0.03</td>
</tr>
<tr>
<td>250</td>
<td>0.72</td>
<td>0.02</td>
<td>0.45</td>
<td>0.33</td>
<td>0.72</td>
<td>0.03</td>
</tr>
<tr>
<td>1000</td>
<td>0.83</td>
<td>0.01</td>
<td>0.35</td>
<td>0.35</td>
<td>0.85</td>
<td>0.01</td>
</tr>
<tr>
<td>2500</td>
<td>0.87</td>
<td>0.01</td>
<td>0.82</td>
<td>0.11</td>
<td>0.89</td>
<td>0.00</td>
</tr>
</tbody>
</table>

In Table 13 we see the results for our experiments on the leaf area index dataset. The proposed method, denoted as Hybrid and Hybrid-ensemble, is the only model that incorporates both simulation and in situ data. As can be expected, all models seem to improve when given more training data. Noticeably, the proposed method performs slightly better at very small in situ training set sizes, but is outperformed by the purely data-driven baselines at larger in situ training set sizes. Regarding the transferability of knowledge from simulation data to predicting in situ data, this is most likely the easiest task in the benchmark as the target value (leaf area index) can be directly simulated by the used simulation model (PROSAIL). In the other tasks, the target value cannot be directly simulated. Instead, we can simulate other biophysical parameters that are related to the target parameter. This way, we still retrieve some potentially informative features from the simulation model, especially if they are highly correlated with the target parameter.

Based on Table 14 the above-ground biomass task seems to be more difficult, particularly for smaller amounts of in situ training data. Only the Auto-sklearn baseline is able to consistently achieve an $R^2$ score of higher than zero for a training set size of 100. Above-ground biomass retrieval is generally regarded as a harder task than leaf area index retrieval, as it concerns the entire plant (or tree in this case) whereas leaf area only concerns the canopy. Satellite bands used in commonly used satellites such as Sentinel-2 can saturate for thick canopies. For this task, Sentinel-1 SAR data was also included, which is able to penetrate further into the canopy and does not saturate as quickly. However, the simulation models are not able to represent wavelengths used in SAR. If the Sentinel-1 features are more informative than the Sentinel-2 features, any theory-guided model will rely more heavily on only in situ data.
Table 14: Mean $R^2$ scores and standard deviation (std) calculated on an above-ground biomass in situ holdout set for different models and in situ training set sizes ($n_{train}$). Best performing model per training set size is marked in bold.

As the in situ dataset for the ocean chlorophyll estimation task was limited in size, we were only able to perform experiments with up to 250 in situ training samples. Furthermore, the size of the simulation data was limited as an existing lookup table was used instead of generating a new simulation dataset. In this task, the proposed theory-guided framework outperforms vanilla Auto-sklearn for the smallest training set size, but is outperformed by all baselines for larger training set sizes.

Table 15: Mean $R^2$ scores and standard deviation (std) calculated on an ocean chlorophyll in situ holdout set for different models and in situ training set sizes ($n_{train}$). A training set size of zero denotes training on only simulation data. Best performing model per training set size is marked in bold.
Table 16: Mean $R^2$ scores and standard deviation (std) calculated on a crop yield in situ holdout set for different models and in situ training set sizes ($n_{\text{train}}$). Best performing model per training set size is marked in bold.

<table>
<thead>
<tr>
<th>$n_{\text{train}}$</th>
<th>RF</th>
<th>MLP</th>
<th>Auto-sklearn</th>
<th>Hybrid</th>
<th>Hybrid-ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>std</td>
<td>mean</td>
<td>std</td>
<td>mean</td>
</tr>
<tr>
<td>50</td>
<td>0.13</td>
<td>0.04</td>
<td>-0.06</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>100</td>
<td>0.23</td>
<td>0.06</td>
<td>0.17</td>
<td>0.07</td>
<td>0.27</td>
</tr>
<tr>
<td>250</td>
<td>0.38</td>
<td>0.01</td>
<td>0.30</td>
<td>0.02</td>
<td>0.38</td>
</tr>
<tr>
<td>1000</td>
<td>0.50</td>
<td>0.00</td>
<td>0.45</td>
<td>0.01</td>
<td>0.50</td>
</tr>
<tr>
<td>2500</td>
<td>0.54</td>
<td>0.00</td>
<td>0.52</td>
<td>0.01</td>
<td>0.55</td>
</tr>
</tbody>
</table>

The final task in our benchmark data is quite different from the first three tasks, as crop yield prediction uses a time window of features whereas the other tasks do not. In Table 16 we can see a clearly positive trend for model performance over increasing training set sizes. Noticeably, the proposed method with ensembling enabled outperforms all other models for the smallest dataset size. From a dataset size of 100 samples and upwards, the Auto-sklearn model appears to perform better than the other models. The Gaussian process regression baseline is not included in this experiment, as it consistently ran out of memory due to the large number of features used in this task.

7.2 Model ranking

In order to answer the second question and determine whether any model is significantly better than the others, we can compare the models with each other in terms of ranking. Particularly, we are interested in whether the difference in model rankings is statistically significant. For this purpose, we created critical distance diagrams for different training set sizes in Figure 17 and for different datasets in Figure 18. These diagrams are based on the results of a Nemenyi post-hoc test as implemented by the autorank Python library [33]. From these Figures, we can conclude that the Auto-sklearn data-driven baseline is hard to beat. The proposed method with ensembling (Hybrid-ensemble) consistently ranks as second place, even at larger training set sizes. This could be explained by the fact that the data-driven part of the proposed method is very similar to the Auto-sklearn baseline. Thus, even in situations where the theory-driven part does not add much value, the data-driven part still allows for decent model performance. In specific circumstances the proposed theory-guided framework does outperform all baselines. This is for example true for the leaf area index dataset, as can be seen in Figure 18a. Another noticeable trend is that while Random Forest seems to perform better relative to other models for smaller training sets, Multilayer perceptron and Gaussian process regression perform better for larger training sets. Likely, Random forest is less susceptible to overfitting.
than Multilayer perceptron and Gaussian process regression. The risk of overfitting is higher for smaller training set sizes, and decreases as the training size increases.

Figure 17: Critical distance diagrams for different training set sizes, values represent ranking and items connected by a vertical line are not significantly different.

(a) 50 in situ samples
(b) 100 in situ samples
(c) 250 in situ samples
(d) 1000 in situ samples

Figure 18: Critical distance diagrams for different datasets, values represent ranking and items connected by a vertical line are not significantly different.

(a) Leaf area index
(b) Above-ground biomass
(c) Ocean chlorophyll
(d) Crop yield
8 Conclusions & future work

In this thesis, we have explored the use of a theory-guided framework for several Earth system science tasks. We compared this framework to several data-driven baselines. For this comparison, we introduced a benchmark dataset consisting of four different Earth system science problems. This benchmark includes real world “in situ” data, as well as remote sensing and simulation data.

Our experimental setup was based on the scarcity of in situ data in real world Earth system science problems. Therefore, we have experimented with a range of differently sized subsets of our in situ datasets to reproduce scenarios where in situ data is difficult or expensive to gather. For each task in our benchmark data, our experimental results showed a clear positive relationship between number of in situ data samples used for training and model performance.

The effect of adding simulation data into our proposed theory-guided framework seemed limited, especially for experiments with larger subsets of the in situ dataset. Only for the smallest subsets there was some merit in incorporating simulation data into the modelling pipeline. The impact of adding simulation data also varied per task. For the leaf area index task, the impact was most pronounced. A likely reason is that this is the only task where the simulation model could directly model the target parameter. For all other tasks, the simulation models could only model proxy data. For example, in the ocean chlorophyll task, the simulation model could create estimates of phytoplankton concentration but not directly for chlorophyll a concentration. Another interesting result is that the proposed method performed very well for the yield prediction task at low dataset sizes. Apparently, the model is able to learn from simulation data if the amount of in situ data is limited. However for larger dataset sizes in the yield prediction task, it seems that simulation data does not add much value and the purely data-driven models perform better.

Another problem with introducing simulation data is that in the current implementation, it increases the dimensionality of the data. Especially for datasets of limited size, increasing dimensionality can result in overfitting and decreased generalization performance for models. On the other hand, problems where in situ data is hardly available can potentially have the largest boost in performance from introducing simulation data, as the information that can be extracted from a small dataset is limited and could be supplemented with information extracted from simulation data. It seems this trade-off between increasing dimensionality and extracting useful extra information from simulation data differs per task. Possibly, this also depends on the quality of the simulation model parameterization. Simulation model parameterization was not included in our modelling pipeline. Instead, it was based on existing work on similar problem settings (e.g., simulation of similar plant cover type).
8.1 Future work

In our current experiments, the parameterization of simulation models was not done by tuning it with available in situ data. Instead, it used parameterization from published works on similar problems. The impact of correct parameterization of a simulation model can be substantial. Therefore, a logical avenue for further research is the inclusion of simulation model parameterization into the modelling pipeline. This could be represented as extra hyperparameters in a CASH problem search space, similar to our current proposed framework, and could be a good candidate for incorporating automated machine learning techniques. Potential design of such a system is shown in Figure 19 where the parameterization of the simulation model is incorporated within the first (theory-driven) step of our proposed method. This method addresses the trade-off between increasing dimensionality and extracting useful information by improving the quality of the data supplied by the simulation model through proper parameterization of the model.

![Diagram of Simulation Model Parameterization](image)

Figure 19: Parameterization of simulation model incorporated within the framework of our proposed method.

For each experiment, we only used a single simulation model even though different simulation models are available. In our proposed theory-guided framework, we use an ensemble of inverted simulation models. In order to capture a larger variety of information from
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simulation models, it would be interesting to build this ensemble of inverted simulators from different types of simulation models. For example, for radiative transfer models there is often a difference in how the radiative transfer process is approximated in the model (e.g., a two stream or four stream equation).

Where the majority of tasks in our benchmark data were static problems where each feature is taken at a specific point in time, crop yield estimation usually takes as input a set of features that change over time. For example, weekly leaf area index measurements over the course of a season could be used as features. However, in this problem we still used a simulation model that simulates a static representation of parameters and not a time series. Simulation models that create time series for crop yield do exist, namely crop growth models. An opportunity for future research could be the parameterization of crop growth models using both static simulation data and (automated) machine learning and including this crop growth model along with in situ data into a modelling pipeline. Some work has already been done in combining PROSAIL with crop growth models [103, 39]. Parameterization of these model combinations using AutoML techniques could build further upon these works.

Lastly, our benchmark dataset only contains four distinct tasks where each task also only has a limited number of in situ data samples available. Four datasets is quite a limited amount for a benchmark set. Adding new data sources and new different tasks would improve the benchmark quality. It would be even more interesting if new tasks could include forward problem settings as well seeing as all current tasks rely on simulation model inversion. An example of such a forward problem setting could be lake temperature estimation [49], where the used simulation model directly models the target parameter and does not need to be inverted first.

In conclusion, the results of experiments performed in this thesis using an automated framework to combine simulation- and machine learning models show that for certain cases, there is value in adding a theory-driven component to a modelling pipeline. However, there is a trade-off between increased dimensionality and information gained by the use of theory-guided methods. Future work on theory-guided methods should investigate their application to other Earth science tasks, or investigate ways to address this trade-off by either reducing dimensionality or increasing the amount of information gained from theory-driven components.
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