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Abstract

Background Avery Dennison [1] is a global material company specializing in
producing labelling and functional material products. Because of the variety
of the products, it is hard for the sales team to keep track of every customer.
In the sales orders, the changes of some customers are hard to detect not
only because of the great amount of the entire customers in the company, but
also because changes are various under many aspects and categories.

Aim The paper focuses on detecting customer abnormal buying patterns
based on unlabelled annual sales transaction orders by using the unsupervised
learning methods. Automation of anomaly detection is the main goal to
support the sales department in identifying abnormal customer behaviors.

Method We use three design science research cycles in guiding our project.
In the relevance cycle, we do the data exploration and get a baseline idea of
anomalous data by using an unsupervised method DBSCAN. In the design
cycle, we elaborate and give a detail evaluation for an automated forecasting
model in detecting abnormal orders and propose a mixture model for finding
anomalies. In the rigor cycle, we validate our model through labelling a small
sample of anomalous data supported by sales representatives.

Results We find three locally optimal models for daily, weekly and yearly
aggregated transaction data, and purpose a prophet-derived Gaussian mixture
model in the form of the bi-modal distribution for different product categories.
In addition, we provide a methodology to verify the performance of the
unsupervised model on labelled sample data.

Conclusion We conclude that our approach can give us the insight in not
only the anomaly distribution and the statistical properties of anomalies
per customer and per item but also helping identify the cause and effect of
transaction data anomalies for sales department.
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1Introduction

Avery Dennison [1] is a global material company specializing in products
such as labels and packaging material. Operating in over 50 countries, Avery
Dennison addresses a diverse global market with complex financial dynamics.
As the market behaviour of the various product lines can vary greatly by
customer, region and time, the analysis of sales dynamics needs to incorporate
these components to produce versatile predictive and diagnostic models.

The primary challenge that we analyze in this study is abnormal customer be-
haviour within this complex system. In daily sales, the changes of customers
buying patterns are hard to detect, not only because of the great amount
of the entire customers in the company, but also because the changes are
variable under product, spatial and temporal properties. Another challenge
is there is no defined standard for anomalous behaviour within the domain,
and therefore no objective labelling of transactional data. Therefore, it is
necessary to understand and define the conditions under which customer buy-
ing patterns are abnormal, which form the basis for our anomaly detection
model.

In this thesis, the data we focus on is sales orders data which we analyze for
Avery Dennison, focusing on the transactions through the EU data warehouse.
The sales orders dataset contains both categorical variables such as customer
name and numerical variables such as ordered value in Euros. In the dataset,
the daily orders are recorded if a customer makes an order for a specific
product with the relevant information such as ordered volume and value.

We use three design science research cycles [2] in guiding the project. Since
the project cooperates with sales department, in the initial cycle (i.e. rele-
vance cycle), we transform the requests into research questions and define
the abnormal buying patterns. On the next cycle which is design cycle, we
build our anomaly detection model and do the relevant experiments and
evaluate the model performance. On the final cycle (i.e. rigor cycle), some
result validation works have been done by the sales representatives.
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The rest of the thesis is organized as follows. Section 2 provides the related
works for time series analysis and existing unsupervised anomaly detection
methods. In section 3, we give preliminaries about the design science research
and the time series analysis. In section 5, we elaborate the details about the
sales transaction data and do the data exploration in unsupervised analysis
of the sales transaction data to get a baseline idea of anomalous data. We
discuss the baseline time series exploration, provide a detail evaluation of
the automated forecasting model, purpose a mixture model in the form of
a bi-modal distribution for anomalies in section 6 and label a small sample
of validation data supported by sales representatives. We conclude our
contributions, answer our research questions and discuss about future work
in section 7.

1.1 Research Statement

There are some questions that need to be stated for this research.

1. Can we use statistical uncertainty modelling to effectively detect anoma-
lies in sales data?

2. How can we utilize unsupervised learning to create and optimize an
anomaly detection model to classify our data?

3. How can the performance of the resulting anomaly detection models
be determined in a practical setting?

2 Chapter 1 Introduction



2Related Work

In the presence of unlabelled data, typical classi�cation models that train

on class labels cannot be used without making assumptions over the class of

each instance. In addition, the classi�cation of a data element may depend

largely on the underlying distribution of the data. To rectify this we must look

towards unsupervised methods, that allow us to extract analyzable patterns

or metrics from which we can estimate the probability for a data point being

an outlier that can be classi�ed as an anomaly.

Clustering is one of the unsupervised learning methods. There are some

popular clustering algorithms in unsupervised machine learning such as K-

Means described in detecting unknown network intrusions or attacks [3],

however they are susceptible to strong outliers unless the clusters are disjoint.

Another clustering methods is called DBSCAN which is used in clustering and

detecting noise by grouping the reachable neighbors and �nding the outliers

[4].

In time series analysis, the stationary time series means the changes of values

do not depend on time. For our project, we focus on the non-stationary time

series which the values change through time and are affected by trend, sea-

sonalities, etc. Changepoint analysis detects the points that affect the changes

on the time series, Dette et al. [5] purpose the changepoint and correlation

analysis for non-stationary time series in detecting relevant changepoints.

The goal of our project is to detect time series anomalies. Since the data is

unlabelled, we focus on unsupervised anomaly detection methods. Munir

et al. [6] purpose a convolutional neural network (CNN) based prediction

model called DeepAnT for unsupervised learning on a time-scale that used the

unlabelled data in predicting the time series normal behaviour and DeepAnt

can be applied for both uni-variant and multi-variant. Audibert et al. [7]

purpose an UnSupervised Anomaly Detection for multivariate time series

(USAD) model based on an adversarial autoencoder architecture in detecting

anomalies while doing unsupervised training.
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For detected anomalies, a mixture of a bi-modal distribution model can be

performed. Zong et al. [8] purpose an advanced Gaussian Mixture Model

(GMM) with the non-linear autoregressive component for univariate time

series in satisfying the stationarity and ergodicity conditions. Zong et al.

[8] purposes a similar GMM architecture by using auto-encoding method

in modeling the error. Braei and Wagner [9] conduct a survey on the state

of the art in evaluating and comparing the anomaly detection models not

only in statistical approaches such as auto-regression but also deep neural

network methods such as CNN on univariate time series.

4 Chapter 2 Related Work



3Preliminaries

In this chapter, we discuss about the preliminaries of our research. In sec-

tion 3.1, we discuss the three cycles of design science and how we use design

science in guiding our project. In section 3.2, we describe the preliminaries

of the stochastic effects and auto-correlation for time-series data.

3.1 Design Science

The project described in this thesis is an application of the design science

research. The idea of the three design science research cycles (i.e. relevance

cycle, rigor cycle, design cycle) is brought by Hevner [2] where he claims

that these three cycles help enhance the understanding of design science in

the Information System (IS) �eld. In [10], Iivari summarizes twelve theses

in order to give an overview of the main properties of IS as a design science

based on ontology, epistemology, methodology, and ethics.

Fig. 3.1.: Design Science Research Cycle [2]

Figure 3.1 shows the three design science research cycles introduced by

Hevner [2]. In general, the Relevance Cycle represents the initiate stage

of the design science research project that connects both the application

domain such as people, organizational systems and the requirements such

as research problems while evaluating if the design artifact meets the �nal
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research results criteria. If the requirements are wrong or the design artifact

will have negative impact in practice. In this context, �eld testing is used to

evaluate the impact of the prototype to which demonstrates the performance

and usability before it is used in operation. This process is used to validate

designs in the current design cycle before they make it to the market.

The Design Cycle is bridge that connects both the relevance cycle and the

rigor cycle. It provides the evaluation for the design artifact to the relevance

cycle after applying the scienti�c research methods provided in the rigor

cycle based on the requirement inputs from the relevance cycle. Since the

changes of methods in the rigor cycle and the feed-backs provided in the

relevance cycle, design cycle is the core of the design science research and it

may involve multiple of iterations.

The Rigor Cycle indicates the process of collecting and developing the scien-

ti�c theories and methods from both the innovative experience and expertise

of the research domain and the already existed meta-artifacts in the applica-

tion domain [2]. In this thesis, we consider and test both sources mentioned

above.

Fig. 3.2.: Application of Design Science Research Cycle

The application of our research project on three cycles of design science is

shown in Figure 3.2. At the initial stage of our project, the application envi-

ronment includes sales representatives to gain insights of the transactional

data, organizational systems such as the Sales Department, Marketing Depart-

ment, and IT Department, and technical systems which are Cognos system
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and Google Cloud Platform (GCP). Cognos is a business intelligence tool cre-

ated by IBM, it helps users with and without technical background to manage

and analyze the data easily. In our project, we get the recent three-year sales

orders data from Cognos and use GCP to share documents and communicate

with each other. The problem that drives us to do the anomaly detection

research is the unexplained decline in sales of some products. Sales people

�nd that there have been declined sales patterns among some customers in

recent years and marketing people are interested in understanding the sales

dynamics for various products. Both of the sales and marketing departments

would like to know the changing patterns in detail on a time-scale basis.

During the design cycle, we continuously get feedbacks from sales and

marketing people and improve the model during the design cycle. The design

process contains the data preprocessing, algorithm selection, model training,

etc. Figure 3.3 shows the design process �ow chart of our project.

The rigor cycle provides the existing knowledge base (i.e. methods) with

additional extensions of the original approaches, the new meta-artifacts,

and the learning experience from doing the research experiments and �eld

testing [10]. In Figure 3.2, we consider the existing unsupervised learning

methods such as DBSCAN, and auto-regression and also the innovative

approach such as Prophet. Experiment, as mentioned in [10], is one of the

additional knowledge that represents the cutting-edge theories or methods

in the research application domain. In our project, we consider unsurprising

methods such as the application of DBSCAN and Prophet. Another additional

knowledge is meta-artifact which means the existent design products and

processes applied in the past research domain. As mentioned in [11], meta-

artifact is to improve the development of the information system. After

reviewing the meta-artifacts mentioned in [12] and [13], we propose the

new meta-artifact shown in Figure 3.3.

3.2 Time Series Analysis

In comparison to cross sectional data, which is used to compare the sample

differences within sample space for various instances, for time series data

we �nd that there is ordering in the data with serial dependence over the

observations [14].

Chapter 3 Preliminaries 7



Fig. 3.3.: Flow chart for the design process followed in this thesis.

This ordering is temporal in nature, as such each sample within the sample

space can be expressed as the values at a unique point in time and we can

de�ne a time differential with respect to two discrete samples in a time-

continuous sample space.

In comparison to a continuous function g, where we can determine a deriva-

tive by taking the limit lim
� ! 0

g(x+ � )� g(x)
� , real-world data is bound to a sampling

rate f giving us a discrete waveform with no de�nition of the derivative for

this sampling function. This means that traditional calculus cannot be applied,

rather we must look towards probabilistic modelling methods. Consider that

between each time-step in the discrete signal, there is uncertainty over the

subsequent possible values, which are resolved at the next measuring interval

[15]. As the result of this, the higher the measuring frequency, the lower the

uncertainty over the possible values between each sample.

3.2.1 Temporal Stochastic E�ects

With time series data comes new challenges, as we not only have to estimate

the effects between each of the predictor attributesx1; x2; :::; xn� 1; xn with

x i 2 X where X is the vector of attributes in relation to the data, but we

also have to consider the change of each of these attributes as a function of

8 Chapter 3 Preliminaries



the temporal attribute T to give observationsy0; y1; :::; yt � 1; yt where yi 2 Y

and t 2 T . This property is called the dynamic causal effect ofX , which can

be modelled as a sequence of coef�cients� 1; � 2; :::; � n� 1� n for each attribute

x 2 X denoting the effect a change int has on the realisation of observation

y 2 Y .

With this property a complicating factor of the model comes into play, as the

temporal variable changes, so do the statistical properties of the attributes

for non-stationary data [16]. However, as the attributes themselves change

in shape and distribution, so do the co-correlated attributes. This sequence of

events is what we consider a temporal dynamic model, which is governed by

a stochastic process indexed by time and attributes that have causal relation-

ships that can be estimated by inference [17]. Each individual observation

within a time series based model is also considered a realization of the

stochastic process.

We can describe this type of system with a mixed-effects model that combines

deterministic effect attributes with temporal non-determinism, which we

can describe as a generalized mixed-effects model as shown in Equation 3.1.

In this respect, individual predictors X and their estimated coef�cients �

are given by the �rst term, the covariates Z and their measured interaction

coef�cient 
 are given by the second term and the �nal term gives the random

effect on each of the realizations of Y.

Y = X � + Z
 + � (3.1)

Where residuals are de�ned by the normally distributed vector � � N (0; R )

with R = � 2 I , the static component is given by the parametric vector� �

N (� ; � ) and the stochastic component is given by the triangular Cholesky

factorization [18, 19] of the variance co-variance matrix G = LDL T resulting

in the model matrix of Equation 3.2 for the non-deterministic component.

G =

2

4 � 2

 1 � 2


 1;2

� 2

 2;1 � 2


 2

3

5 i.i.d=

2

4 � 2

 1 0

0 � 2

 2

3

5 (3.2)
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From the Cholesky factorization we can derive the random effects model

parameters distributed by 
 � N (0; G) to get the Whittaker-Henderson

factorization [20] in Equation 3.3 of the model given by Equation 3.1.

2

4X T R � 1X X T R � 1Z

ZT R � 1X Z T R � 1 + G � 1

3

5

2

4 �̂


̂

3

5 =

2

4X T R � 1Y

ZT R � 1Y

3

5 (3.3)

For the generalized linear mixed-effects model using ordinary-least squares

(OLS) parameter estimation this introduces a challenge, similar to cross-

sectional regression, several assumptions have to be made over the data

which have a big in�uence on the quality of the �nal model.

An assumption unique to time series is that the temporal distance between

each index within the sample is constant, in other words the sampling rate f

must be a constant [21]. An assumption that is harder to satisfy is the normal

distribution of the response variable. For this assumption to hold the variance

of the response must be approximately constant over allt, which is hardly

ever the case in real world data [22]. With the right processing techniques

however, we might transform the data to satisfy this assumption to some

extent while estimating the effect of the inevitable factor of auto-correlation

between temporal sampling for model diagnostics.

3.2.2 Serial and Auto-Correlation

Within a stochastic process we assume that the random errors are uncorre-

lated, since the model won't take the co-variances into account, as holds with

the assumption of independent and identically distributed residuals using

the Cholesky factorization in Equation 3.2. By assuming uncorrelated errors

and independence of variables we can simplify the propagation of errors into

the partial derivatives of variances in our model with respect to each of the

attributes over the observationsyi 2 Y and attributes x i 2 X .

� 2
Y =

nX

i

 
@Y
@xi

� xi

! 2

=

 
@Y
@x1

� x1

! 2

+

 
@Y
@x2

� x2

! 2

+ ::: +

 
@Y
@xn

� xn

! 2

(3.4)

To determine the presence of correlated errors for an attribute over temporal

attribute T, we analyse the presence of auto-correlation in the residuals
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using the Durbin–Watson test [23]. Consider the residual � in a simple linear

regression model de�ned by Equation 3.5.

Y = � 0 + � 1X + � (3.5)

Then for an auto-correlated error, in other words modelling that residual �

depends on� t � 1, we can de�ne the residual at time t as Equation 3.6.

� = � + �� t � 1; � � N (0; � 2I ) (3.6)

And � denotes the correlation matrix, which is given by the Pearson correla-

tion coef�cient over elements of X and Y in Equation 3.7.

� =

2

6
6
6
4

� x1;y1; : : : � x1;yn

:::
: : :

:::

� xn;y 1 : : : � xn;yn

3

7
7
7
5

; � x;y =
E[(x̂ � � X )( ŷ � � Y )]

� X � Y
(3.7)

Here � denotes the measure of correlation of the residual with itself in regards

to the residual at the previous time step for attribute x i and realisation yi .

For this assumption to hold, we must apply some test to determine if the

hypothesisH0 : � = 0; Ha : � 6= 0 holds to a measure of signi�cance � . This

can be tested with a Durbin-Watson statistics given by Equation 3.8.

D =
P T

t=2 (� t � � t � 1)2

P T
t=1 � 2

t
(3.8)

In other words, we divide the sum of squared differences of the residual

between time steps by the residual sum of squares. The closer the difference

between the residuals is to the value of the baseline residual att, the less

evidence there is for auto-correlation to one degree of time differential.

Values D > 1 tend to be positively auto-correlated, while values D < 1

are negatively auto-correlated, andD = 1 means there no auto-correlation

between single time-steps [24]. The size of the con�dence interval around

the critical value of D depends positively on the amount of regressors within

the model and negatively on the sample size.

Chapter 3 Preliminaries 11



4Approaches

In this chapter, we discuss about the related approaches used for our ex-

periments. Since the sales transaction data is unlabelled and discrete (see

section 5 in detail), we use the unsupervised clustering methods to discover

the hidden pattern of the customer buying behaviors. To detect abnormal

sales orders on a time scale, we preform the unsupervised anomaly detection

methods for our experiments. For optimizing our anomaly detection model,

we use the grid search in automatically selecting the hyperparameters. To an-

alyze the anomalies labelled from our anomaly detection model, we purpose

a Gaussian mixture model in the form of a bi-modal distribution.

4.1 Unsupervised Clustering Methods

Since the sales data is unlabelled, distributed over time and hierarchically

grouped by product type and customer, we will need to use unsupervised

clustering method to identify clusters and patterns within the data. To achieve

the goal of detecting abnormal customers, and ultimately abnormal patterns,

within the sales data, we utilize two methods which are Principal Component

Analysis (PCA) and Density-based Spatial Clustering of Applications with

Noise (DBSCAN) described in this section. The result of DBSCAN of applying

2 dimensions of PCA data is shown in section 5.3.

4.1.1 Principal Component Analysis (PCA)

Clustering can help divide aggregated customer data with similar sales pat-

terns into hierarchical groups, which can then be mapped in proximity to

�nd outliers. To deal with the high dimensionality of the data, PCA is used to

generate representation mappings for the original data into few numbers of

principal components [25].

12



Given a data matrix X with m variables andn objects, the covariance matrix

for X is shown in Equation 4.1

Cov(X ) =

2

6
6
6
6
6
6
6
6
4

Cov(x1; x1) ::: Cov(x1; x i ) ::: Cov(x1; xm )

::: ::: ::: ::: :::

Cov(x j ; x1) ::: Cov(x j ; x i ) ::: Cov(x j ; xm )

::: ::: ::: ::: :::

Cov(xm ; x1) ::: Cov(xm ; x i ) ::: Cov(xm ; xm )

3

7
7
7
7
7
7
7
7
5

(4.1)

where x i represents the i-th variable in data matrix with i 2 f 1; 2; :::; mg. The

covariance between two variablesx and y is Cov(x; y) =
P n

i =1 (x i � �x)(yi �

�y)=(n � 1). For PCA the weights for the representations on the covariance of

the data matrix X are estimated by �nding matrix v that maximizes variance

over the covariance matrix Cov(X ) as in Equation 4.2 where � represents the

scale of the variance. Form variables, there arem vectors of weights so that

v represents the weights for the new variables (i.e. principle components)

[25].

(Cov(X ) � � i I )v i = 0 (4.2)

Fig. 4.1.: Principle Component Example in 2 Dimensional Space Illustration

Each principle component is uncorrelated with each other and ordered by

the explained variance de�ned by � [26]. Figure 4.1 gives an example in

visualizing the principle components in a 2 dimensional space on the original

example dataset with 2 variables. In the plot, it is clear that the example data

Chapter 4 Approaches 13



has a positive correlation. After using the PCA, the �rst principle component

in the light green arrow shows the direction of the data represented by the

weight vector v1 with the highest variance represented as the vector length

scaled by� 1. The �rst principle component explains the most of variance

and the second principle component shown in the darker green arrow is

uncorrelated with the �rst component since v2 is perpendicular with v1. The

length of second principle component vector � 2 is smaller than that of the �rs

component which indicates that the second principle component explains less

variance than the �rst component. In our unsupervised clustering experiment,

we use PCA to capture most of the variance among our four numerical

variables and reduce the dimensionality to 2 principle components.

4.1.2 DBCAN

From the PCA, we use Density-based Spatial Clustering of Applications with

Noise (DBSCAN) to initially identify customer-based outliers. DBSCAN pro-

vides a more reliable clustering method in light of within-cluster outliers [4].

There two parameters used in DBSCAN,minPtsrepresents the minimum num-

ber of points (i.e. threshold) for the density of the neighborhood including

the current point itself. Another parameter is the radius � which means the

distance in measuring the scale of the neighborhood. Higher radius means

the neighborhood scale is bigger which can include more points.

In DSBCAN model, the neighbors for the point within its the radius with at

least minPts in the neighborhood is calledcore pointwhich belongs to the

same cluster [27]. The point that stays within the radius of the core point and

does not reach the minPts neighbors of itself is represented as theborder point

and it has the same cluster as the core point since the border point is within

the neighborhood of the core point (i.e. density connected), in addition, the

core points are density reachable with each other [28]. The point that is

not density reachable with the core point, in order words, the point does

not connect to the core point within its neighborhood is considered as noise

[27]. In our experiment, we use DBSCAN to detect the noises which are

the abnormal customers to discover the customer buying behavior pattern

further.

The illustration of DBSCAN cluster model is shown in Figure 4.2 generated

by Schubert et al. [28] with minPts= 4 and radius � is the length of the green
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arrow. In the plot, point A and the other red points are core points since each

of them has the neighbors including themselves great than the threshold.

Point B and C are the border points since they are density connected and

reachable with the core points but do not reach the minPts requirement for

their neighborhoods. Point N is neither density connected nor reachable,

thus, it is the noise/outlier. The points A, B and C are within the same cluster.

By clustering based on densities, outliers within a cluster are detected by

density even in non-linearly separable clusters [28].

Fig. 4.2.: DBSCAN Cluster Model Illustration [28]

The pseduecode of DBSCAN algorithm shown in algorithm 1 is originated

from [28]. The DBSCAN algorithm iterates each point p in the points set P

and detects if the current point is core point or not based on the number of

connected neighborsN . If p is the core point, then it will be assigned into a

cluster, otherwise, it will be labeled as an outlier. Since some of the outliers

are connected to the core points but do not reach the minPts neighbors,

DBSCAN solves this issue by expanding the neighborhood based on the

detected core points and then reaching the border points while relabeling

them to the cluster.

In the algorithm 1, the function RangeQuery is called two times. In the

�rst time, DBSCAN searches for the neighbors for the unlabelled point in

the beginning and then it expends the neighborhood in searching for the

neighbors of the border points in the second time. The pseduecode of

RangeQuery function given in algorithm 2 compares the Euclidean distance

between the selected point and other pointsq in P with the given radius �

iteratively and selects the reachable neighbors for the pointp.
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Algorithm 1: DBSCAN Alogrithm Pseduecode [28]
input : Point set P
input : Radius �
input : Minimum points minPts
input : Distance function dist
output : Point labels label, default null

1 foreach point p 2 points P do
2 if label(p) 6= null then continue // skip labelled points
3 Neighbors N  RangeQuery(P; dist; p; � )
4 if jN j < minP ts then // label non-core points
5 label(p)  Outlier
6 continue
7 c  new cluster label
8 label(p)  c
9 SubsetS  N n f pg

10 foreach point q 2 points S do // Relabel non-core points
11 if label(q) = Outlier then label(q)  c
12 if label(q) 6= null then continue
13 Neighbors N  RangeQuery(P; dist; q; �)
14 label(q)  c
15 if jN j < minP ts then continue
16 S  Union( S,N)
17 end
18 end

Algorithm 2: Pseduecode of RangeQuery Function for DBSCAN

1 Function RangeQuery(P,dist ,q,� ) :
2 foreach point q 2 points P do

3 dist  
q P n

i =1 (qi � pi )
2 // Euclidean dist with n-space

4 if dist < � then
5 Neighbors N  add q
6 end
7 end

4.2 Unsupervised Anomaly Detection

In this section, we perform the unsupervised anomaly detection for our exper-

iments in detecting abnormal orders on a time scale. We use auto-regression

as our baseline model and primarily look at an time-series forecasting algo-

rithm provided by Facebook called Prophet [29]. Prophet is a method that

can be used to model time-series data with strong seasonality and handles

outliers and changepoints well from an automated optimization procedure.
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4.2.1 Auto-Regression

Although we have described a method to describe hierarchical anomalies in

customer behaviour with clustering, determining anomalies on the level of

individual transactions requires a more intricate approach that takes into

account the auto-regression, stationarity and causality [17].

An important factor relating to sequential data we have discussed so far are

serial- and auto-correlation. This describes that observations att given by yt

may be dependant on the set of previous observationsy0; :::; yt � 1, where �t is

constant for some periodic sampling frequencyf .

To model this sequential relationship between observations, we can specify

a model that includes regressor elements on previously observed time steps

[30]. Such a linear model speci�cation using all points 0 to t � 1 is given in

Equation 4.3.

yt = � 0 +
t � 1X

i =1

� i yt � i + � t (4.3)

Within this model, the auto-correlation is modelled as � (yt � 1; yt ) estimated as

coef�cient � t � 1. In this case we are considering the auto-correlation between

a single time step, which is considered the serial correlation with lag k = 1,

which forms the AR(1) model yt = � 0+ � 1yt � 1. Previously we have de�ned the

general auto-regressive model in Equation 4.3, where the model is comprised

of the auto-regressive components of orderk = 1 to k = t � 1, given by
P t � 1

k=1 AR(k), plus an intercept and error term to estimate yt .

Such an auto-regressive model is prone to over�tting, because we estimate

n parameters � for n samples, which does not generalize well outside of

the training data. For that purpose the lag component is modelled from

a moving window of size l. One approach may be to take the lastl data

points and discard older data points when considering estimation ofyt , which

encourages exploitation of current trends [31]. While for example, an AR(7)

model would be appropriate to model the exact difference in observation

as compared to the previous week, which considers� (yt � 7; yt ), and sample

points yt � 6 to yt � 1 as random variables in a random process that link the two

observations probabilistically.
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4.2.2 Prophet Model

Prophet is a time-series automated forecasting model [13] developed by Face-

book AI Research, which can be used in detecting anomalies on a timescale.

This can be performed because Prophet can model the sales patterns overtime

and provide the expected value with an associated con�dence interval. For

data that are out of the con�dence interval, it can be considered as an out-

lier since it deviates from the expected value boundaries. Prophet contains

three main components which are trend, seasonality and holidays [29]. The

general piece-wise formula can be de�ned below

y(t) = g(t) + s(t) + h(t) + � t (4.4)

where g(t) represents trend, s(t) is seasonality, h(t) means holidays effect

and � t means the error.

Trend Component

The trend model contains two implementations, the �rst is a piecewise growth

model that is built for nonlinear growth such as the population growth [29].

The generalized saturating growth model given in Equation 4.6 is developed

from the baseline logistic growth model with the formula:

f (x) =
L

1 + e� k(t � t0 )
(4.5)

where L is the maximum value of the curve, k is the growth rate and t0 is

the initial time. In Equation 4.6, C is the carrying capacity, m is the offset

parameter for the time t. According to Taylor and Letham [29], there are two

differences between the piecewise logistic model and the standard model.

The �rst one is that the carrying capacity C is a variable C(t) that can be

changed based on time t. The second is that the growth rate k is changeable.

The growth rate k is adjusted to k + a(t)| � at time t. � 2 0; 1S represents the

rate adjustments vector anda(t) indicates the vector that helps sum up the

rate adjustments to the time t with the number of S changepoints [32] at

time t.

g(x) =
C

1 + exp(� (k + a(t)| � )( t � (m+) a(t)| 

(4.6)

Another implementation for trend model is a piecewise linear model [33]

which is the trend model we use for our experiments. The reason is that
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growth model focuses on the pattern similar with the logistical growth,

however, our transaction data does not show such growing pattern based on

our previous data analysis. The linear model formula shown in Equation 4.7

where k, � , and m are the growth rate, rate adjustments and offset parameter

respectively. 
 j represents� sj � j to make the function continuous where sj is

the changepoint time with j 2 1; S and � j is the rate changes at timesj .

g(x) = ( k + a(t)| � )t + ( m + a(t)| 
 ) (4.7)

When there is no speci�cations for changepoint dates are assigned, the trend

model �rst selects a large number of changepoints (i.e. default is 25) based

on the history and then apply the sparse prior for the rate change � for

the regularization purpose [29]. Sparse prior is � j � Laplace(0; � ) for each

changepoint j 2 1; S, in order words, sparse prior has the Laplace distribution

shown in Figure 4.3 which is controlled by � (i.e. changepoint prior scale)

that can be tuned for the model �exibility. As the changepoint prior scale

goes to 0, it does not have an impact on the growth rate which turns the

model to standard logistical and linear model [29].

Fig. 4.3.: Laplace Distribution with changing �

In forecasting, the trend model provides future rate changes (i.e. uncertainty)

in order to estimate the future pattern based on the historical patterns. The

assumption made by Taylor and Letham [29] is that the forecast uncertainty

has the same change rates in the average frequencies and extents as the

historical ones.

8j > T;

8
><

>:

� j = 0 w.p. T � S
T

� j � Laplace(0; � ) w.p. S
T

(4.8)
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In the uncertainty formula (see Equation 4.8) where � = 1
S

P S
j =1 j� j j in

replacing the historical change prior scale� described in Equation 4.7 with

the maximum likelihood estimate to make sure the randomly generated

future changepoints have the average frequencies based on the historical

pattern [29]. Figure 4.4 shows an example of changes in uncertainty during

the one year (i.e. 365 days) forecast, it is clear that the prediction patter has

the similar rate changes compared to the historical changing patterns from

2020 January to 2021 January.

Fig. 4.4.: Trend uncertainty example with one year forecast with log ordered volume
as y-axis.

The Laplace distribution parametric over � = 0; � = � provides us with the

distribution over random variable � j � Laplace(0; � ), which we can evaluate

to the Laplacian distribution as in Equation 4.9.

Laplace(x 2 X j � = 0; � = � ) =
1

2�
exp

 

�
jxj
�

!

(4.9)

Seasonal Component

The seasonality component uses the Fourier series model to provide the

periodic seasonal effect. The seasonal component is deterministic since the

result is determined by the model parametric inputs, with the same set of

parameters, the output will remain the same. A standard Fourier series

function (see Equation 4.10) is a linear periodic combination of sines and

cosines whereP represents the period that shows the same pattern along
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the time and k is the speci�ed number of waves appeared during the time

period P. A0, Ak and Bk are the Fourier coef�cients, A0 = 1
�

R� �
� f (x) dx

represents the average value within the time range(� �; � ), Ak function is
1
�

R� �
� f (x) coskx dx and Bk function is 1

�

R� �
� f (x) sin kx dx.

f (x) =
A0

2
+

1X

k=1

(Ak cos
2�kx

P
+ Bk sin

2�kx
P

) (4.10)

In Figure 4.5, it shows the changes of Fourier series withk = f 3; 10g in

weekly P = 7 and yearly P = 365:25 periods. When k = 3 and the period

P is 7, the function is shown in Equation 4.11 where the coef�cients A0 =

0:49; A1 = 1:52; A2 = � 2:48; A3 = � 4:26; B1 = 0:63; B2 = 0:01; B3 = 0:19.

From the �gure, there are less curves compared to the curve with the same

period but higher k = 10. However, when we comparek = 3; P = 7 curve

with k = 3 and period is 365.25 (i.e. yearly) curve, the yearly curve has less

waves during the period (� �; � ). Therefore, less period value and higher k

number can cause the Fourier series becomes more volatile.

f (x) =
A0

2
+ A1 cos

2�x
7

+ A2 cos
2� 2x

7
+ A3 cos

2� 3x
7

+ B1 sin
2�x

7
+ B2 sin

2� 2x
7

+ B3 sin
2� 3x

7

(4.11)

Fig. 4.5.: Fourier series with k = f 3; 10g in weekly and yearly periods.
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Taylor and Letham [29] purpose to add smoothing in the seasonal model by

making the coef�cients to have the normal distribution with mean equals to 0,

they also �nd that k = f 3; 10g suit most of the weekly and yearly seasonality

without providing over-�tting results.

Table 4.1.: A List of Events in United Kingdom

Date Event
1 January 2019 New Year's Day
1 January 2020 New Year's Day
1 January 2021 New Year's Day

31 December 2020 New Year Holiday [Scotland]
17 March 2021 St. Patrick's Day [Northern Ireland]
17 March 2021 St. Patrick's Day [Northern Ireland] (Observed)
12 July 2021 Battle of the Boyne [Northern Ireland]

2 August 2021 Summer Bank Holiday [Scotland]
30 November 2021 St. Andrew's Day [Scotland]
27 December 2021 Christmas Day
26 December 2021 Boxing Day

1 January 2021 New Year Holiday [Scotland] (Observed)

Holidays / Events Component

The event model is deterministic since the output is the same for the given

holiday inputs unless we change them and non-differentiable because each

holidays or events represent one or multiple days and they are independent

with each other assumed by Taylor and Letham [29]. An instance of a list of

events in United Kingdom is shown in Table 4.1, it is clear that event such as

"New Year's Day" happens every year and in Scotland the New Year Holiday

starts on December 31st.

h(t) = [ 1(t 2 D1); :::; 1(t 2 DL )]� (4.12)

According to Taylor and Letham [29], the event model formula given in

Equation 4.12 shows the holiday effects in forecasting whereDL is a set of

event dates for holiday L, � is a smooth prior that has a normal distribution

with mean equals to 0 and it is applied to the previous event matrix [1(t 2

D1); :::; 1(t 2 DL )].

4.3 Automated Optimization Technique

To automate features and con�guration, we use the method discussed in [34]

on how to automate features and con�gurations in order to �nd the best
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model. We use an automated machine learning procedure to optimize the

hyperparameters based on a grid search based approach.

Grid search as a optimization technique helps in �nding the optimal solution

for the model by tinning the speci�c parameter values of a model. In selecting

the optimal hyperparameters of the model, we perform the grid search on

the daily, weekly and monthly transactions data. We use cross-validation,

a validation method, for our grid search in estimating the overall general

performance of the model and selecting the optimal pair with the best cross-

validation performance while prevent over�tting [35]. The idea of the cross-

validation is that we use the a given period of historical data in predicting

a given time period value for multiple times with a speci�c cutoff period in

between.

During optimization, we perform the grid search on a three-dimensional

space with three hyperparametersX; Y; Z which represent changepoint prior

scale, seasonality prior scale and holiday prior scale respectively. We consider

4 values for each hyperparameter and there are 64 combinations in total.

The sets of values for each hyperparameter areX 2 f 0:01; 0:05; 0:1; 0:5g,

Y 2 f 0:01; 0:1; 1:0; 10:0g, and Z 2 f 0:01; 0:1; 1:0; 10:0g. Through grid search,

we compare the performance of each pair and select the best pair by using

cross-validation evaluation scores.

4.4 Anomaly Analysis

Classifying outlier observations when no inherent class labels are present

requires us to model the distribution of the process generating the data. This

allows for estimation of the sales observation across customers, and makes

it possible to model observations that fall outside of the expected level of

uncertainty over the previous observations. After the anomaly detection

experiment, each sales order is classi�ed as one of the labels which are

normal, negative anomaly, and positive anomaly. Negative anomaly means

an order that has extreme low ordered volume and positive anomaly is

an abnormal order with high ordered volume. Under the assumption of

normality, a Gaussian mixture model can model the anomalies as a bimodal

distribution (i.e. a distribution with two combined normal distributions),

which are situated beyond the con�dence interval above and below the

expected value.
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Since we have three labels for the sale orders, assume that we have a mixture

distribution of three Gaussian components, with components for under-

performing sales (i.e. negative anomaly), normal sales and over-performing

sales (i.e. positive anomaly). When we observe a series of pointsx1; :::; xn

from random variables X k , we assume that eachx i has been sampled from

one of the k = 3 distributions, which associates x i with a classi�cation

label zi 2 Zk . In our anomaly analysis experiment, the set of labels is

Z = f� 1; 0; 1g and � 1 is under-performing 0 is normal, and 1 means over-

performing.

Since zi is not observed, but has to be inferred, they are latent variables

within the mixture model. Given a proportion � k associated to each of the

k distributions, where
P k � i = 1, the marginal probability model given for

a random variable generating X k conditional to a label Zk can be shown in

Equation 4.13.

kX

j =1

P(X i = x j Z i = j )P(Z i = j ) =
kX

j =1

P(X i = x j Z i = j )� j (4.13)

For a continuous random variable we can then give the probability density

and mass functions as Equation 4.14.

f (x) =
kX

j =1

� j f X (x j Z j ) p(x) =
kX

j =1

� j p(x j Z j ) (4.14)

Under the assumption of a given constantk and each distribution being

Gaussian or by making an assumption over the true labelszi 2 Z , the

weights � k and the conditional probabilities can be estimated with Maximum

Likelihood Estimate (MLE) in order to get the distribution that maximizes

the probability of data [36]. Therefore, we are able to use such Gaussian

mixture model in modeling the anomalies.
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5Data Analysis

According to Avery Dennison [1], there are two types of sales data which are

currently available. The �rst one is called "sales invoice" which contains an

aggregated and brief information about the sales orders happened daily. The

second one, which is the data we use for this project, is called "sales orders",

it contains abundant daily orders with suf�cient information. After consulting

the sales department, we decide to continue working on our experiments

based on sales orders data. For reasons of con�dentiality, the data is only for

company's internal usage and disclosure of the customers names is prohibited.

The transaction dataset extracted from IBM Cognos system [37] is the subset

from the Avery Dennison EU data warehouse. The time range for our dataset

covers the sales orders dates starting from October 2019 to January 2021.

5.1 Sales Order Variables

Since there are a large number of variables that can be used and analyzed

in the sales orders data, it is important for us to consider what variables are

fundamental and important for both sales and marketing departments. The

unrelated variables can have negative in�uence on our anomaly detection

results [38] and also produce noise for our transaction data. In addition,

the outlier detection result will be used by the sales department, so it is

important for them to decide which variables are necessary for them during

the daily work�ow. Table 5.1 shows our selected numerical and categorical

variables without ordering in the Design Cycle stage (see Section 2.1 Design

Science).

From Table 5.1a, the column "Unique Labels" shows the number of labels

this categorical variable has. It is clear that in our dataset, we have 20

categorical variables, and variables such asSales Order Number, Product

Codehave a large number of labels. The customer contains customer from

inner-companies (i.e. the sub-branch company that orders the products

within the company) which will be �ltered in the preprocessing stage. We

can �nd that within 495 ordering dates, everyday there is a large number

of orders from different customers with various products. That's why the
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Table 5.1.: Sales Order Data Variables Name List

(a) Categorical list

No. Categorical Variable Unique Labels
1 Sales Order Number 469857
2 Customer Name 2992
3 Country Name 67
4 Region Name 6
5 Product Code 5995
6 Product Name 5627
7 Product Category 0 6
8 Product Category 1 34
9 Product Category 2 89
10 Product Category 3 44
11 Standard Finance Reporting Flag 1
12 Division 1
13 Customer Segmentation Code 4
14 Customer Segmentation Name 4
15 Sales Order Date 495
16 Bulk Specialty 6
17 Adhesive Technology 9
18 Product Line Team 7
19 Liner Group 5
20 Face Material 1472

(b) Numerical list

No. Numerical Variable Value Range
1 Average Sales Price in Euro (0,2870)
2 Quantity Ordered (-130219,3468000)
3 Value Ordered (-1418136, 1446156)
4 Material Cost in Euro (0, 891960)

anomaly detection for each customer is needed since there are over 5000

products. In our experiments, we mainly focus on Product Category 2

which is an important categorical variable for sales people. From Table 5.1a,

it has 89 labels which is larger than other Product Category variables but is

not as large as the number labels that product code has.

The reason for choosingProduct Category 2 is because in sales orders

Product Codecan be changed even it represents the same product, however,

by using Product Category 2 , we are not only able to see the product

attributes but also keep track of the current product.

From Table 5.1b, the column "Value Range" represents the range of each

numerical variable. The Average Sales Price (ASP) shows the average

product price for each order. Quantity Ordered and Value Ordered show

the the quantity and the value in euro for each individual sales order respec-

tively. Material Cost is the total cost for each sales order. If one sales order
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