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Abstract

Background: Migraine is a prevalent, multifactorial brain disease, characterized by an intense
form of headache, typically causing pain in one half of the head, nausea and visual changes. It
affects approximately 1 out of 7 adults annually. There is a lot known about the pathology of
migraine, however there still is a lot of speculation about the triggers. 53% of migraineurs
indicate weather to be a trigger for attacks.
Related work: Research into the correlation between weather and migraine is contradictory.
This is explained by the existence of a subgroup of migraine patients with weather dependent
migraine. However, there is little research done into identifying this subgroup. This research
will expand the current research area of the relation between migraine and the weather by using
machine learning to predict the start of migraine attacks and thereby identify migraineurs
with weather dependent migraine.
Data: For the migraine data, LUMC LUMINA e-diaries are used. From these diaries, the age
of patients, the patients’ indication on whether they have weather dependent migraine and
the start dates of migraine attacks were used. The weather data was publicly available from
the KNMI. The temperature, sunshine, precipitation, air pressure, cloudiness and relative
humidity were taken into account.
Methods: First, the data was preprocessed, selecting the usable patients. The 860 patients
selected were linked with the weather data using zip codes. These patients were divided into
5 folds using stratified train test split. The stratification was based on the age, number of
months in the diary and whether the patient indicated to have weather dependent migraine.
Then the data sets were applied on random forest and support vector machine using 5-fold
cross validation.
Results: The prediction on the dataset using random forest and support vector machine
have a mean accuracy over all the folds of 60.5% for random forest and 59.7% for support
vector machine. Also, a subgroup of patients with a sensitivity > 0.5 and a specificity > 0.5
was analysed. This subgroup contains approximately 10% of the patients. Random forest and
support vector machine show a linear correlation when plotting the accuracy per patient of
both models.
Discussion & Limitations: Random forest is better at finding a pattern in the subgroup
leading to 71 more patients with a sensitivity > 0.5 and specificity > 0.5 than support vector
machine. No distinctive pattern could be found in the baseline characteristics of the subgroup.
Conclusion & further research Using classification models we found that for approximately
10% of the patients we were able to make predictions with a sensitivity > 0.5 and a specificity
> 0.5 solely based on weather and weather changes. This shows that there are patterns in
weather conditions which could be a trigger for patients with weather dependent migraine.
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1 Introduction

1.1 The situation

Migraine is a prevalent, multifactorial brain disease, characterized by an intense form of headache,
typically causing pain in one half of the head, nausea and visual changes. It is a neurological
abnormality affecting approximately 1 out of 7 adults annually. It predominantly affects women: 1
in 3 experience migraine symptoms in their life, making it the third most common condition for
adults [BSLS15] [Rop20].
Globally, migraine is ranked number two for highest burden diseases [VAA+17]. This ranking is
based on the number of people with the disease and the number of days the patients are unable to
function due to the disease. However in the Netherlands, migraine does not appear in the top 10
highest burden diseases. This difference might be caused by the fact that, compared to the global
average of migraine patients in the population (1 out of 7), the Netherlands has relatively few
migraine patients (approximately 1 out of 70) [Mig].
The quantity of migraine attacks per patient differs drastically. According to headache frequency
migraine patients can be divided into two groups: chronic (CM) and episodic migraine (EM). Here
we define CM according to ICHD-3 criteria of having more than 15 headache days per month of
which at least 8 were migraine days for at least 3 consecutive months [IHS21]. EM is when the
patient does not fulfil the criteria for CM [IHS21]. Due to overuse of acute medication a patient
can develop medication overuse headache (MOH). MOH is defined according to the ICHD-3 criteria
as 15 or more simple analgesics days, 10 or more triptan days, or 10 or more acute medication days
including at least 1 triptan day during 3 subsequent months [IHS21].
Because migraine is not a deadly disease, less focus is placed on migraine prevention when compared
to migraine treatment. More research into migraine prevention would be beneficial not only for
patients, but also economically. Approximately 37.4 million euros is spent per year on migraine
healthcare costs in the Netherlands, even though there are relatively few migraine patients. Of the
37.4 million euros only 1.3% is spent on prevention, the remainder is spent on treatment after the
start of an attack [Mig]. On top of the healthcare cost, it is also costly for companies, as migraine
attacks are generally too severe for patients to work during an attack [LR13]. A start to preventing
migraine attacks is to know more about what triggers them. Although a lot is known about the
pathology of migraine [PM13], there is still a lot of speculation about what triggers migraine.
Weather is one of the top five most named triggers by migraineurs, indicated by approximately
53% of patients [Kel07]. However, Hoffmann et al. state that the scientific evidence for weather
being a trigger factor for migraine attacks is inconclusive [HHLMR11]. Studies performed to find a
correlation between weather and migraine took place in different climatological zones, using different
sample sizes and different methods [ZRF+11] [GS73] [LBM+19] [YFH+15]. This could influence the
results of the studies. If all migraine patients with weather dependent migraine are sensitive to similar
weather conditions or weather changes, the climate can affect whether a correlation is found. Further-
more, there are more triggers for migraine than the weather. What these studies have in common is
that each examines an entire dataset of migraine patients [ZRF+11] [GS73] [LBM+19] [YFH+15].
However, not all patients might experience weather dependent migraine. The hypothesis sug-
gested in several studies is that only a subgroup of migraineurs have weather dependent migraine
[HSHL+15] [PRS+04].
However, there is little research done into identifying the subgroup of migraineurs with weather
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dependent migraine. The article by Hoffmann et al. describes how a part of their patients show a
correlation with weather and identifies these migraineurs as the subgroup. Nonetheless, there is no
additional description of the patients in the subgroup [HSHL+15].
This research will expand the current research area of the relation between migraine and the
weather by using machine learning to identify migraineurs with weather dependent migraine. After
identifying the subgroup, we will analyse and describe the patients in it. As a result, the gap in
research to predict migraine using the weather and identify patterns in the subgroup of patients
with weather dependent migraine will be filled.
Additionally, other related research done to find a correlation between migraine and the weather
has not used machine learning to predict migraine using weather variables. In this research we will
use machine learning models to predict migraine based on weather conditions and thereby add to
what is known about the correlation between weather and migraine.

1.2 Research question

The goal of this thesis project is to gain a better understanding of the relation between episodic
migraine and the weather.
To that end, we will use weather data to train machine learning models on migraine patients in
order to identify what patterns can be found that are a good predictor for a subgroup of patients
with weather dependent migraine.
This leads to the following research question:

To what extent is it possible to predict migraine on the basis of weather factors for
migraineurs and thereby identify patterns that are a valid predictor for a subgroup of
migraineurs with weather dependent migraine?

The following sub-questions will be addressed in order to answer the research question:

1. How can classification models be used to develop a predictive model for migraine based on
weather data?

2. What patterns can be identified within the subgroup of patients for which the model performs
better?

To answer the research question we will use machine learning to predict migraine on episodic
migraine patients using weather data. The performance of the machine learning models are then
evaluated per patient in order to identify patients with weather dependent migraine. The subgroup
of migraineurs will then be described in order to identify patterns that are an adequate predictor
for this subgroup. This can also be useful for future research in order to identify the subgroup of
patients with previously established weather dependent migraine and train models on the subgroup.
This way, there would be no need to train and test models on the entire dataset of migraine patients.

1.3 Thesis overview

This chapter contains the introduction. In section 2, related work into the use of machine learning
methods in the medical field and the correlation between migraine and the weather will be discussed.
Section 3 includes a description of the sources of the weather and migraine data used in this research
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and of the data itself. Section 4 describes the method used and in section 5, the results obtained
by using this method are shown. In section 6, the meaning of the results and the limitations of
this research are discussed. Section 7 gives a conclusion of the results and answers the research
question. This section also contains suggestions for further research.
This is the outline of my bachelor thesis, done within LIACS and LUMC and supervised by Matthijs
van Leeuwen, Hermes Spaink and Marieke Vinkenoog.

3



2 Related Work

In this section related research is discussed. Firstly, the application of machine learning in the
medical field related to migraine is discussed. After that, a description of the research into the
correlation between weather and migraine is given.

2.1 Machine learning in the medical field

The usage of machine learning techniques for disease prediction has shown a potential application
area for these methods [SKHM19]. “Data mining techniques have been widely used in developing
decision support systems for disease prediction through a set of medical datasets” [NIAS17]. This
is also the case for migraine. Machine learning is successfully used to identify automatic predictors
in migraine classification [PZS+20]. A research performed by Garcia-Chimeno et al. uses random
forest for feature reduction, followed by support vector machine for the classification of migraine
patients. They concluded that this method can be used to “support specialists in the classification
of migraines in patients undergoing magnetic resonance imaging” [GCGZGB17]. However, as there
are many triggers for migraine, there is fewer research into predicting migraine attacks compared
to classifying migraine patients.

2.2 Correlation between weather and migraine

There have been multiple studies investigating the correlation between migraine and the weather
although with contradicting results. Table 1 gives an overview of several related studies where we
focus on the study location, sample size, included meteorological factors, and a summary of the
results.
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The studies summarized in Table 1 all investigated the correlation between weather and migraine.
However, the first three studies in Table 1 conclude that there is no correlation between migraine
and the weather, which is the opposite of what the last three studies in Table 1 conclude.

Becker provides reasons for explaining these contradictory results and why multiple studies have
not been able to find a significant association between weather factor and migraine. In summary,
the five reasons for this are:

1. “Most migraine patients report multiple triggers” [Bec11].

2. “A specific trigger may not precipitate an attack with each exposure” [Bec11].

3. “The mechanisms by which weather-related factors or indeed any trigger factor precipitates
migraine attacks are not understood” [Bec11].

4. “Many weather changes do not happen abruptly, may occur at different times in neighbouring
locations as a system moves across the landscape, and the lag time between a trigger and
migraine onset is not well established and may be variable” [Bec11].

5. “Migraine populations are heterogeneous, and what may be a trigger for one individual may
not be a trigger for another” [Bec11].

Taking patient perceptions into account, it is likely that weather is a trigger for migraine, only not
for every migraine patient [Bec11].
In addition, J. Hoffmann et al. concluded that there is a subgroup of migraineurs sensitive to
weather. During their study, they assessed the response of 100 migraine patients to differences in
atmospheric pressure, relative air humidity, and ambient temperature in 4-hour intervals over 12
consecutive months. They analysed the weather factors in the 24 hours preceding a migraine attack.
If a patient showed a positive correlation, they determined the predictability by using logistic
regression analysis [HSHL+15].
In this thesis, we will presume the existence of a subgroup within migraine patients being sensitive
to weather.
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3 Data

For this research,electronic headache diaries from patients of the Leiden University Medical Centre
Migraine Neuro Analysis Programme (LUMINA) are used. This is a dataset obtained by the Leiden
University Medical Centre (LUMC) containing data from clinically diagnosed migraine patients.
Additionally, meteorological data from the Royal Dutch Meteorological Institute (KNMI) was used.
This is a publicly available weather dataset collected from multiple weather stations throughout
The Netherlands. In this section, an explanation of the resources of the data and a description of
the content of the data is provided.

3.1 Data resources

LUMC: LUMINA migraine e-diaries. LUMC migraine patients have kept e-diaries in which they
kept track of when migraine attacks occur, the headache characteristics (if applicable), the intensity,
the use of medication and whether they experienced aura effects. The e-diaries are filled in by
the patients daily by a link they received every morning, 9.00 am, about the previous 24 hours.
The patients had to answer 6-31 questions, depending on the presence of headache and associated
symptoms [vCVdB+21]. If the daily diary was not completed by 6.00 pm, the patients received
a reminder, once again including the link to the e-diary. Also, monthly diaries are filled in every
28 days, keeping track of medication use, menstrual cycle regularity and (post)menopausal status
[vCVdB+21]. In addition, patient meta-data including their home address, age and sex are noted.
The e-diaries are proven to be useful in diagnosing migraine and obtaining reliable information
[vCVdB+21].
For this research the following data was used:

• the dates of the start of migraine attacks,

• the number of months in the diaries,

• the age of the patients,

• the patients’ response to whether they think weather triggers their migraine,

• the zip codes to their home addresses.

Migraine headache data is collected from patients included at the LUMC headache clinic or patients
recruited for research purposes. In this research we will look at the weather prior to the start dates
of the migraine attacks.
KNMI: Weather data. Weather data is publicly available via the KNMI site, containing the daily
weather conditions, collected by multiple weather stations throughout the Netherlands [KNMa].
There are a total of 48 weather stations in the Netherlands, of which 34 are on land and 14
in the sea [KNMb]. The locations of the weather stations are based on requirements of the
World Meteorological Organisation about the spatial distribution [KNMb]. These weather stations
actualise the weather conditions every 10 minutes [KNMc]. We will consider combinations of the
following weather factors: minimum, maximum and average temperature, maximal sun percentage,
total precipitation, average air pressure, average cloudiness and average humidity. The average of

7



Table 2: Baseline characteristics of the LUMINA patient population

Total migraine population
Patients, n 2004
Age, mean ± sd 43.0 ± 10.4
Migraine attack days per month*, mean ± sd 4.3 ± 3.6
Females, n (%) 1726 (86.1)
Patients with aura, n (%) 1145 (57.1)
Think to be sensitive to weather, n (%) 876 (43.7)

*A month was defined as a regular period of 28 days

24 hours is calculated over the 144 daily measurements of the weather condition. The minimum and
maximum of 24 hours are respectively the minimum and maximum of the 144 daily measurements.

3.2 Data description

Patient data: Only a part of the total population of migraine patients is used for training and
testing the models. This will be explained in the section 4. The baseline characteristics of the
LUMINA patients are given in (Table 2).
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Table 3: Measurement method used by the KNMI per weather condition

Weather condition Measurement method
Average temperature Average of 24 hours, measured in 0.1 degrees Celsius
Maximum temperature Maximum of 24 hours, measured in 0.1 degrees Celsius
Minimum temperature Minimum of 24 hours, measured in 0.1 degrees Celsius
Sunshine Percentage of the longest possible sunshine duration
Precipitation Total of 24 hours, measured in 0.1 millimeters
Air pressure Average of 24 hours, reduced to sea level in 0.1 hectopascal
Cloudiness Average of 24 hours of upper air coverage
Relative humidity Average percentage of 24 hours

Weather data: There are 8 weather conditions measured by the KNMI and used for this study
(Table 3).
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4 Methods

The data preparation and analysis were done in Python, using pandas for data handling and
-manipulation and NumPy for performing fast calculations. The used method consists of three main
phases. In the first part, the data preprocessing phase, the LUMC migraine diaries and patient info
are combined and prepared for the analysis. Also, the weather data is linked to the correct dates
and zip codes in the patient diaries. In the second phase, two classification models, random forest
and support vector machine, were applied to make predictions about the start of migraine attacks.
In the third and final phase, the predictions made by both models were analysed and compared to
each other and a baseline method.

4.1 Data preprocessing

In the data preprocessing phase we began with 2004 migraine patients. In this study, we leave out
patients with less compliance than 80% for 3 consecutive months so that there are sufficient data
points to train / test the model on. Also, solely EM patients are selected, as the main cause for
migraine in MOH patients is medication overuse and CM has by definition too many attacks to
have one explicit trigger such as weather. Lastly, patients without a zip code in the meta data
cannot be linked to weather stations. In Figure 1, the removal method of the patient selection is
illustrated.
In the data we distinguish between two types of days, migraine start days and non-migraine start

Figure 1: Block diagram showing the patients selection process

days. Migraine start days are labeled as 1 in the data. Within the non-migraine start days, we have
two subcategories, namely days that could have been a migraine start day and days that could not
have been a migraine start day. The days on which it is by definition impossible for a migraine
attack to start are dropped from the analysis, as those days are not a positive nor a negative label.
This is because it is not due to the weather that a migraine attack is not starting, but it is because
a migraine attack already has started. Therefore, those are migraine days that are not a migraine
start but the 48 hours succeeding the last day of a migraine attack. The succeeding 48 hours are
disregarded because if there is one non-migraine day between two migraine days, this is seen as the
continuation of the same attack.

From the patients, we recorded the migraine start date information, their respective age, whether
they reported having weather dependent migraine and their zip code.
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4.2 Linking migraine diaries to weather data

The zip codes of the patients and weather stations are used to link the patients to the two closest
weather stations. The distance is measured based on the zip code areas and the longitude and
latitude of the weather stations. There are different zip code areas in the Netherlands, shown by
the two first numbers of a zip code. The longitude and latitude of the weather station locations is
used to find the Euclidean distance of a weather station to the centre of a zip code area. Thereby,
the two closest weather stations are linked to each zip code area.
The weather stations do not all keep track of every weather variable. To enlarge the weather
variables used per patient, the patient’s diaries are linked to the two weather stations closest to
their zip code area.
The correct weather conditions measured by those stations are linked with the matching dates per
patient. Also, the absolute differences of those weather conditions between the date in the diary
and the day before are calculated to see whether the migraine attacks are triggered by a change in
the weather.
To properly make a prediction and evaluate the performance of the model, a patient needs to have
at least 20 days in their diaries left after the merge with the weather data (Figure 2). After the

Figure 2: Block diagram showing the process of linking with weather data with the patients

patient selection, there were on average 147 observations per patient of 860 patients left in the
dataset. Table 4 shows the deviation of the variables per observed day. As can be seen, there are
sixteen numeric input variables of the weather conditions and there is one binary output variable,
namely the migraine start. All these variables are measured per day per patient, so all the days are
single data points.

4.3 Modelling

In the modelling phase, the start of a migraine attack will be predicted. Machine learning models
will be trained on the weather data and migraine start data. In order to make this a solid prediction,
several steps are taken. Each main step will be explained separately to clarify the process, starting
with the general steps of the stratified train-test split and cross validation, and after that explaining
the baseline and the two machine learning models used for the predictions.
Stratified train-test split & 5-fold cross validation: To make a model the data needs to be
split into train data and test data. The train data is what the model will learn from, for which the
feature of whether it is a migraine start day is given. The test data is what the model will make
the prediction on, without knowing whether it is a migraine start day. To reiterate, the test data is
used to test how well the model has learned to make correct predictions from the train data.
To train the models, five-fold cross-validation was applied using a stratified train-test split. A
stratified train-test split means that based on a specific set of features, all splits contain equal ratios
of those features. Patients are divided into five folds in such a way that the distributions of age,
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Table 4: Overview of weather and migraine data used for training and testing the models. The
parameter value are the weather conditions and the two-day gradient value are the changes in the
weather conditions compared to the previous day

Parameter value in
dataset

Two-day gradient value in
dataset

Average temperature (°C), mean ± sd 11.3 ± 5.5 0.0012 ± 2.0
Minimum temperature (°C), mean ± sd 7.0 ± 5.1 -0.0028 ± 2.7
Maximum temperature (°C), mean ± sd 15.2 ± 6.6 0.0054 ± 2.8
Sun percentage (%), mean ± sd 41.3 ± 31.1 41.26 ± 33.2
Total precipitation (mm), mean ± sd 2.4 ± 4.6 0.019 ± 6.0
Average pressure (hPa), mean ± sd 1014.7 ± 10.7 -0.03 ± 6.5
Average cloudiness, mean ± sd 6.0 ± 2.2 0.00068 ± 2.2
Average humidity (%), mean ± sd 78.9 ± 11.5 -0.0076 ± 8.05
Start of migraine attack (%) True (10.2) / false (89.8)

the number of months in the diary and whether the patient indicates to have weather dependent
migraine are equal in all folds. These metrics are used because they might be of influence to the
sensitivity to weather and make sure that a similar amount of information (number of months) is
known of the patients in different folds. For the distribution of age, we distributed the patients
in bins with 10 years per bin. Thereby, there were no singular values and the patients could be
distributed in the five folds equally. However, there were 3 patients with a unique combination
of age category, number of months in diary and whether the patient indicates to have weather
dependent migraine. These patients are distributed over the different folds randomly. Each fold is
used as the test set once, using the other four folds as a train set.
Baseline: A baseline was made to compare the accuracies, which will be discussed more broadly
in the evaluation, of the predictions of random forest and support vector machine to. The baseline
is always predicting that it is not a migraine start day, so predicting 0 for every patient every day,
which leads to an accuracy equal to the percentage of non-migraine start days (87.13%).
Random forest classifier: Random forest is a supervised learning algorithm that works by way
of an ensemble of decision trees. An ensemble is a collection of models that works by merging the
individual results. In other words, random forest is a model that builds multiple decision trees
and puts them together to make an accurate decision [LW02] [Don21]. For classification, random
forest takes the majority vote of all models and gives this back as the prediction. This model is
implemented in python using the sklearn library [skl]. To optimize the result, hyperparameter
optimization was applied on the train data using sklearn’s built in GridSearch to optimize the
number of trees built and the depth of the trees [skl]. The depth of a tree means the number of
layers of decisions the decision tree has to make an accurate decision, that is still generalizable. If
the tree has a very high depth and number of trees, a very good decision can be made for a specific
case. However, when there is a different case, the model no longer works and it is not generalisable.
This is called overfitting.
5 random forests are learned, as explained in the 5-fold cross validation section. Thereby, the model
is tested on a different group of migraineurs every time and makes predictions for all patients.
Support vector machine classifier: Support vector machine is a supervised learning algorithm
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Table 5: Confusion matrix

Prediction
True value

Non-migraine start Migraine start
Non-migraine start True negative (TN) False positive (FP)
Migraine start False negative (FN) True positive (TP)

that finds the optimal hyperplane to distinctively classify the data points. This is done in an
N-dimensional space. The dimension of the hyperplane depends on the number of features [Gan18].
The hyperplane divides the different data points, for this classification task, in two categories. The
optimal dimensionality differs per task. Using the sklearn library, which includes a SVM model for
classification, the dimensionality can be optimized, using hyperparameter optimization GridSearch,
like done with the random forest.
5 support vector machines are learned, as explained in the 5-fold cross validation section. The model
is tested on a different group of migraineurs every time and makes predictions for all patients.

4.4 Evaluation

To evaluate the model, several metrics are applied to measure the performance. The sensitivity,
specificity and accuracy for the baseline prediction result and the random forest and support vector
machine prediction results are calculated using the true positives (TP), false positives (FP), true
negatives (TN) and the false negatives (FN) (Table 5).

Sensitivity: The sensitivity is the ability of the models to identify true positives. The formula
used to calculate is as follows sensitivity = TP / (TP + FN). Thus, this shows the ratio of correctly
predicted migraine start days to all actual migraine start days.
Specificity: The specificity is the ability of the models to identify TN’s. The formula used to
calculate is as follows sensitivity = TN / (TN + FP). Thus, this shows the ratio of correctly
predicted not migraine start days to all actual not migraine start days.
Accuracy: The accuracy here is the ability of the models to correctly predict migraine start days.
This shows the ratio of the total correctly predicted labels (TP & TN) of the total number of labels
predicted, and as such of the total dataset. The formula to calculate is as follows: accuracy = (TP
+TN) / (TP + TN + FP + FN). Thus, this shows the ratio of correctly predicted migraine days
over the entire set of predictions.
The sensitivity, specificity and accuracy are calculated as an average of the entire dataset and per
patient, to see for what patients the models work best.
Compare random forest & support vector machine: To find out whether the models both
perform better for the same patients or not, the accuracy of patients obtained by using random
forest will be compared with the accuracy of patients obtained by using support vector machine.
If both models perform equally well for the same patients, a positive linear correlation can be
expected.
Compare to the Baseline: The relative accuracy of each patient will be calculated by subtracting
the accuracy of SVM and random forest of each patient with the baseline (naive) accuracy for that
patient. If the accuracy of the patient is higher when using the baseline for prediction instead of
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using the model, the relative accuracy will be negative. This way, patients for which the model
works better than always predicting non-migraine start will be identified.
Sensitivity & specificity combination: The sensitivity of each patient will be compared with
the specificity of each patient. For migraine patients, clinically it is most important to identify
the migraine days and it is not too bad if the model sometimes says it is a migraine day while it
actually is not. This is better than the model saying it is not a migraine day while it actually is.
So therefore, the sensitivity, which shows the ability to identify the true positives, is important.
However, it is useless if the model always predicts true, so therefore the specificity is also important
to take into account. The patients for which the model works properly are patients for which both
the sensitivity and the specificity is higher than 0.5, so the model works good more than half of the
time. This is an arbitrary cutoff, made at 0.5 because here the model predicts more than half of
the time true positives and more than half of the time true negatives. Therefore, the accuracy is
automatically higher than 0.5, as the total number of correctly predicted values is more than half.
Sensitivity & specificity combination: The sensitivity of each patient will be compared with
the specificity of each patient. For migraine patients, it is clinically the most important to identify
the migraine days and it is not a terrible thing if the model sometimes indicates it to be a migraine
day while it actually is not. This is better than the model saying it is not a migraine day while
it actually is. Therefore, the sensitivity, which shows the ability to identify the true positives, is
important. However, it is useless if the model always predicts true, so therefore the specificity is
also important to take into account. The patients for which the model works properly are patients
for which both the sensitivity and the specificity are higher than 0.5, so the model works correctly
more than half of the time. This is an arbitrary cutoff, made at 0.5 because here the model predicts
true positives more than half of the time and true negatives more than half of the time. Therefore,
the accuracy is automatically higher than 0.5, as the total number of correctly predicted values is
more than half.
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5 Results

The results show the performance of random forest and support vector machine described in Section
4.4. First, the results of the data preprocessing are discussed, after which a discussion on the
accuracy, sensitivity and specificity of patients using random forest and support vector machine
follows. This will be followed by a comparison of the accuracy of the two models per patient. After
that, the relative accuracy, defined as the absolute difference with the baseline accuracy, of the two
models will be looked at. Lastly, an analysis of the patients with a sensitivity and specificity higher
than 0.5 will be discussed.

Data preprocessing: The data preprocessing phase started with 2004 migraine patients. Based
on the requirements discussed in Section 4 patients are discarded from the analysis as can be seen
in Figure 3. Some of the weather stations considered in this research only periodically measure
the weather. Therefore, if the stations are non-functional on particular patient diary dates, some
patients have no recorded weather data to train on and are therefore removed from the dataset.
After linking with the weather variables as shown in Figure 2, 932 patients are left. This phase
ends with 860 patients whose data will be used to train and test the models (Figure 3).

Figure 3: Block diagram showing the data preprocessing phase in which solely the patients that
can be used for training and testing the models are kept

Performance random forest & support vector machine: For the hyperparameter optimization of
the number of estimators for random forest, the search space was [5, 10, 15, 20] where the optimal
value found was 10 estimators. This was identical for all folds. For the hyperparameter optimization
of random forest’s max depth of a tree the search space was [7, 9, 12, 15]. The optimal value found
was 9. For the hyperparameter optimization of the support vector machine’s degrees, the search
space was [1, 2, 3]. The optimal value found was 3. This was identical for all folds. It is possible that
a higher degree would have worked better. However, with the available computation power this was
not possible. The prediction on the dataset using random forest and support vector machine have a
mean accuracy over all the folds of 60.5% for random forest and 59.7% for support vector machine.
Both models show an approximate normal distribution (Figure 4a, Figure 4c) of the accuracy,
not necessarily showing a group of patients performing significantly better. The sensitivity and
specificity differ substantially for each patient. Figure 4b and 4d show that the majority of the
patients lie somewhat around the middle. For 118 patients for random forest and 47 patients for
support vector machine, the models have a sensitivity and a specificity higher than 0.5. These
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(a) accuracy per patients using random forest
(b) sensitivity & specificity per patient using
random forest

(c) accuracy per patient using support vector
machine

(d) sensitivity & specificity per patient using
support vector machine

Figure 4: Results of support vector machine and random forest

patients will be categorized as a subgroup as the models provide an accurate prediction in more
than half of the migraine start cases and still regularly predict that it is not a migraine start, as it
also predicts more than half of the non-migraine start days correctly.

Comparison in performance random forest & support vector machine: The models have
similar accuracies for all patients and make almost equal predictions, except that random forest
often performs slightly better. However, the accuracy of every patient shows a linear correlation in
both models (Figure 5). This shows a pattern identifying patients for which it is easier to predict
migraine based on weather conditions.

Relative accuracy random forest & support vector machine: The baseline has a mean
accuracy of 87.1%. When the relative accuracy is higher than 0, the model performs better than the
baseline. In Figure 6a and Figure 6b you see the relative accuracies of patients using respectively
random forest and support vector machine. This is of all patients before removing patients with
<20 days left in the diary after the linking with the weather data. After taking into account that
patients must have at least a compliance of 20 days after linking with the weather data, only one
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Figure 5: Accuracy of prediction per patient in random forest and support vector machine

patient with a positive relative accuracy remains. This is the same patient for random forest and
support vector machine. The patients identified as the subgroup with a specificity > 0.5 and a
sensitivity > 0.5 are distributed on the relative accuracy scale over the area between -0.3 and 0.
Patients subgroup: The information found in Table 6 is based off patients in the subgroups
identified by having a specificity and a sensitivity higher than 0.5 for random forest and support
vector machine. For random forest there were 118 patients, which is more than twice as many as
the 47 patients found with support vector machine. All patients found with support vector machine
are also included in the set found with the random forest. However, random forest identifies another
71 patients with a good performance on top of those 47 identified by the support vector machine.
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(a) Relative accuracy of random forest compared to the baseline,
including patients with less than 20 days left in the diary after
linking the diaries with the weather data

(b) Relative accuracy of support vector machine compared to
the baseline, including patients with less than 20 days left in
the diary after linking the diaries with the weather data

Figure 6: Relative accuracy
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Table 6: Baseline characteristics of patients with a sensitivity & specificity ¿ 0.5 and the selection
used for model development

Subgroup random
forest

Subgroup support
vector machine

Patient selection
used in model
development

Patients, n 118 47 860
Age, mean ± sd 43.7 ± 10.0 42.0 ± 8.9 43.7 ± 11.6
Migraine attack days per month*,
mean ± sd

2.5 ± 2.2 2.8 ± 1.8 3.0 ± 3.5

Females, n (%) 111 (94.1) 46 (97.9) 782 (90.9)
Patients with aura, n (%) 49 (41.5) 14 (29.8) 457 (53.1)
Think to be sensitive to weather, n
(%)

48 (40.7) 18 (38.3) 368 (42.8)

*A month was defined as a regular period of 28 days

6 Discussion & limitations

Performance random forest & support sector machine: As the hypothesis followed in this
research is the existence of a subgroup of patients with weather dependent migraine, it would be
expected that for the majority of the patients the models would not give a high accuracy but that
the subgroup would show a second peak at a higher accuracy in Figure 4a and 4c. However, the
results found do not give a distinctive subgroup of patients with weather dependent migraine, based
on the accuracy of the patients. This is the case using the weather on the day of the attack and
the day before as predictive variables with random forest and support vector machine. This result
can have multiple causes and therefore does not imply that there is no distinctive subgroup. The
weather or weather changes may have a more of a long term influence on patients, meaning that
the day of the attack and the day before is too short of a period to look at. It can also be the
other way around. The day before and the day of the attack may be too broad and a shorter, more
specific time frame, of for example two hours before the attack, gives a better result. However, for
migraine patients, clinically it is most important to identify the migraine days and it is not too bad
if the model sometimes says it is a migraine day while it actually is not. Therefore, the patients for
whom the models have a sensitivity > 0.5 and specificity > 0.5, the models give a useful prediction.
Comparison in performance random forest & support vector machine: Comparing the
accuracy of patients using random forest and support vector machine, a linear correlation is found.
This shows that the predictions are not done randomly, as both perform better for the same patients,
so apparently for some patients it is easier to use weather to make a prediction for the start of
migraine attacks. However, random forest gives a slightly higher accuracy for most patients. This is
also seen when looking at the number of patients with a sensitivity and specificity higher than 0.5
by random forest compared to support vector machine. From this we conclude that random forest
finds a better pattern in the subgroup leading to 71 more patients with a sensitivity > 0.5 and
specificity > 0.5 than support vector machine.
Relative accuracy random forest & support vector machine: There is only one patient with
a positive relative accuracy. Because this is solely one patient, this gives no relevant information.
However, solely looking at the relative accuracy is not useful, because it is clinically more important

19



to detect true positives than it is to have the highest accuracy. As such, the results with a high
sensitivity provided by the model are more interesting than the high accuracy provided by the
baseline by always predicting 0. Also, as there are more triggers for migraine than the weather, an
accuracy of 1 is unrealistic. Even for patients with weather dependent migraine it is likely that not
all attacks are caused by the weather, so a model could never predict every migraine attack solely
looking at weather conditions.
Patients subgroup: The subgroup identified by taking patients with a sensitivity and specificity
higher than 0.5 does not differ much compared to the total patient dataset much for age, number
of attacks per month, percentage of females, percentage of patients with aura or the percentage of
patients who report to have weather dependent migraine. Thereby, no distinctive pattern could be
found to distinguish the subgroup from the entire dataset of migraine patients based on baseline
characteristics. However, there seems to be a pattern identifiable for the subgroup of patients when
looking at the performance of random forest and support vector machine using the weather, as
both models return the same patients for the subgroup.

Our results can be compared to studies under different conditions, such as, for example, a study
conducted by Zebenholzer that took place in the area near Vienna [ZRF+11]. Vienna has an
oceanic climate (Cfb), according to the Köppen climate classification [Vie]. The Netherlands has
the same climate classification, which means this research took place under similar circumstances
[NL]. However, the method applied in this research deviates from the method that will be used
in this research. Also, the quantity of patient data for this research is significantly more than the
data used by K. Zebenholzer et al. The study by K. Zebenholzer et al. did not find any correlation
between migraine patients and weather factors [ZRF+11].
Another study, by J. Gomersall and A. Stuart, looked at “variations in migraine attacks with changes
in weather conditions”. They mainly focused on glare and bright light, cooling, thunderstorms,
blizzards and specific winds [GS73]. This study differs in the fact that they only take weather
changes into account and the weather factors they focus on are quite specific and will not be looked
at in this study. They did not find a correlation between migraine and these factors.
Another study by Li et al. took place in the area of Boston, Massachusetts. Boston had a hot humid
continental climate (Dfa) according to the Köppen climate classification [mas]. This means they
have no dry season, which is similar to The Netherlands. However, the summers in Boston are
classified as hot, while the summers in The Netherlands are classified as warm. These climates are
still relatively similar and comparable. This study concluded that there is a correlation between
weather conditions and the likelihood of migraine [LBM+19].
Lastly, the study performed by Hoffmann et al concluded that there is a subgroup of migraineurs
with weather dependent migraine. This research is performed in Berlin [HSHL+15]. Berlin has a
similar climate to the Netherlands. However, this study looked at many more time points in the 24
hours previous to the exact time of the start of a migraine attack. This implies that the weather in
the shorter time period before an attack is a trigger for migraine, compared to the results of this
study.
This shows that conditions under which a research takes place are of influence on the results on
whether a correlation between migraine and the weather is found.
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6.1 Limitations

There are several limitations to the data and method used for this research. Firstly, there was a
lack of weather data available. Because not all stations measure weather variables every day, there
are patients with no available weather data to link them with. This leads to the removal of patients
that otherwise could have been used in the models.
Secondly, the data is linked to the home address zip codes of patients. However, it is not known
where the patients are when they fill in the diaries and where they are when they have a migraine
attack. This gives the predictions more uncertainty.
Thirdly, solely the date of the start of a migraine attack is known. If a migraine attack starts early
in the morning, the weather conditions of the day of the migraine attack might not be important.
Also, this makes it impossible to focus on a more specific time frame shortly before an attack.
Lastly, due to lack in computational power, the degrees of support vector machine could not be
higher than 3. If the optimal degree is higher than 3, this could explain the difference in performance
of random forest and support vector machine.
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7 Conclusions and Further Research

The goal of this research was to use weather and migraine data to train a model on to identify
patterns that are a good predictor for a subgroup of patients that has weather dependent migraine.
For this purpose, two machine learning classification models, namely random forest and support
vector machine, were trained on a dataset of episodic migraine (EM) patients.
Random forest and support vector machine were used to predict a migraine start day for the entire
dataset of migraineurs and then evaluated to find a subgroup of patients for which the models
work better. Based on the results obtained from this research, both random forest and support
vector machine work equally well for this problem, although random forest gives slightly better
predictions. But since both models result in similar overall accuracies per patient, both are able
to identify patients with weather dependent migraine. Because both perform better for the same
subgroup of patients, and the predictions are therefore not random, it can be concluded that for
some patients it is indeed easier to use changes in the weather to accurately predict the start of a
migraine attack.
The evaluation to identify the subgroup of migraine patients with weather dependent migraine is
done using the specificity and sensitivity. For this problem it is more important to identify true
positives, which therefore means that having a high sensitivity and predicting some false positives
as well is preferred over not predicting any starts and having a high accuracy. This is because it is
clinically more relevant to identify migraine start days in order to give migraine patients better
insight into their condition.
Globally, a subgroup of migraine patients was found by using a cut-off of 0.5 for the sensitivity and
specificity. However, many patients were close to being in the subgroup, meaning the subgroup was
not very distinctive. The model does not perform much better on migraineurs in the subgroup than
on other patients close to the subgroup. Additionally, the baseline characteristics of this subgroup
were similar to those of the total population. This implies that no distinctive patterns are found in
the subgroup. Based on the screened parameters, there is no characteristic found based on which
patients with weather dependent migraine can be identified.
Using classification models, we found that for approximately 10% of the patients we were able
to make predictions with a sensitivity > 0.5 and a specificity > 0.5 solely based on weather and
weather changes. This shows that there are patterns in weather conditions which could be a trigger
for patients with weather dependent migraine.

7.1 Further research

It would be useful to do further research that takes a shorter or longer period into account before
the migraine attack. A useful avenue of further research would be to find out how the weather
variables in the hours before an attack influence the performance of the models. It is however also
possible that the weather has more of a long term influence on the start of a migraine attack, so
the weather conditions a week before the attack could be taken into account, as well as how they
changed in the week before the attack.
Furthermore, it would be useful to find out which weather variables have the most influence on the
performance of the models, or in other words feature importance. Thereby, it can be found whether
the changes in the weather or just the current weather conditions are the most influential on the
patients. Furthermore, it would be interesting to train the model on the identified subgroup and
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see how this influences the performance.
Lastly, it is also possible that migraine attacks are not triggered by weather conditions, but that
the weather does influence the migraine attack. It would be interesting to look at the duration and
intensity of attacks to see whether they are influenced by specific weather conditions or weather
changes.
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