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Abstract

Action recognition plays an important role in establishing a more natural and effective Human-Computer Interaction (HCI) and Human-Robot Interaction (HRI). We present a novel method for action recognition using monocular RGB video input captured from a fixed viewpoint. The presented system consists of a multi-stage approach using OpenPose and Recurrent Neural Networks (RNNs). It does not require any additional sensors or specialized hardware other than the monocular RGB camera. The method is validated in low resource scenarios showing its potential and wide applicability in real-time HCI and HRI. Finally, it is shown that, although designed for fixed viewpoint scenarios, the method also gives a competitive performance in multi-viewpoint scenarios.
1 Introduction

Action recognition is an active topic in computer science and has a wide variety of applications. Especially when considering Human-Robot Interaction (HRI), the use of a controller or keyboard to issue commands is often undesirable, thus various other interaction methods, such as speech recognition and emotion recognition, are in active development. Also action recognition is a method that has great potential as a primary or auxiliary interaction method. However, for action recognition to become viable in actual use cases it needs to be fast, accurate, and reliable.

For any actions to be processed by a computer it needs to be represented in a way such that a machine could work with it. There are various methods to achieve this. These methods include using one or multiple cameras and various specialized sensors attached to the individuals performing the actions and sensors placed in the room or at the robot.

Using a variety of sensors is however rather cumbersome due to the requirement of equipping either the individuals or the room with such sensors. A time-of-flight (ToF) sensor, such as LiDar, or structured light sensors, such as the Microsoft Kinect, offer solutions that allow for very effective gathering of data in a small package. These sensors and cameras are however not as widely available as a monocular RGB-camera. That is to say, it is more likely for general devices to be equipped with an RGB-camera rather than a ToF device. Therefore, performing action recognition using a monocular RGB-camera has the advantage of being a straightforward and widely accessible setup.

There are many machine learning approaches applied to the problem of action recognition. During the last decade, neural networks have gained a lot of popularity due to their great efficiency in a wide variety of applications. Various types of neural networks have proven to be effective at solving the action recognition problem. A type of neural network that has displayed potential for processing sequence- or time-sensitive data is the recurrent neural network (RNN). This is the type of data the action recognition problem has to deal with since it is often not enough to look at a single image of someone performing a action to know what they are doing.

In this work, we study the effectiveness of recurrent networks combined with 2D pose estimation to classify full-body actions using a single RGB-camera for input data and compare our method to existing methods. We also evaluate several variations in our RNN models, which involve adjustments to the overall architecture of our models and identify how these adjustments affect performance. Additionally, we want to make sure that the system can perform in "real-time" using current technology. This is a particularly important factor when considering robot interactions. However, current tech real-time is a rather ambiguous term since even when a robot is collecting the input data, it is not necessarily the robot itself that processes the data, and that technology is perpetually advancing. In essence, this goal merely puts additional limits and considerations onto the system as a whole. For now, it would suffice for a modern conventional home PC\textsuperscript{1} to be able to handle the workload and provide accurate classification with at least $\sim$5 FPS on input from a monocular RGB-camera. More specifically, our focus for this issue is to classify the actions the moment they have been completely performed. While predicting using the onset is interesting, it is not what we attempt to achieve with our method.

In this paper we made the following contributions made as a result of our research:

- We evaluate the effectiveness of RNNs for action classification.

\footnote{\textsuperscript{1}i7-8700K@3.7GHz, NVIDIA GTX 1070 8GB,32GB DDR4 RAM@3000MHz, Running Ubuntu 18.04.5 LTS}
• We present a multi-stage method for performing action classification from monocular RGB video input.

• We provide a real-time application that is capable of executing this method using a real-time RGB-camera feed.

• We compare the effectiveness of our method in a multi-view scenario.
2 Related Work

Various methods for action recognition were previously proposed. Some earlier implementations focused on the classification of hand actions and facial expressions from camera images through the use of hidden Markov models, finite-state machines, and various types of neural networks[1]. Using additional data from a scene such as depth information proved valuable and the availability of cameras that could provide this data such as the Microsoft Kinect paved the way for more effective methods for action recognition. By using depth images it was possible to classify simple motion actions with support vector machines [2].

Various developments in pose estimation using the Kinect sensor [3] led to the availability of a pose estimation system in the Kinect SDK which can accurately estimate human joint positions in 3D space from data provided by the Kinect sensor. This pose estimation system allowed for the successful application of data mining classification methods for action recognition such as decision trees and naive Bayes[4].

Methods originally used in speech recognition also proved to be effective when using joint positions as input data, such as Dynamic Time Warping[5]. Recurrent Neural Networks (RNNs) can be used to effectively perform action recognition due to the ability to learn patterns in data where an order is significant, in this case, chronological order of input frames. The implementation of RNN used most in previous works related to the action recognition problem is the Long-Short Term Memory (LSTM) implementation. A newer implementation is the Gated Recurrent Unit implementation. Chung et al. [6] have found these two implementations to be comparable in performance, while outperforming the traditional \(\text{tanh}\) implementation, but noted that further experimentation would be required for evaluation. A 2-Stream RNN was used previously to recognize actions from a Kinect video feed by focusing on identifying hand and face positions[7].

Rwigma et al. proposed a differential evolution approach to optimize the weights of dynamic time warping for multi-sensory based action recognition which also used additional sensory data, such as from wearable inertial sensors and a Kinect sensor, included in the UTD-MHAD dataset and achieved an accuracy of 99.4%[8]. A method for extracting joint positions from images without additional depth information was previously proposed[9] and an application using this method is currently available for use in the form of OpenPose. OpenPose determines skeleton keypoints from RGB-video and previous methods, such as dynamic time warping, have been shown to work on the data obtained through OpenPose as well. Such a method was proposed by Schneider et al. [10] who used the UTD-MHAD action dataset for their work, achieving an accuracy of 77.4%, but considering only a select few actions in the dataset. This shows that OpenPose can be used instead of specialized hardware and the potential results that could be obtained by using normal RGB-cameras.

Another challenge for action recognition methods is to be able to perform in view-invariant scenarios. For these scenarios, Ghorbel et al. [11] proposed a pipeline where 3D skeletons are first extracted using a CNN-based pose estimator, such as VNect, then applying feature extraction methods and a Support Vector Machine model to classify actions. The methods they proposed for feature extraction are Lie Algebra Representation of body-Parts (LARP), based on describing the geometric relationship between different coupled body segments, and Kinematic Spline Curves (KSC), utilizing the computation of kinematic values such as joint position, velocity, and acceleration. They applied their method to the Northwestern-UCLA multi-view action dataset, outperforming various
previously proposed methods by achieving a mean accuracy of 77.5%.
Baptista et al. [12] proposed a method for view-invariant action recognition, using a 3D pose estimator and a Long Short Term Memory (LSTM) based RNN to classify actions. On the NW-UCLA dataset, they achieved a mean accuracy of 79.9%.
Noori et al. [13] proposed a method combining keypoints generated by OpenPose with a LSTM-based RNN model to classify actions, regardless of the viewing angle of the recorded video. By calculating what they call "temporal motion features" from keypoints for any sequence of consecutive frames before passing it to an RNN, they show that a robust view-invariant action recognition system can be created. Through their method, they achieved an accuracy of 92.4% on the Berkeley MHAD dataset. By comparing their results with conventional approaches such as SVM, Decision Trees, and Random Forests, they display how a RNN-based model can outperform these approaches at performing activity recognition.

These previous skeleton-based RNN approaches have relied on either the availability of 3D pose estimations or feature extraction from 2D pose estimations. It is often assumed that 3D data is more informative than 2D data when it comes to the problem of action recognition. This is however not necessarily correct, as demonstrated by Marshall et al. [14]. Because of this, and since 3D pose estimation is generally more computationally intensive, we use 2D pose estimation in our work. Above that, we further limit the processing of the estimated joint positions, before applying any model, to only scaling to further reduce the computational power required and also improve real-time performance. Furthermore, we evaluate the overall performance of GRU compared to LSTM for our specific representation of data, carefully taking memory usage, classification speed and classification performance into consideration.
3 Fundamentals

First, we explain the performance metrics used to evaluate our method’s performance. We will also provide a brief introduction to OpenPose and recurrent neural networks, the core components of our approach to multi-stage action recognition.

3.1 Performance metrics

There are several metrics which we can consider to illustrate the performance of our method. We will mainly be looking at the overall accuracy for this multiclass-classification problem. This is also the metric we can best compare to with previous methods. The accuracy is defined as the correct prediction divided by the total predictions which can be described by the following formula:

\[
Acc = \frac{P_{true}}{P_{true} + P_{false}}
\] (1)

Another metric of interest is the time required to perform the classification. This is important due to our goal of having the application perform in real-time. While this metric is somewhat ambiguous considering the differences in computing power between machines and advances in technology, it is still important to achieve real-time viability using what is conventionally available at this time. For this we look at the Frames per Second we can achieve in the real-time application.

3.2 OpenPose

An important stage of our action recognition approach is OpenPose[9]. OpenPose is used to perform joint keypoint estimation. OpenPose is a system that is capable of detecting multiple individuals and estimate pre-defined joint keypoint models, such as at the wrists or shoulders. By acquiring the keypoints it can form a skeleton for the people in the images by connecting their keypoints. It offers a few different keypoint models to choose from including a 15-, 18- and 25-keypoint body model. The difference between these models originates from the datasets they were trained on. Specifically, the 15 points model was trained using the MPII dataset, the 18 points used the COCO dataset and the 25 points used an altered COCO dataset. The models have different characteristics in terms of speed and accuracy, but at the time of writing the 25 point model is stated to be both the fastest and most accurate model. This 25 point model will be what we use in our method.

Optionally, additional hand and/or face keypoints could be included in the model at the cost of some performance loss. In its pipeline, OpenPose uses a convolutional neural network model created with Caffe to generate Part Confidence Maps(PCM) and Part Affinity Fields(PAF), an important part of the OpenPose pipeline which are then combined in a following step to form keypoint based skeletons of every individual. The architecture for this CNN model can be found in Figure 2. Perhaps most importantly, OpenPose performs rather well on a modern (2020) computer, allowing for its estimation to be performed in real-time on camera or (pre-recorded) video input making it suitable for our purposes.

OpenPose is an open-source library for real-time multi-person pose estimation. It relies on a greedy bottom-up approach to achieve high-quality results while not requiring additional computing power with an increasing amount of people in a scene. It achieves this by using convolutional neural networks to generate confidence maps for body part locations and a set of vector fields to encode
affinities between body parts. By using both these maps it can perform bipartite matching to find associations between candidate bodyparts to construct limbs. An illustration of this process used can be found in Figure 1 sourced from [9]. Conventional top-down approaches have used person detectors to identify individual bodies in images such that single person pose-estimation can be performed. This approach to multi-person pose estimation requires an increasing amount of computational performance with an increasing number of bodies in the scene while suffering accuracy degradation when people cluster together. The bottom-up approach as employed by OpenPose mitigates these issues through their part-affinity field(PAF) method.

More details about the exact operations performed by OpenPose can be found in their paper [9].
3.3 Recurrent Neural Network

Recurrent Neural Networks (RNNs) are a type of neural network that make use of recurrent layers or recurrent nodes. These nodes come equipped with a form of memory that allows them to store their own output from a previous input iteration and include it in the calculation for the output of subsequent iterations. This enables RNNs to recognize features in the input data where the chronological sequence is significant. In our case that would be the sequence of keypoint locations extracted from subsequent frames of the video.

Strictly, the only difference between recurrent nodes and simpler conventional nodes is the fact that recurrent nodes can use their previous state in their calculations for their following state, given subsequent iterations of inputs. The exact method of how this is achieved differs based on the implementation of the recurrent nodes. In Figure 3, the working of an RNN cell can be viewed unfolded over several timesteps. Essentially, for any given input $x_t$ in timestep $s_t$, a recurrent cell can use some of its own output from the previous timestep $s_{t-1}$ to produce the output for the current timestep $o_t$.

![Figure 3: A recurrent neural network and the unfolding in time of the computation involved in its forward computation. LeCun et al. [15]](image)

A commonly used implementation is Long Short-Term Memory (LSTM) implementation. A newer implementation that boasts performance similar to LSTM is the Gated Recurrent Unit (GRU) implementation.

Both LSTM and GRU make use of gates to control the flow of information through these nodes. These gates dictate how much influence its input and previous states have on calculations. There are connections into and out of these gates which have trainable weights that essentially determine how a gate handles the flow of information. The notable difference between the LSTM and GRU implementations is the layout of these gates. LSTM units use three gates, an input, output and a forget gate. GRU units only use input and forget gates in a configuration that differs from LSTM. Gates offer trainable parameters for a network model meaning that GRU models will have fewer trainable parameters than LSTM models if they are otherwise configured identically. Figure 4 illustrates a general layout for an LSTM and GRU.
Figure 4: Illustration of an LSTM-node and a gated recurrent unit (GRU). (a) In an LSTM-node \( i, f, \) and \( o \) are the input, forget, and output gates, respectively. \( c \) and \( \tilde{c} \) denote the memory cell and the new memory cell content respectively. (b) In a GRU-node \( r \) and \( z \) are the reset and update gates, and \( h \) and \( \tilde{h} \) are the activation and the candidate activation. Chung et al. [6]

## 4 Baseline Methods

As a baseline method, we use Schneider et al. [10]. Their proposed method for monocular action recognition is based on Dynamic Time Warping (DTW). They also use OpenPose, but with the COCO trained 18-keypoint model. It is the most similar recent method on this subject we could find. It differs from our method that instead of DTW we propose to use RNNs. More specifically, we use LSTMs and GRUs in our method.

For our method, we also do not need to select a subset of actions from the dataset to perform classification on. This gives us more samples to work with while also including some action sets that are rather similar in terms of movements performed which may make the initial classification problem more challenging overall.

Furthermore, we also include some comparisons of our method with the performance of more "basic" neural networks which use only dense layers to illustrate the effectiveness of recurrent layers for this problem.

Lastly, we pay attention to the performance of our method compared to methods that use the additional sensor data available in the same dataset we used. While these methods should have an advantage over our method due to them simply having more data to work with, it is also interesting to see how close we are to matching the performance of these methods.
5 OPNNAR

In this section we describe our method, OPNNAR, in full. OPNNAR uses RNNs to classify actions from RGB-video by applying 2D joint estimation on the video and performing action classification by using a neural network on the sequence of joint positions extracted from the video. This can be viewed as a two-step approach of joint estimation followed by action classification. This method could potentially prove more effective than performing classification directly on the input video. This is because extracting keypoints effectively filters out large portion of data insignificant to action recognition, but there is also the risk that reducing an image to a 2D keypoint skeleton is too restrictive, filtering out too much data.

There will be no use of any data other than the RGB-video. This will exclude any depth imagery or additional sensory data. Further in this section, a more detailed explanation of the method can be found from the pre-processing steps up to the implementation method in the real-time application. A global overview of the method can be found in Figure 5 and the pipeline involved in Figure 6.

Figure 5: Overview of OPNNAR process. We use OpenPose to get pose estimations from an input image sequence. Then, we scale the collected data before it is fed to an RNN model, which in-turn generates a label for the action.

Figure 6: OPNNAR pipeline. RGB video is fed to OpenPose. OpenPose outputs 25 keypoint coordinates per frame which are stored in a table. When we have collected 5 seconds worth of keypoints in the table (75 frames in the UTD-MHAD dataset) we scale the keypoints such that they all fall within a [0,1] range. This table is then fed to an RNN model which attempts to classify the action represented in the table and generates an output label. An example of one such RNN model can be found in Figure 8 on page 14.

We use OpenPose to extract keypoint coordinates for each frame of the input video and scale the sequence of coordinates (5.1). We feed this data to an RNN model which then classifies the input as one of the actions which it has trained on in the dataset (5.2). The real-time implementation
contains some minor modifications in terms of pre-processing, details of which are further explained in Section 5.3.

5.1 Data pre-processing

We have chosen to represent the data in a way that is as consistent as possible across samples while simple to apply. The values are scaled such that the keypoint coordinates will be values within the interval \([0,1]\). In short, this is done by cutting out a bounding box which preferably exactly includes the person performing the action. To achieve this we use OpenPose to get an array of coordinates spanning a fixed time-frame and then translate and rescale the keypoint coordinates such that they match our criteria.

The following sections will explain how we approach, keypoint extraction and which scaling methods we propose and evaluate.

Keypoint Extraction

First, the video will be run through OpenPose to get the 2D keypoint coordinates. For this, the BODY_25 model is used which attempts to extract 25 keypoints from a frame of the video giving us \(25 \times (x, y)\) points in the plain. This is done for each individual frame in the video. The keypoint data is stored in a datagram, or 2D array, consisting of 50 columns (25 \(x\) columns followed by 25 \(y\) columns), as 1 row for each frame.

For training we want the shape of the input datagrams to be fixed. Since the videos are of variable length adjustments need to be made to achieve this. We have selected the input shape to consist of 5 seconds of input (75 frames on 15 fps video) which means that longer actions will be cut off and shorter actions will be padded. For shorter inputs, the array is padded at the front rows with copies of the row corresponding to the first frame such that the actual action is contained in the latter rows of the array. For longer inputs, only the last 5 seconds of input are taken, and thus anything before that is cut out. The reason for using this approach is that for this problem it is assumed that the latter section of the input is more significant for being able to recognize a action.

Scaling Methods

There exist several methods for scaling. Regardless of the method we choose, the values that the model has to evaluate be within the interval \([0,1]\).

Exact inclusion approach

in the exact inclusion approach the person is cut out of the frame, thus translating and scaling such that we subtract all \(x\) and \(y\) coordinates with the minimum of all \(X\) coordinates and the minimum of all \(Y\) coordinates respectively. After this mapping of \((x, y)\) to \((\tilde{x}, \tilde{y})\) divide the \(\tilde{x}\) and \(\tilde{y}\) by the maximum of all \(\tilde{x}\) coordinates and \(\tilde{y}\) coordinates respectively. This means that in the image we end up with a rectangle bounding box which exactly includes the area where the subject performing the action has been for the last 5 seconds of input and the area itself is scaled for \([0,0]\) top-left to \([1,1]\) bottom-right.
Figure 7 shows an example of the exact inclusion scaling method. It essentially draws a bounding box around a detected person such that it is exactly contained within the rectangle $[0,1] \times [0,1]$ where the top-left is $[0.0, 0.0]$ and the bottom-right is $[1.0, 1.0]$.

**Figure 7:** Example of the scaling method on a video from the UTD-MHAD dataset. A bounding box is drawn to exactly contain the area of the keypoints, designating the area to be evaluated by the model.

**Fixed-Center approach**

The Fixed-Center approach attempts to do something similar to the first approach but introduces a fixed point of reference to each input sequence. In this case, we adjust the values such that the neck keypoint in the first frame is always in the position $[0.5,0.5]$. Additionally, this method applies the same scaling factor to both the X- and Y-axis, meaning that the bounding box will effectively be a perfect square, which is not necessarily the case when using the first method. This is achieved by first translating the data such that the neck is at $[0,0]$ then dividing all values in the array by twice the maximum absolute value found in the array and then translating again such that the neck keypoint of the first frame is at $[0.5,0.5]$. This will make sure the array values meet the described criteria.

Another variation on this would be to set the neck keypoint to 0.5 in every frame. However, doing so would cause a lot of variation in all other values when the neck moves around in the video causing a severe amount of additional unwanted noise and as such, we chose not to use this variation.
Other notable methods

Other methods of scaling such as scaling based on the distance between two fixed keypoints were attempted but in the set of 2-dimensionally represented keypoints there is no set of 2 keypoints that can be consistently used to scale all values. This is due to the different orientations of the people in the video and their respective body parts. When this would be attempted anyway it causes other values to reach extremes which is not desired for both training or in a future application. However, a result of the chosen method of scaling may be that the model will likely not work or not work as well when for example only half of a body is visible in the frames of the input video. This method was used in some previous methods, notably in [10], where they also designed a method to select and filter keypoints specific for each action. However, we chose not to use this method of scaling.
5.2 OPNNAR Architecture

The OPNNAR architecture is designed such that it suits our problem best. Since one of our goals is to minimize the time required for classification there is no need to explore complex networks or networks that are computationally demanding, thus we attempt to create models that achieve a high degree of accuracy while minimizing the overall size of our networks.

5.2.1 LSTM vs GRU

We do not intend to design our own implementation of RNN cells or layers during this research, thus we will use some of the most popular existing implementations for our evaluations, namely LSTM and GRU as explained in a previous section. The LSTM and GRU layers are in practice very similar performance-wise with the favoured type varying on a case by case basis[6]. We need to establish if there would be any benefit in picking one over the other, mainly considering model accuracy, but also keeping in mind efficiency in terms of execution speed and model size.

5.2.2 Considerations

The variables considered when evaluating which models work best are:

- The number of subsequent recurrent layers.
- The number of units contained in each layer.
- The possible influence of the addition of one or several dense layers.

For comparison of the effectiveness of the use of recurrent layers, several different models consisting of only dense layers are also evaluated. This is also to verify our hypothesis that recurrent networks work well for a problem such as this one. Since the recurrent layers iterate over the input and thus can consider each value in the input data, the dense layer would need more units to provide a ”fair” comparison. As such, a dense network with significantly more available hidden units is taken into consideration.

Recurrent layers can be stacked which influences the overall performance of the network. This is done by iterating over the activations of the previous layer per input iteration. For example, consider our input of 75 rows of 50 coordinates. The first recurrent layer, consisting of 100 units, would then iterate over this input row by row and calculate its activations per row giving us 75 rows of 100 activation states. A subsequent second layer would iterate over 75 rows of activations as if it was another input.

The number of units to take for each layer also needs to be evaluated. Observe that if a unit would be capable of learning the pattern of either an increase or decrease of values within a column over iterations, then we should have twice the number of input values per row than the number of units, which in our case means we have 100 units in the first layer. Any subsequent layers would then serve to recognize patterns in the activations of the previous layer. It should be noted that due to lack of comprehensible visualizations of said activations on the type of input data we weren’t able to confirm said behaviour. However, the results still serve to confirm any hypotheses.
### Figure 8: Example model diagram (GRU100 + GRU250)

The model takes a 75x50 array as input and feeds this to the recurrent layers for feature extraction. This example model has 100 units in the first GRU layer and 250 units in the second GRU layer, as can be seen from the output values. In the models we evaluate, any of the numbered layers can be a Dense, LSTM or GRU layer. These numbered layers being Layer 1, Layer 2, and sometimes a third layer, which is not present in this example, Layer 3. The final dense layer classifies these features to 1 of 27 actions.

An example of a model we evaluate can be found in Figure 8. It consists of an input layer, a dense layer functioning as an output layer and up to 3 layers sequentially connected between them. This specific example contains 2 layers between the input and the output layer. The number of units that a layer consists of can be derived from the value in the output of a layer. For simplicity we refer to the different layer types by their types and unit counts, thus a GRU layer consisting of 100 units would be referred to as GRU100.

### 5.3 OPNNAR implementation and Real-time Application

We constructed an example application which makes use of the camera of the user for input. Firstly, it uses OpenPose to estimate the keypoint positions for any given input frame. Then it checks if enough time has passed since the last frame to include the keypoints in the current frame in input for our model. This needs to be done since our model expects 5 seconds of input spread over 75 rows containing 25 keypoint coordinates each. If enough time has passed the keypoints are stored...
in (or appended to) an array. If that would result in the array being longer than 75 rows then the oldest rows are removed from the array, essentially forming a FIFO queue. If too much time had passed since the last such that two or more steps would need to be stored to keep up then duplicate rows are appended until it caught up. This process ensures that the input requirements are met for our model, or more specifically that it matches the format of the dataset the model has trained on as closely as possible. Essentially, we extract data from live footage in a similar way as explained in the pre-processing section, with some alterations in order to reliably apply to camera input, such that we end up with an array of keypoint data that is effectively the same in format as what the model trained on.

Naturally, scaling is also necessary on the live input and will be performed before we feed the data to the model. Due to both our scaling methods, as described in section 5.1, requiring knowledge of the highest and lowest value in the entire sequence of keypoint data, we cannot simply re-use previously scaled values and thus we need to rescale the entire array of keypoint data for every frame of continuous camera input. Lastly, we let our model perform the estimation and then display the estimated action with the highest confidence on screen. The application makes use of the model with 2 stacked GRU layers consisting of 100 and 250 units for its predictions.
6 Dataset

As with most machine learning methods, we need data to train, validate and test on. A number of datasets exist which are suitable for action recognition, however, since the focus here mainly lies on being able to use actions as a means of providing commands to either a computer or robot it would be preferred to select a dataset which includes actions convenient for issuing commands. For this purpose, the UTD-MHAD\(^2\) dataset was used. This publically available dataset containing a reasonable set of samples of relevant actions. We also evaluate the effectiveness of OPNNAR on the NW-UCLA dataset. This is a multiview dataset which is used in several other action recognition methods such as in \cite{12} and \cite{11} with which we can compare our results.

6.1 UTD-MHAD dataset

The dataset contains nearly a thousand short videos of several people performing 27 distinct actions where one person performs one action at a time. The setting/scene is consistent across all videos such that the only distinct features are the people and the performed actions. Each of the actions is performed up to 4 times by 8 different people, 4 male and 4 female. The videos are recorded by a Kinect camera in a 640 by 480 format at 15 frames per second. The videos themselves are of variable lengths ranging between 2 to 7 seconds. Examples of what the videos look like can be found in Figure 9. A description of the action contents of the dataset can be found in Table 1.

<table>
<thead>
<tr>
<th>#</th>
<th>Action</th>
<th>Samples</th>
<th>#</th>
<th>Action</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Swipe left</td>
<td>31</td>
<td>15</td>
<td>Tennis swing</td>
<td>32</td>
</tr>
<tr>
<td>2</td>
<td>Swipe right</td>
<td>32</td>
<td>16</td>
<td>Arm curl</td>
<td>32</td>
</tr>
<tr>
<td>3</td>
<td>Wave</td>
<td>32</td>
<td>17</td>
<td>Tennis serve</td>
<td>32</td>
</tr>
<tr>
<td>4</td>
<td>Clap</td>
<td>32</td>
<td>18</td>
<td>Push</td>
<td>32</td>
</tr>
<tr>
<td>5</td>
<td>Throw</td>
<td>32</td>
<td>19</td>
<td>Knock</td>
<td>32</td>
</tr>
<tr>
<td>6</td>
<td>Arm cross</td>
<td>32</td>
<td>20</td>
<td>Catch</td>
<td>32</td>
</tr>
<tr>
<td>7</td>
<td>Basketball shoot</td>
<td>32</td>
<td>21</td>
<td>Pickup and throw</td>
<td>32</td>
</tr>
<tr>
<td>8</td>
<td>Draw X</td>
<td>31</td>
<td>22</td>
<td>Jog</td>
<td>32</td>
</tr>
<tr>
<td>9</td>
<td>Draw circle(CW)</td>
<td>32</td>
<td>23</td>
<td>Walk</td>
<td>31</td>
</tr>
<tr>
<td>10</td>
<td>Draw circle(CCW)</td>
<td>32</td>
<td>24</td>
<td>Sit to stand</td>
<td>32</td>
</tr>
<tr>
<td>11</td>
<td>Draw triangle</td>
<td>32</td>
<td>25</td>
<td>Stand to sit</td>
<td>32</td>
</tr>
<tr>
<td>12</td>
<td>Bowling</td>
<td>32</td>
<td>26</td>
<td>Lunge</td>
<td>32</td>
</tr>
<tr>
<td>13</td>
<td>Boxing</td>
<td>32</td>
<td>27</td>
<td>Squat</td>
<td>31</td>
</tr>
<tr>
<td>14</td>
<td>Baseball swing</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Actions and number of samples in the UTD-MHAD dataset

The complete dataset also contains depth images and skeletal joint positions as estimated by the Kinect camera as well as extra inertial sensor data from wearable devices. For our purposes, this additional data would be irrelevant for anything other than means of comparison in performance and as such we ignore it.

\(^2\)University of Texas at Dallas Multimodal Human Action Dataset
Figure 9: UTD-MHAD action examples.\textsuperscript{3}

\textsuperscript{3}https://personal.utdallas.edu/~kehtar/UTD-MHAD.html
6.2 NW-UCLA dataset

The NW-UCLA dataset consists of over a thousand videos of actors performing ten different actions. These videos are provided in a 640 by 480 pixels format at 12 frames per second. Each action has samples performed by 10 different actors. The actions are recorded from 3 different viewpoints and the actors also perform the actions in different orientations, thus facing different directions. The actions available in this dataset can be found in Table 2. Example images of the different viewpoints can be seen in Figure 10.

<table>
<thead>
<tr>
<th>#</th>
<th>Action</th>
<th>Total Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pick up with one hand</td>
<td>148</td>
</tr>
<tr>
<td>2</td>
<td>Pick up with two hands</td>
<td>146</td>
</tr>
<tr>
<td>3</td>
<td>Drop trash</td>
<td>140</td>
</tr>
<tr>
<td>4</td>
<td>Walk around</td>
<td>173</td>
</tr>
<tr>
<td>5</td>
<td>Sit down</td>
<td>148</td>
</tr>
<tr>
<td>6</td>
<td>Stand up</td>
<td>149</td>
</tr>
<tr>
<td>7</td>
<td>Donning</td>
<td>142</td>
</tr>
<tr>
<td>8</td>
<td>Doffing</td>
<td>142</td>
</tr>
<tr>
<td>9</td>
<td>Throw</td>
<td>145</td>
</tr>
<tr>
<td>10</td>
<td>Carry</td>
<td>142</td>
</tr>
</tbody>
</table>

Table 2: Actions and number of samples per action in the NW-UCLA dataset. Note that any one action recorded from one view counts as one sample, thus one action recorded from 3 views totals 3 samples.

The NW-UCLA dataset is considered one of the more challenging of the available datasets due to the different orientations as well as the overall similarity between individual actions. The method we proposed is not specifically designed to handle view-invariance but it is still interesting to evaluate how our method stacks up against the state-of-the-art in a similar problem.

Figure 10: The NW-UCLA dataset contains actions recorded from 3 different viewpoints. These viewpoints can be seen in 10a, 10b and 10c, further referred to as viewpoint 1, 2 and 3 respectively.
7 Experimental Setup

Here we briefly explain the environment used for training, testing and ultimately using neural networks. For this purpose we use Keras, which is a neural network API written in python, using TensorFlow as a backend. Keras allows us to design and run various types of neural networks.

7.1 Parameters and Settings

First we have to mention a number of parameters that we used during pre-processing with OpenPose and parameters that were used during training. Any parameter not mentioned in this section were left unchanged from their default values in both OpenPose and Keras.

- We have set the network resolution for OpenPose to ”256x-1” (default: ”-1x368). OpenPose will configure the ”-1” accordingly to properly scale the input image. This was done in order to improve performance while minimizing the accuracy loss.

- During training we use a dropout of 30% on the input and between layers.

- We use the Adam optimizer for our models, with a learning rate set to ”1e-3” and a decay of ”1e-5”.

- We use Categorical Cross-Entropy for our loss function.

- Any model is trained in 1000 epochs. This is the point where every model had already stopped showing significant improvements. We also do not use early-stopping to keep the number of epochs consistent.

7.2 Experiments Performed

In our experiments we seek to answer to following questions:

1. For the action recognition problem, using the data format as described previously, does LSTM or GRU perform better?
   We evaluate this by setting up and training a few networks which are simple, yet comparable to a design we would use in further experiments. We compare a single 100-unit layer design, as well as a design with two stacked 100-unit layers. We mainly want to identify if there is any notable performance difference and choose one to use in further experiments. Overall behaviour for both LSTM and GRU is expected to be similar, such as stacked versus non-stacked within the class of LSTM or GRU.

2. Which form of scaling performs better? Exact Inclusion or the Fixed Center approach?
   For this evaluation we use a similar approach as for the RNN-layer type comparison; A single 100-unit layer and a design with a 100-unit layer followed by a 250-unit layer, using the RNN-layer type as chosen through the comparison evaluation. Additionally, we also evaluate an RNN-layer followed by dense for comparison in case it might favour either method.
3. **How does an RNN compare to a dense network? And what kind of network design would be preferred?**

We compare various designs of RNN network design as well as some dense networks designs and networks using both dense and RNN layers. For both RNN and dense networks, we compare single 100-unit layer design. Since dense layers are generally much simpler compared to RNN-layers, and also because they are therefore quicker to train, we include a dense layer network with significantly more units in its dense layer than what we use for our RNN-layers for comparison. For the RNN designs, we want to evaluate the performance differences when:

- Stacking multiple RNN-layers.
- Increasing the number of units in the RNN layers.
- Combining the RNN-layers with a dense layer before the output layer.

We mainly want to know if effectively increasing the number of trainable parameters would have any major influence on the accuracy of our models. Effectively we want to find the model which performs best with preferably fewer trainable parameters.

4. **How does our method perform in view-invariant scenarios?** For this, we look at the performance when using the NW-UCLA dataset. We will use the same training/testing method as used in [12], where two viewpoints at a time are used for training and validation, and the remaining viewpoint is used for testing.

5. **Does our method perform in "real-time"?** Using what we previously described as our definition of real-time, does our method work and result in accurate action recognition with good frametimes.
8 Experimental Results

With the experiments performed in this section, we assess the effectiveness of recurrent neural networks when compared to previous methods or a basic network consisting of only dense layers. For both of the scaling methods mentioned in previous sections a training, validation and test set are constructed. The ratio used is 70%, or 591 examples, for training, 15%, or 135 examples, for validation and another 15% for testing. The example data is split such that every one of the actions appears as close to an equal amount of times as any other action for all sets mentioned.

8.1 UTD-MHAD dataset results

The following section contains the result gathered from experiments using the UTD-MHAD dataset. We performed the majority of our experiments on this dataset since this dataset depicts the situation our method was initially designed for.

8.1.1 LSTM vs. GRU

The results of these evaluations can be found in table 3.

<table>
<thead>
<tr>
<th>Type</th>
<th>Units per layer</th>
<th>Trainable Param Count</th>
<th>Test Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>100</td>
<td>63,127</td>
<td>94.1</td>
</tr>
<tr>
<td>LSTM</td>
<td>100 100</td>
<td>143,527</td>
<td>95.6</td>
</tr>
<tr>
<td>GRU</td>
<td>100</td>
<td>48,027</td>
<td>96.2</td>
</tr>
<tr>
<td>GRU</td>
<td>100 100</td>
<td>108,327</td>
<td>96.2</td>
</tr>
</tbody>
</table>

Table 3: LSTM vs GRU performance. The type column denotes the kind of layer used for the numbered layers in the following columns. An x denotes that the layer was not present in the model.

Performance is indeed very similar, yet, as can be seen in the table, during our testing GRU performed slightly better than LSTM overall. It also achieves this while having to utilize less trainable parameters. For those reasons, we selected GRU as the favoured implementation for further use.

8.1.2 Scaling method comparison

The results of comparing the two methods using some select model designs can be found in table 4. More models were evaluated on both methods, in fact, most of the model designs evaluated during this project were attempted on both input data sets but the results overall were the same. From these results, we can conclude that the centred approach performs slightly worse on average. The idea that a central point of reference would be beneficial does not necessarily apply to systems like these and needed to be tested. The reason behind this decline in performance is possibly that reducing the variance of a certain keypoint by always centring the neck would unintentionally lead to more variance when presented with different body builds. Whether or not that’s the actual reason behind it would require further investigation which is a subject for future studies.
### Table 4: Scaling method results. The type column denotes the design of the model, e.g. GRU + Dense means that we used a GRU layer for Layer 1 and a Dense layer for Layer 2. Additionally, the keyword Centered denotes that the Fixed-Center scaling method was used for that set.

<table>
<thead>
<tr>
<th>Type</th>
<th>Units per layer</th>
<th>Test Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Layer 1</td>
<td>Layer 2</td>
</tr>
<tr>
<td>Exact</td>
<td>GRU</td>
<td>100</td>
</tr>
<tr>
<td>Inclusion</td>
<td>GRU</td>
<td>100</td>
</tr>
<tr>
<td>Scaling</td>
<td>GRU + Dense</td>
<td>100</td>
</tr>
<tr>
<td>Fixed</td>
<td>GRU</td>
<td>100</td>
</tr>
<tr>
<td>Centered</td>
<td>GRU</td>
<td>100</td>
</tr>
<tr>
<td>Scaling</td>
<td>GRU + Dense</td>
<td>100</td>
</tr>
</tbody>
</table>

### 8.1.3 Model design results

A number of models were tried and tested for this classification problem. Some notable ones can be found in Table 5.

<table>
<thead>
<tr>
<th>Type</th>
<th>Units per layer</th>
<th>Trainable Param Count</th>
<th>Test Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Layer 1</td>
<td>Layer 2</td>
<td>Layer 3</td>
</tr>
<tr>
<td>Dense</td>
<td>100</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Dense</td>
<td>3750</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Dense</td>
<td>3750</td>
<td>250</td>
<td>x</td>
</tr>
<tr>
<td>GRU</td>
<td>100</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>GRU</td>
<td>100</td>
<td>100</td>
<td>x</td>
</tr>
<tr>
<td>GRU</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>GRU + Dense</td>
<td>100</td>
<td>100</td>
<td>x</td>
</tr>
<tr>
<td>2x GRU + Dense</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>GRU</td>
<td>100</td>
<td>250</td>
<td>x</td>
</tr>
<tr>
<td>GRU</td>
<td>100</td>
<td>500</td>
<td>x</td>
</tr>
<tr>
<td>GRU</td>
<td>250</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>GRU</td>
<td>250</td>
<td>250</td>
<td>x</td>
</tr>
<tr>
<td>GRU</td>
<td>500</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

**Table 5: Model design results.** Again, the type column denotes the types of layers used in the numbered layers, e.g. 2x GRU + Dense means that 2 stacked GRU Layers were used for Layer 1 and Layer 2 followed by a single dense layer for Layer 3. If only one type is defined in the type columns then all numbered layers are of that type.

What stands out in these results is that using recurrent layers provides actual improvements when compared to using only dense layers regardless of the amount of hidden dense units used. This more than anything proves our theory that using recurrent networks and their capability to apply some form of chronologically sensitive analysis using their memory is beneficial when encountering this problem.

Furthermore, the 3750 unit single dense layer model has an outstandingly high number of trainable params. This is due to the flatten layer used before the output layer, which in turn causes a large
number of trainable params towards the output layer due to it having weights proportional to the output of the layer before it.

Experiments with various different model designs using the recurrent layers did not result in any major improvements out of the margin of error in most of the observed cases. Something worth mentioning are some limits to this approach. During the experiments, some actions such as arm curl and push, and various other pairs, would often be misinterpreted to be the other. Upon further inspection, it could be concluded that these actions are in some cases nearly indistinguishable when just viewing them as 2-dimensional keypoints. This is where 3d data, including depth information or even a convolutional model directly trained on the input video, may still be able to provide some improvements in terms of accuracy. However, given the level of accuracy we already managed to reach using just this 2d information, any improvements would likely be minor.

### 8.2 NW-UCLA dataset results

Table 6 shows our performance results compared to other RGB-based methods on the NW-UCLA dataset. We used the cross-view splitting protocol as proposed in [16]. This protocol uses 2 viewpoints for training while leaving out the last for testing. We do this for each combination of viewpoints.

<table>
<thead>
<tr>
<th>Method</th>
<th>{Training VPs} — {Test VP}</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>{1,2} — 3</td>
<td>{1,3} — 2</td>
</tr>
<tr>
<td>Hankelets (Li et al. [17])</td>
<td>45.2</td>
<td>-</td>
</tr>
<tr>
<td>dvv1 (Li and Zickler [18])</td>
<td>58.5</td>
<td>55.2</td>
</tr>
<tr>
<td>CVP (Zhang et al. [19])</td>
<td>60.6</td>
<td>55.8</td>
</tr>
<tr>
<td>AOG (Wang et al. [16])</td>
<td>73.3</td>
<td>-</td>
</tr>
<tr>
<td>nCTE (Gupta et al. [20])</td>
<td>68.8</td>
<td>68.3</td>
</tr>
<tr>
<td>NKTM (Rahmani and Mian [21])</td>
<td>75.8</td>
<td>73.3</td>
</tr>
<tr>
<td>VNect+KSC (Ghorbel et al. [11])</td>
<td>86.3</td>
<td>79.7</td>
</tr>
<tr>
<td>VE-LSTM (Baptista et al. [12])</td>
<td>87.2</td>
<td>82.1</td>
</tr>
<tr>
<td>OPNNAR (ours)</td>
<td><strong>70.8</strong></td>
<td><strong>75.0</strong></td>
</tr>
</tbody>
</table>

**Table 6:** Accuracy of recognition(%) on the NW-UCLA dataset. The accuracy values are obtained by using the two viewpoints for training and one viewpoint for testing. Mean is acquired by averaging the three tests.

As can be noticed from the table, our method performs quite well even in a situation it was not designed for. It does not perform as well as on the UTD-MHAD dataset but that is expected considering this dataset is more challenging due to view-invariance and action similarity. However, considering our method is mainly focused on HCI/HRI use, the overall significance of view-invariance is up for debate.

A confusion matrix of the situation where viewpoint 3 is used as the test set can be found in Figure 11.
Figure 11: Confusion matrix for a (GRU250+GRU250) model on the NW-UCLA dataset (using viewpoint 3 as the test set)
8.3 Real-time input

The application was capable of classifying some simple and some more ambiguous actions in the original dataset accurately. It also remains somewhat accurate as the user starts moving closer to the camera leaving some less significant bodyparts, and thus keypoints, out of the frame. This is a good result considering that the model was trained on different people entirely, in a different setting and where most, if not all, parts of the body were in frame at all times. This serves to prove how well this method is able to generalise the problem as well as illustrate its potential.

<table>
<thead>
<tr>
<th>Situation</th>
<th>FPS Maintained</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpenPose only</td>
<td>29</td>
</tr>
<tr>
<td>Openpose + Array-ops</td>
<td>19</td>
</tr>
<tr>
<td>Full</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 7: Maintained FPS on the following system: i7-8700K@3.7GHz, NVIDIA GTX 1070 8GB, 32GB DDR4 RAM@3000MHz, Running Ubuntu 18.04.5 LTS.

The entire process can be maintained at \(~15\) Frames per Second (FPS) on the used system. For comparison, when not performing any of our tasks and just letting OpenPose perform its pose estimation on the input while retaining every other parameter results in \(~29\) maintained FPS. Performing the processing before feeding the data to our model but not letting our model estimate the performed action results in \(~19\) maintained FPS. From this, we can tell that a relatively low portion of computing resources is spent on our classification model each frame compared to the task of pre-processing the data in our used method. An example of the application classifying a action can be found in the images of Figure 12.
Figure 12: Example application run sequence. The action is performed starting from a neutral stance (a). Similar to the dataset videos we raise the arm (b) before swiping (c). Once returned to the neutral state the action is classified and displayed with the confidence value on the left (d).
9 Conclusions

To conclude, we presented a novel method for performing action recognition through the use of OpenPose keypoint estimation and recurrent neural networks and explored various variations in the interpretation of that method. We have shown how a relatively small dataset can be used to train a model to accurately classify a variety of different actions while not requiring any special hardware other than a monocular RGB camera. We have shown that this method performs well when compared to using purely dense neural networks and that it holds up against methods proposed in previous research. Additionally, we proved the generalization capability of our method by applying the created models by applying it in a view-invariant situation. We also used our method in a real-time application. With this application, we were able to classify live performed actions in an unknown setting to a great level of accuracy.

With our 97.8% accuracy top results on the test set, we have managed to improve on the previous method on just RGB-videos by Schneider et al. [10] (77.4%). As opposed to their method, it was not required for us to select a small subset of actions. Instead, we perform classification over all actions included in the dataset. This meant that there was a greater overall similarity in actions than if we had chosen to select a more distinct subset. Regardless, our method managed to correctly discriminate similar actions in the dataset (eg. walk vs. jog) and actions that would be difficult to distinguish through single-frame analysis (eg. left- vs right swipe).

Our method also managed to closely approach the 99.4% accuracy reached by the method proposed by Rwigema et al. [8] without needing the additional sensor data that they used.

Even when applied in a view-invariant scenario, our method performs very well, achieving a mean accuracy of 72.5%, approaching the scores achieved by Baptista et al. [12] (79.9%) and Ghorbel et al. [11] (77.5%) and beating many of the methods that came before them. A great result considering our method was not designed with view-invariance in mind.
10 Future Research

There are a variety of opportunities for improvement in the system we presented. For now, we used OpenPose to provide keypoint estimation, mainly because of its open availability, ease of use thanks to the API, great performance and its relative recency with the API being released in early 2019. However, it could potentially be replaced by another keypoint estimation system if available and performance could be compared and possibly improved.

We also opted not to use any of the multi-person features available in OpenPose, which was arguably the main distinctive feature of the method. Through an extension of our proposed method, it may be possible to track people and classify actions for each person individually. Due to the nature of our method, this would likely lead to a linear performance loss with an increasing amount of people in the scene but that would need to be determined.

It may also be possible to directly incorporate the part affinity fields and part confidence maps as generated and used by OpenPose rather than just the OpenPose output for input data in a model. Which will likely have an effect on the overall performance of the system. To be more specific, our method relied on keypoint locations over several video frames to perform action classification. It could be possible that different attributes or representations of movements in the video input could provide improved performance.

Lastly, we will mention that the operations we performed on the input data in the real-time application may not have been optimal. As mentioned, with our method we weren’t able to use any of the previously processed inputs for the next frame. This meant that for each new frame in a sequence of 75 total frames we were unable to re-use any of the 74 still relevant previously scaled frames. Therefore causing a large amount of calculation and operations which are possibly redundant. By changing the method used for scaling or through improvements on the existing method it is likely that the performance of the real-time application overall could be significantly enhanced.
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