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Abstract

In this paper we check whether NOx plumes produced by ships in the Mediterranean Sea that can be measured by satellite sensor can be recognized by a CNN in an automated way. Finding highly polluting ships can be important in the reduction of NOx emissions. We generate and label a dataset needed for this problem. We also explore how different image filtering techniques influence the performance of the CNN model. A lot of images generated for the dataset were not usable due to missing data or NOx produced on land. However, with the images that were clean enough for the dataset, an accuracy of 95.99% was reached with no pre-processing filters applied to the data.
1 Introduction

As of January 2020, new regulations on marine fuel has been enacted by the International Maritime Organization (IMO). These new regulations restrict the NOx/SO2 presence in shipping fuel[1][2], what puts additional financial burden on shipping companies thus given them incentive not to comply.

Due to the fact that the ships are moving on open sea, the measuring of the sulphur and nitrogen levels is difficult. Current methods for measuring the nitrogen emission for ships include taking fuel samples, checking the engine room logs and on-board measurements of the exhaust pipes of the ships[4]. Other more advanced methods involve airborne platforms[5], mobile platforms[6], measurement of reflected skylight for remote optical sensing with the DOAS technique[7], as well as other more advanced techniques such as [8][9][10][11]. These methods are only feasible if you are in close proximity to the ships, thus can be performed only in ports or off the coast areas. The amount of ships coming and going through the ports however is too large for the local port authorities to fully check.

A new potential solution has been introduced by identifying distinct nitrogen plumes using TROMOPI/S5P satellite data. This instrument can capture data with a higher resolution than any previous satellite[12], thus can be used for identification of plumes produced by individual ships. In [12] it is shown that under certain conditions nitrogen plumes can be seen and linked to individual ships on the open sea.

In this paper we use Convolutional Neural Network (CNN), a model design for analyzing image data, to check in an automated way whether a plume produced by a ship is distinguishable by satellite sensor. We also study how the application of different image enhancement filters influences plume distinguishability. By means of AIS data we link plumes to a ship.

This thesis is a part of the project “Algorithms for the Verification of Emissions from Shipping with Satellites” (AVES-oculuS) for the Inspectorate for Human Environment and Transport (ILT) of the Netherlands.

This work is organized as follows: In Section 2.1 the structure of a CNN is explained. Section 2.2 is used for the introduction of the CNN architectures that are later used for the experiments. In Section 2.3 we present data necessary for the performance of this study. The data selection process is covered in Section 3. Finally, the results and discussions can be found in Section 4 and 5 respectively.
2 Method

2.1 CNN

CNN’s are a subclass of deep neural networks most commonly applied for visual analysis. The LeNet architecture was introduced by [13] in 1989 as one of the earliest known CNN with the purpose of classifying handwritten numbers. This network was later improved to LeNet-5 [14] so that the current version is able to classify handwritten numbers from the MNIST-dataset with an accuracy of 99.2%. The MNIST-dataset is a commonly used dataset for image processing techniques and consists of 60,000 training images and 10,000 testing images. This dataset is often used for comparing the effectiveness of different image processing techniques. The architecture of the LeNet-5 network is shown in Figure 1.

2.1.1 Convolutional layer

In a classical multi-layered perceptron (MLP) the input is fully connected to the first hidden layer. When using a small RGB-image of 32x32x3 pixels for every hidden node we need to add 32x32x3 weights to the network. Assuming that we want a layer with the same width and height as the input, we would need to train 32x32x3 times 32x32 = 3,145,728 weights for just the first layer [15], [16], [17]. This amount is too high for the efficient training of the network. The distinctive feature of CNN is that at least one of the hidden layers is a convolutional layer. A convolutional layer is especially good in detecting patterns and reducing the amount of training parameters.

Firstly, filter $f$ is initialized at random with a predetermined size and can be considered as matrix of the dimension $n \times n$. Secondly, the dot-product of the first $n \times n$ pixels from the image and the filter is calculated. Finally, this outcome will be the first entry of the output matrix. Like a sliding window, the next $n \times n$ pixels are selected for the dot-product calculation.

An example of a convolutional layer is shown in Figure 2.

In contrast to a classical MLP, for a CNN the weights are fixed locally for the entire next layer, so that the only weights that need to be trained are those of the filter. Assuming we have 6 filters of size 3x3x3, we need only train 6x3x3x3 = 2,786 weights instead of approximately 3 millions required to train the MLP.

Since the feature filter is applied locally, the model has the ability to detect and recognize features regardless of the position in the image. This is the first step we see in Figure 1.
this step an input image of 32x32 is transformed to a layer of 6 filters of 28x28. The first convolutional layer usually focus on the extraction of simple features, such as horizontal lines or simple shapes, whereas deeper layers are capable of extracting more complex features.

![Input image](image1.png)  ![Filter f](image2.png)  ![Output](image3.png)

*Figure 2. An example of a convolutional layer with a single filter. On the left the input image is presented. Each pixel is in a gray-scale and holds a value between [0, 1]. Then first 3x3 pixels are selected and multiplied by the filter which then results in the first entry for the output matrix (red). The second and third steps are represented by green and blue colors respectively. This process will continue like a sliding window until the entire output matrix is generated.*

### 2.1.2 Pooling

The next step of the CNN is to reduce the size of the filter using Pooling. Pooling down is a down-sampling aiming at the reduction of the dimensional complexity for the next layer. In Figure 3a we can see an example of max-pooling. The highest value from the given area is selected and is used to produce a new matrix accordingly. Another approach of pooling is average-pooling where the average value is selected instead of the maximal value which is illustrated in Figure 3b. Pooling can be compared to the resolution reduction in the area of image analysis. In Figure 1 the second step illustrates the procedure of max-pooling. The reduction of the data dimension from 6x28x28 filters to 6x14x14 filters is being made at this step.

The procedure of sequential application of convolutional layers and pooling is repeated until more distinct feature maps are produced.

### 2.1.3 Final layer and Activation functions

As a final step fully connected layers are added for classification, similar to that of a MLP. The fully connected layers for classification will be the most time consuming of all steps of CNN training. The amount of output nodes corresponds to the amount of classes we want to identify. An activation function is used to normalize the output and determine the class.

There exist a wide variety of activation functions. Here we introduce only those that are used by the presented models. For multiple output nodes Softmax can be used. The Softmax
Figure 3. Two examples of pooling: max-pooling (upper figure) and average-pooling (bottom figure). Pooling reduces the size of the output layer to reduce complexity.

function takes as input a vector $z$ of $K$ real numbers, and normalizes it into a probability distribution consisting of $K$ probabilities proportional to the exponentials of the input numbers. After the Softmax transformation the sum of all values of the output nodes is 1 and the highest value of these output nodes is selected as the classification node.

For binary classification the sigmoid activation function can be used. Here the CNN only has 1 output node, and the sigmoid activation function will return a value between 0 and 1. The sigmoid function can take any value as input, has the following characteristics:

$$sigmoid(x) = \begin{cases} <0.5 & \text{if } x < 0 \\ >0.5 & \text{if } x > 0 \\ 0.5 & \text{if } x = 0 \end{cases}$$

Therefore, we can determine the class by comparing whether the value of the output node is either bigger or smaller than 0.5. The plot of a sigmoid function is presented in Figure 4.

2.1.4 Overfitting

A common problem with artificial neural networks is overfitting. The overfitting occurs when a model is trained for a long time on the same data. The model will be very good at identifying the classes of the training data, but on unseen data it will perform poorly. Instead of learning distinct features belonging to a class, the model will learn to recognize the already seen during the training procedure images and classify accordingly. Therefore, not being able to correctly
classify unseen images. Having a very high accuracy while training and a low accuracy when testing implies overfitting. Since having a bigger amount of training examples can improve the generalization properties of the network, overfitting can be avoided.

2.1.5 Network training

During training the network "learns" by optimizing its weights and biases in the network through the process of backpropagation. When all training examples of a batch have been passed through the network, we compare the received output with the true labels and use gradient descent to modify the weights of the model so the difference is minimized. We can define the training procedure as follows: Consider a training set $D_N$ composed of $N$ training examples, $D_N = \{x_i, y_i\}^{N}_{1 \leq i \leq N}$, for all $(x_i, y_i) \in D_N$:

- compute $\Delta \Theta = \nabla_{\Theta} J(\Theta)$
- Update: $\Theta = \Theta - \mu \Delta \Theta$

Where $\mu$ is the learning rate, $J(\Theta)$ is the objective function parameterized by model’s parameters $\Theta$.

The learning rate is a hyper parameter that can be optimized. The gradients in a neural network may differ greatly, which will make it difficult to have a single global learning rate. A solution for this is having a signed weight for each layer. This means that for every layer we have a different learning rate. Another option to improve the learning rate is to adjust the learning rate throughout the training [19]. The adaptive learning rate take into consideration the gradients from previous step to determine whether the learning rate should increase or if the learning rate should decrease. RMSprop combines both the adaptive learning rate and the signed learning rate[20].

2.2 Models

For this paper we introduce two models that we will use for the experiments. The first model is the LeNet model[14]. This model has proven to be very powerful in identifying handwritten
numbers. While this problem is different, the input data is of a similar format. Therefore, using
the architecture of LeNet is a good baseline for testing. Due to the fact that the classification
task is different from the original task, the output layer of the model used in this work is
not the same as was used in the original version of the architecture. In the original model
handwritten numbers were identified. As there are ten different digits the output layer needs
to be adjusted for binary classification. Instead of having ten output nodes and a softmax
activation function, a single output node with sigmoid activation function is used.
The original LeNet used max-pooling for the reduction of complexity, however, average-pooling
could also be used instead. In this paper we tested both variants. A full design can be seen in
Figure 5.
The next model is the Phan-model from [21] where in the original version the goal of the
CNN was a binary classification between pictures of grass and pictures of dandelions. Here we
needed to adjust the input layer to accept greyscale images instead of colored images. The
model has a bigger amount of feature maps, and convolutional layers than the LeNet model.
This model also uses a single output node with sigmoid activation. A full setup of this model
can be seen in Figure 6. Similarly to the LeNet model we have two versions, the first uses
max-pooling like in the original experiments and the second version uses average-pooling. All
models were optimized using RMSprop.

Because this classification problem is relatively simple, we have chosen to use architectures
that are not as complex. Having architectures with a lower complexity will reduce the amount
of training time and data required, while still giving a good result.
2.3 Required data

2.3.1 TROPOMI/Sentinel-5

The most important part of the data for our experiments comes from the Tropospheric Monitoring Instrument (TROPOMI), onboard the Sentinel-5 Precursor (S5P) satellite\[^{22}\]. It provides measurements of atmospheric trace gases as well as cloud and aerosol properties at an unprecedented spatial resolution of approximately $5.5 \times 3.5$ km\(^2\), achieving global coverage in 1 day\[^{23}\]. The data product used in this paper is NO\(_2\) tropospheric column. We focus on the eastern Mediterranean Sea. The area was chosen for several reasons. First, it is close to the equator thus we do not need to worry about regridding and distorting the map too much. For more details about the regridding see Chapter 2.4. Secondly, it covers a part of one of the busiest trading routes. This route goes through the Suez Canal connecting Europe and Asia. To demonstrate how busy this route is, when the Suez Canal was obstructed for six days the estimated losses were roughly $9.6bn (€7.9bn) per day\[^{24}\].

In previous study, in order to ensure the good distinguishability of ship plumes, a day with excellent weather conditions (cloud-free skies, low winds and sun glint) was chosen\[^{12}\]. For gathering a substantial amount of data needed for CNN training we do not have the luxury of choosing the best days. Therefore, the overall quality of the used images will be lower than what was presented in a previous study. We did, however, choose to pick dates after March 2019, since after that date ECMWF wind data (horizontal and vertical wind speeds) is available as a support product in the TROPOMI data file. To ensure a wide variety of analyzed scenes, seven months of data, covering the period from April to October 2019 were used for the analysis. The wind data is necessary for our study as by associating a detected plume with the track of the ship, it allows to separate ship plumes from the plumes of different origin.

2.3.2 AIS

Most ships are required to carry on board an Automated Identification System (AIS). This allows official institutions to monitor the position of each ship. The AIS data is not available publicly. For this study the data was provided by the Inspectorate for Human Environment and Transport (ILT) of the Netherlands. Due to the privacy reasons, the provided data does not contain the ship identifiers, so all analyzed ships were anonymous.

We need the shipping data to determine if a visible plume is produced by an aquatic vessel. Our objective is to find out whether the NO\(_2\) plume produced by an analysed ship can be identified visually. Gaseous clouds disperse over time due to the wind. Therefore, we only use shipping data that is at most 2 hours before the overpass. With an overpass we mean the time the TROPOMI/S5P passed over the given area. With that we can plot the location and route where the ships were right before an overpass.

The location of a plume does not exactly correspond with the location of the ship-emitter. It is heavily influenced by the wind speed and direction. As it was mentioned in the previous section, the TROPOMI data also holds the metadata for the horizontal and vertical wind speeds. To determine where the plume is expected to be, a simple transformation is applied. \(s\) is the distance between the original position and the expected position of the plume in the direction of the wind in km which is calculated the following formula: \(s = u \cdot |\Delta t|\), with \(u\) the wind speed in km/h, and \(|\Delta t|\) the difference between the AIS time and the time of the Sentinel-5 overpass in hours. We want to exclude aquatic vessels that will most likely not produce a visual plume, such as leisure ships or fishing boats to reduce the amount of ships...
that need to be analyzed. In an attempt to balance the ratio of plume producing ships, we remove all ships with a speed lower than 15 kn(knots).

2.4 Regridding

The data from the TROPOMI/S5P is geographical data and is projected on a sphere. In order to apply all the image processing techniques we need to project the spherical data to a 2-D map. This process is called regridding and is widely used in geographical data. The chosen area is between 15-31 longitude and 30-36 latitude. Since we know that the TROPOMI/S5P has a spacial resolution of $5.5 \times 3.5$·km$^2$ and the area is 667km by 1538km we projected to entire area by applying the size of an individual grid equal to 174 by 304 pixels of size 5.06x3.83·km$^2$.

2.5 Pre-processing

Pre-processing or data cleaning is a crucial step in machine learning. Removing noisy data, handling missing data and removing outliers are all part op data pre-processing. In this paper we are interested in the recognition of NOx plumes coming from ships. Nitrogen levels are far denser above city areas than above the open sea. In spite of the fact that our chosen area is largely above the Mediterranean Sea, some port areas are still included in our selected data. In these port areas the nitrogen levels measured by the TROPOMI/S5P are much higher than levels in the plumes we are interested in.

In the paper [12] the authors use values in the range of [0.5, 2.5] to assure visual distinguishability if ship plumes. We can assume that any value much higher then 2.5 is mostly produced by land-based sources, and not by an aquatic vessel. In addition to having too high valued data points we are also not interested in the variability of low values. Having a range that is too large will result in images where plumes are not visible enough for humans to label. This is because the differences between background values and ship produced plumes are relatively low, when compared to the differences of background values and land-based plumes. To manage this particular issue we use clipping.

Clipping is the term used for transforming data between an minimum and a maximum. If a data point is higher than a predetermined maximum, this data point is clipped/lowered to the maximum value, in our case 2.5. The same principle is applied for the minimum value. Here the value is increased to the minimum value. To ensure the comparability of analysed images, it is important to make sure that the data is restricted to the same range. With clipping we lose a significant part of the information, since apply a transformation that cannot be reversed. However, since we are only interested in finding high concentration plumes, we do not need to differentiate between high and super-high concentration plumes. Similarly we are not interested in plumes with concentrations below the average background value, that is usually between 0.5 and 0.7 depending on the day. Therefore, clipping is still a desired transformation.

The next step in pre-processing is to apply a filter, by applying a filter we attempt to improve the features of the image data by suppressing unwanted distortions. Furthermore, we aim to enhance some important image features so that it will benefit the CNN model. We have 5 different filters for data enhancement.

2.5.1 Mean

The first filter we apply is the mean filter. This is probably the simplest filter to reduce noise. Like a sliding window we calculate the center by taking the mean of all values in the
Figure 7. Application of a mean filter on an image. The center square is calculated by taking the mean of all the values in the kernel. Like a sliding window, this process is repeated until the area of the entire image is covered.

The shape of the used kernel is usually a square but can be of any shape or form. In the example presented in Figure 7 a 3x3 kernel is used.

2.5.2 Median

Figure 8. Application a median filter on an image. The center square is calculated by taking the median of all the values in the kernel. Like a sliding window, this process is repeated until the area of the entire image is covered.

The median filter is very similar to the mean filter, except it works better on data containing outliers. Like the mean filter a kernel is used to calculate the center value. But this time the median is selected instead of the mean. This will prevent a single outlier to heavily influence the value of the new image. In Figure 8 we see an example of how the median is applied.

2.5.3 Gaussian

Similarly to both the above-discussed filters, the Gaussian filter also uses a kernel and a sliding window. However, instead of taking the mean or median we use a filter with a Gaussian
distribution. The probability density function of the 1-D Gaussian where $\sigma$ is one standard deviation and the distribution’s mean is centered around 0 is defined as follows:

$$G(x) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{x^2}{2\sigma^2}}$$

We need a distribution around 0 to make sure that the values after the Gaussian filter do not differ too much from the original values. For a 2-D Gaussian distribution the form is:

$$G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}}$$

If we want a perfect Gaussian distribution filter, we need an infinite kernel-size which will have non-zero values everywhere. However, in practice if we choose to have a kernel with three standard deviations from the center, a 5x5 kernel, we can consider everything outside of that kernel as zero, since these kernel values will be very small anyway. In Figure 9 we see an example of a Gaussian filter with a standard deviation($\sigma$) of 1.0.

2.5.4 Bilateral

Gaussian filtering will blur the image uniformly, no matter what the value of the neighboring pixels are. Bilateral filtering is the similar to Gaussian filtering with the addition of a modulating function that compares the values of the central pixel and its neighboring pixels. The modulating function will produce a value in range (0, 1] depending on the similarity between the pixels’ values.

- If the central pixel and the neighboring pixel are of a similar value, the modulating function will be close to 1 and thus lose to the value obtained from the Gaussian filter.
- If the pixel values are very different, the modulating function will be close to 0, effectively turning off Gaussian blur for this pixel.
2.5.5 Moran’s I

Moran’s I is not a typical filter as the previously discussed filters are, but is a spacial auto-correlation technique based on both feature correlation and feature values simultaneously. It was first proposed by [25]. Given a set of features and an associated attribute, it evaluates whether the pattern expressed is clustered, dispersed, or random. In this paper we are interested in finding clusters of high values.

The local Moran’s I for a pixel \( i \) is calculated by the following formula:

\[
I_i = \frac{x_i - \bar{x}}{S_i^2} \sum_{j=1, j \neq i}^{n} w_{ij}(x_j - \bar{x})
\]

Where

- \( x_i \) is the respective pixel value
- \( \bar{x} \) is the mean of all pixels in the analyzed image
- \( S_i^2 = \frac{\sum_{i}(x_i - \bar{x})^2}{n} \) is an estimation of the variance of all pixels in the image
- \( n \) is the number of pixels
- \( w_{ij} \) the contiguity matrix

There are two type of contiguity matrices, the Rook and the Queen named after their movement as chess pieces as shown in Figure 10. With the Queen contiguity matrix all of the surrounding pixels are considered neighbouring pixels, while the Rook matrix only has the horizontal and vertical neighbours.

To illustrate the variation between the different pre-processed images examples are shown in Figure 11.
Figure 11. Examples of the different pre-processing techniques on the same image data

3 Data

To train the CNN a the labeled data set is required. The labeling must be done by hand and in this section we will explain the selection process. To produce images of one day for the dataset the following steps should be undertaken:

1. Select the TROPOMI/5SP data for a given date
2. Regrid the data to a 2-D plane
3. Clip the data to prevent dispersed data
4. Replace missing (nan) values with 0
5. Apply one of the pre-processing techniques
6. Remove slow ships (speed $\leq 15$ kn)
7. Use the AIS-data and the wind speed data to project where a ship might produce a plume
8. Produce an image for the entire area
9. For each ship
   - Plot the areas around a single ship with size 1.0x1.0(latitude x longitude)
   - Check if there is more than 90% overlap between areas. If this is the case we remove it from dataset, to prevent (almost) duplicate images
Figure 12. Four examples of images we generated. In the first image there is no visible plume, and only a small portion of the data missing. Therefore, it is labelled ” no plume”. In the second image a plume is clearly visible, so we label it ”plume”. The third image is too close to a land-based source and therefore it can not be labelled. The last image has large parts of missing data, so we have no label.

3.1 Data selection

After this process we are left with images containing possibly visible plumes that need to be labelled. The labelling is done by visual analysis of the three following images. First, the raw image that we will need to feed to the network. The second image is the same image, but with the ships projected on the image, since we need that to determine whether a plume is produce by a ship. The final shown image is the entire selected area. The latter is need in order to obtain a wider perspective of the position of the ship and observe that the analyzed plume is not of land origin. An example of the images used for the labelling procedure is shown in Figure 13.

There are 3 possible options when shown an image. The first is to add this to the list of visible plumes. The second options is to label the images as not containing a visible plume. The third option is to discard the image, since it has a lot of missing data, or it is too noisy. Most images end up in the final category. In Figure 12 we see the four possible options. We have an image where there is no clear plume, an image where there is a clear plume, an example of an image that has too much noise and an image where there is too much data missing. In the some cases, only a small part of the data is missing, then we can decide to label the image anyway and replace the missing data with white pixels(value of 0).

During the process of selecting the data it is possible to rotate between all of the differently pre-processed images to determine in what category the image should be placed.

Out of the 5,590 generated images, 649 images of visible plumes and 708 images of no visible plume were selected.
Figure 13. The setup developed for manual data labelling. Each generated image must be labelled "plume", "no_plume" or discarded. The NO$_2$ values are represented by the gray scale image. The wind shifted shipping tracks are plotted from purple to white, with purple being the most recent location.

<table>
<thead>
<tr>
<th></th>
<th>training set</th>
<th>validation set</th>
<th>test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>no plume</td>
<td>417</td>
<td>140</td>
<td>151</td>
</tr>
<tr>
<td>plume</td>
<td>397</td>
<td>131</td>
<td>121</td>
</tr>
<tr>
<td>total</td>
<td>814</td>
<td>271</td>
<td>272</td>
</tr>
</tbody>
</table>

TABLE I. The spread of the training(60%)/validation(20%)/test(20%) set

4 Classifier

In order to train the classifier the labelled data must be split into three distinct sets. The training set, the validation set and the test set. Firstly, the model will be trained on the training set. The validation set is used for the optimization of the hyper parameters of a model during the training. Finally, the test set is used for testing on completely unseen data. Using only a validation set as unseen data will give a biased result as the hyper parameters are optimized for the validation set. The training/validation/test sets are split into 60%, 20% and 20% respectively. All the data is from the period between 01-04-2019 and 31-10-2019. The data distribution of the images per month is shown in Figure 14. It it clear that during the summer months the amount of good examples is higher than in the other months. This is due to the fact that these months generally have clearer skies, resulting in higher quality images. Therefore, the amount of good examples that can be found during the these months are greater. For an example of a full test set see the Appendix A.
4.1 Results

We trained each of the models with a different pooling technique and applying different methods for data filtering for 50 epochs with 15 steps per epoch. To ensure comparability between the results, we have fixed the initialization of each model for every data filtering technique. All models are trained on the same distribution of the training/validation/test set once, and as always with the same initialization. Afterwards the dataset is reshuffled into a new training, validation and test sets. The process of reshuffling the data and training of each model/filtering combination is repeated 10 times and the average results are shown in Table II. Because the initial dataset is well balanced it is almost certain that each part of the dataset will also be close to balanced.

Since we have removed all ships with a speed lower than 15 kn in an attempt to balance the ratio of plume producing ships, it would be interesting to compare the speeds of ships labelled with "plume" and ships labelled with "no plume". In Figure 15 we see the histogram for the speeds of each label. The average speed for "plume" is 17.78 and the average speed for "no plume" is 17.08.
5 Discussion

In Table II we can see all the results from the trained models. The first thing one can notice is that the highest accuracy was reached by the Phan-model using average-pooling and the bilateral filter applied. With a score of 95.99% it slightly outperforms all other combinations. The second highest score was also the Phan-model with average-pooling and a mean filter. Even though all results are relatively close, the Phan-model slightly outperforms the LeNet-model, likely due to the fact that it has a higher amount of feature maps.

We can see that over average mean and bilateral filter are the best scoring filters. All of the other filters have a similar result. Moran’s I has great potential since it is really good in smoothing out the randomness of the data and outline the clusters in a way that a convolutional layer could not do. However, it also outlines the low-value clusters which we are not interested in. This could cause confusion for the CNN model in classification especially in producing false positives.

All results are relatively high and close together, this could indicate that the classification task was a relatively simple one.

Another important note is that, we were not able to add all of the generated images to the data set. A substantial amount of images are polluted by NO$_2$ produced on land. A lot of data is also missing due to clouds that block the satellite or other measuring obstructions. All of this results in a fact that a substantial amount generated data could not be labelled and thus will not be added to the data set. Out of the generated 5500 images, roughly 1400 were labelled.

In addition, it must be noted that during the selection process we aimed for a balanced set. Because of this some images where there were no visible NO$_2$ plumes were also not labelled. Preferably even more data should be produced and labelled to produce a larger and more robust dataset.

Figure 14 shows the distribution of the dataset over each month. It is clear that during the summer months the amount of good examples is higher than in the other months. This is due to the fact that clear skies are more common during the summer. Having clear skies ensures good quality of images. Therefore, it is more likely that good examples can be found.
We removed all ships that had a speed lower than 15 kn from the dataset. We did this because it would remove a lot of ships that were most likely not producing a visible plume and it helps to achieve a balanced dataset. In Figure 15 we see the distribution of the speed of the ships that we labelled. A greater speed does indicate a higher chance of producing a plume, but due to the fact that there is a lot of overlap between the two classes, it is not definitive. The average speed of the ships labelled "plume" is a bit higher: 17.78 for "plume" and 17.08 for "no plume". It is interesting that the distribution of the classes are really different however. While the speed for "plume" seems to distributed relatively uniformly, the speed for "no plume" seems to cluster more around lower speeds, with the highest cluster in the lowest speed range. This could indicating that if we included speeds lower then 15 kn, a lot more "no plume" ships could be discovered.

In this paper we used the eastern Mediterranean Sea mainly because of its high quality imaging. Other areas do not have the same features and should be researched with slight alterations. The Mediterranean Sea generally has good weather conditions for satellite measurements, other areas might have have more missing data due to clouded skies or other factors that influence the satellite measurements.

6 Conclusion

In this paper we explored the possibility to automatically detect plumes generated by ships in the Mediterranean Sea. We gathered the required data and generated images possibly containing NO₂ plumes and applied multiple image pre-processing techniques to the data. After creating these images, we developed a setup for an efficient data labeling and then we labelled the data with either "plume" or "no plume". Afterwards, we train the CNN models on the dataset and produce the results. It turns out that the bilateral filter gives the best results, with the mean filter as a close second. We see that applying no filter will produce similar results as all other filters. Moran’s I filter performs the worst, however, all results are very close to each other. The reason all results are so close could be due to the fact that the classification task is a relatively easy one. The best combination was the Phan model with average pooling and a bilateral filter. Resulting in an accuracy of 95.99%. These results are fairly good. However, we must note that the images were carefully selected and labeled. Images that had too much missing data, or were too noisy were removed from the dataset. Removing these images of low quality resulted in a very clean dataset that was good for training a CNN model.

Overall this study has indicated that the problem of automatically detecting NO₂ plumes produced by ships and measured by satellite sensor can be solved by a CNN. However, more research is needed before this method can be used for the detection of high NO₂ producing ships on a global scale.

7 Future research

While the main focus of this paper was exploring whether it is possible to produce a model that can classify between a visible plume and a plume not distinguishable from the background, the bulk of this paper was to produce and label the data set the dataset. Therefore, the amount of different models trained is low. Future research could be exploring different model designs that include more hyper parameter optimization. It would also be interesting to apply different
auto-correlation techniques on the data before producing an image. Moran's I worked relatively well seeing how much different the Moran's I-filtered images were. It could be interesting to see if a model can be created that could distinguish between a clear image, and an unclear one. Then that model could be used to filter out such unwanted images, before applying this model.
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A Appendix

A.1 An example of the test set labelled ”plume”
A.2 An example of the test set labelled "no plume"