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Abstract

Systemic sclerosis or Scleroderma is a rheumatic autoimmune disease, characterized by

blood vessel abnormalities, and skin and internal organs fibrosis. Due to the complex

and varied symptoms that define the disorder, the therapeutic scheme applied to each

patient has to be highly personalized. In this work, we explore ways of detecting similarly

developed cases, with the potential of helping with the design of individual treatments. Our

input data contain high-dimensional fluorescent cellular images of endothelial cells exposed

to Systemic sclerosis perturbations. Usually, this kind of analysis starts with segmenting

individual cells from the input image and extracting a set of morphological characteristics

or measurements for each object. These values are aggregated on an image level to create

its signature. The resulting morphological profiles are finally clustered based on similarity.

We will deviate from this standard approach and investigate whether compressing the

input images into a lower-dimensional space can result in information-rich representations,

that could benefit the final patients clustering. We demonstrate that even with a limited

amount of data, we can isolate cases of Sceloderma with comparable severity levels.
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Chapter 1

Introduction

Systemic sclerosis or Scleroderma (SSc) is an autoimmune rheumatic disease characterised by vascular

damage (vasculopathy) and, skin and internal organs scarring (fibrosis). The interior of the blood vessels

is lined by a monolayer of endothelial cells (ECs), called the endothelium. An early pathological signal

in the development of Systemic sclerosis is the damage of this layer. Although SSc is not curable at the

moment, advancements in the medical field resulted in the possibility of attenuating or treating some of

the symptoms [1].

The goal of the current research is to investigate the methodologies of clustering Scleroderma patients.

We hypothesize that sub-grouping SSc patients based on the perturbations observed at the ECs level can

assist in the development of personalized therapeutic schemes. We specifically curate cellular images to

showcase vasculopathy.

Our hypothesis is open-ended as there is no rigorous method to determine the practicality of the

identified stratification. A medical specialist can only assess whether a specific association between

patients is reasonable based on experience. Additionally, there is a multitude of unobserved factors

(possibly unrelated to Systemic sclerosis) that could influence whether a therapeutic scheme would

indeed benefit each individual in a group. Nevertheless, we consider the study of our hypothesis

relevant, as it has the potential to unveil (subtle) similarities between samples, that could aid the design

of therapeutic strategies. Ideally, in case the discovered similarities seem convincing from a medical

point of view, such a research project could serve as the enabler for an extensive medical study that

attempts to ground the most prominent results into solid medical knowledge.

This research is developed in collaboration with the Leiden University Medical Center (LUMC). The

medical domain experts involved in the project provided a data set of high-dimensional cellular images

from both Systemic sclerosis (SSc) patients and healthy controls (HC).
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1.1 General approach

The analysis of the impact of a disease has on a cellular block is typically conducted at individual cell

level [2]. A series of single-cell phenotypic features deemed relevant for the given research are identified

and collected, with the assistance of a medical expert. These handcrafted features are further aggregated

for creating a morphological fingerprint for an entire specimen. The dimension of the morphological

fingerprint is equal to the cardinality of the set of features. This compressed representation is passed to

a machine learning algorithm that exploits distinctive phenotypic characteristics to construct clusters of

similarly developed cases. Given that there is no ground truth to be employed for guiding the clustering

algorithm or evaluating the resulting sub-groups, the study can be formulated in the machine learning

domain only as an unsupervised problem.

Data
manipulation Segmentation Feature

definition
Aggregation

Clustering
model

Cellular
images

Clusters

Cells
per image

Features
per cell

Features per image

Handcrafted features

Figure 1.1: Summary of the baseline approach. Cells are segmented from each image i, ci = {ci1 , ci2 , ..., cik
}, with

|ci| different for each image. Feature vectors fik
are defined for each individual cells. All the feature vectors

{ fi1 , fi2 , ..., fik
} for cells in the same image are aggregated, thus resulting in one feature vector fi per image. This

feature vector is used for clustering.

This methodology was shown to yield satisfactory outcomes [3–6]. However, several remarks can

be raised regarding the integrity of the derived clustering as a result of the way the morphological

fingerprints are built.

Firstly, the identified grouping is naturally highly dependent on the quality and relevance of the

handcrafted features. Defining a set of measurements that captures the main characteristics and

uniqueness of each sample can be laborious, most often confined by the developer’s intuition and

knowledge of both medical and machine learning domains. Omitting just a few discriminating features

can be detrimental for the results while including a plethora of features introduces the curse of

dimensionality [7].

Secondly, prevalent morphological characteristics of the cells can be weakened or even lost due to the

aggregation step. By employing a naive dimension-level aggregation, one assumes that the entire feature

variance present in a sample can be captured with only one value. Moreover, depending on the chosen

aggregation method, the summary statistics would be more or less susceptible to outliers and the overall

distribution. Defining a morphological fingerprint that captures the essence of all samples might require

a unique aggregation strategy per dimension. This is a non-trivial task that can easily translate into

over-engineering.
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1.2 Proposed methodology

In the present study, we aim to explore alternative approaches, based on the discovery of relevant patterns

or features rather than the employment of a rigid set of measurements. Namely, we replace the curated

morphological profiling step with a deep neural network capable of assembling lower-dimensional

representations (i.e. embeddings) of the input images. This adjustment intrinsically shifts the attention

from single-cell phenotypic features to the characteristics of the entire cell population present in a

sample.

Data
manipulation

Deep learning
model

Classification
Segmentation
Reconstruction

Clustering
model

Cellular
images

Outcome

Embeddings Clusters

Figure 1.2: Summary of the proposed methodology for defining clusters of Systemic sclerosis patients. The deep
learning model can have as objective to either classify, segment or reconstruct the input data.

Autoencoder neural networks are specifically popular for their ability to construct low-dimensional

representations of the received input data. The derived embeddings retain essential information for

reconstructing [8] the original data (up to a certain degree), or even constructing an improved version

of it (e.g. denoising [9]). There are previous attempts trying to make image representations extracted

using these networks suitable for data clustering [10]. A closely related methodology is to develop

a network that instead of specializing in reconstructing the image, can rather segment desire objects

out of it [11]. However, given the objectives of these networks, there is no intrinsic mechanism to

ensure that discriminating features between the SSc and HC samples are preserved, as they are not

significant for reconstruction. These features are nonetheless instrumental for our application. As the

clustering algorithm that processes the embeddings has to be unsupervised, we must ensure that the

representations sustain as much as possible the discovery of quality groups. Thus, it is preferred to

construct embeddings rich in discriminating features, as it has the potential to aid the stratification.

A promising approach regarding the preservation of discriminating features is to construct a supervised

classification model that can accurately distinguish between healthy and diseased samples. As the

weights of final layers in the model are particularly trained to heavily influence and support the

classification, we can use their activations as our encodings. Unfortunately, this method is more

demanding in terms of the amount of data than an autoencoder. Given the limited amount of data that

could be collected on the period of the research project, this aspect represents an impediment in the

progress of the study, as detailed in Chapter 6. While experimenting with artificially augmenting our

data set, we demonstrate that this method is also highly susceptible to overfitting when the variance of

data is low.

We implement the segmentation, reconstruction and classification approach, extract the associated
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embeddings for our cellular images, and use this representation as input for the clustering algorithm,

which has to find sub-groups of the SSc patients. We ultimately assess which one of these deep learning

approaches is better suited for deriving appropriate lower-dimensional representations for our study.

In the following chapters, we present both the biological and machine learning background information

necessary for a reader to comprehend the entirety of the paper. We further summarise relevant related

work and do a deep dive into the particularities of the data and the details of the methods used. We

present a series of experiments conducted for developing and assessing the alternative pipelines, discuss

their results, formulate the conclusions and future work opportunities.
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Chapter 2

Cell culture and data acquisition

The study of the phenotypic modifications occurred at cell level in the presence of chemical perturbations

gives the opportunity to advance the understanding of disease mechanisms [12]. As previously

introduced, endothelium injury is a pathological hallmark in the evolution of Systemic sclerosis. We

hypothesize that endothelial cell (EC) dysfunction in response to circulating metabolic or inflammatory

mediators is likely the main driver of the disease. Thus, treating cultured endothelial cells (ECs) with

plasma from confirmed Scleroderma patients offers access to controllable simulation of the disease.

Supplementing this with healthy controls treatment enables the possibility of comparative studies. The

specific type of cells used in this study are human umbilical vein endothelial cells (HUVEC), which are

ECs isolated from veins from the umbilical cord. The patients with increased fibrosis are considered to

be more severe cases (SSCHL).

These biological probes can be stained with fluorescent dyes and imaged using a high-throughput

microscope for generating cellular images with characteristics of interest highlighted. By visually

inspecting the samples, the medical specialists involved in the project have been able to identify two

indicators that can be used to detect the SSc samples:

• both the cell-borders and actin fibers have a more chaotic appearance

• the level of actin inside the cell increases, while in healthy cells the actin is mainly distributed

around the cell-borders

Based on these findings, we image the actin, borders and nuclei channels. Figure 2.1 offers an illustrative

example of extremely visually distinctive confocal images of Systemic sclerosis and healthy controls.

The extracted information is suitable for further investigation on the impact that the SSc perturbation

has on cell populations or for developing automated pipelines to identify the disease. The channels can

be either introduced into specialized software which produces information-rich singular cell profiles

(including features such as shape, intensity, texture features etc.) or into more complex machine learning
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(a) Systemic sclerosis. (b) Healthy control.

Figure 2.1: Comparative example of a systemic sclerosis sample and a healthy control. Illustrative 512× 1024 crops,
with the 3 channels (i.e. actin, borders, nuclei) merged into one image.

or deep learning models which are able to directly unveil meaningful insights from the entire confocal

image. An important particularity of this study is that the effects of the applied perturbation are not

localized and can be observed over the entire cell population.

An exhaustive protocol on setting up such a screening assay is detailed in [13]; the cell culturing,

imaging and profiling involved in our study closely follows the presented methodology.

2.1 Patients and healthy volunteers

Venous blood (K2EDTA) was obtained from Scleroderma patients (n = 10), and age-matched healthy

volunteers (n = 5). SSc patients met the criteria set by ACR/EULAR [14], and were all in the active

stage of the disease. Cells were removed by 15 minutes centrifugation at 2500×g. Platelet-free plasma

was obtained by centrifugation of the supernatant at 2500×g for 15 minutes, and stored at −80°C.

2.2 Cell culture

HUVECs were isolated from umbilical cords obtained from the department of obstetrics at the Leiden

University Medical Center, anonymized and under full consent of the parents, as previously described

[15]. Freshly isolated HUVECs were cultured in EGM-2 (PromoCell C-22111) supplemented with 1%

antibiotics for one passage and frozen for later use. For the plasma exposure experiments HUVECs

were thawed and cultured in 1% gelatin coated T25 flasks two days prior to seeding in the 96-wells

plate (Corning 4580). The glass surface of the 96-wells plate was coated according to [16]. In short, the

glass surface was incubated overnight with 0, 5% glutaraldehyde (Sigma Aldrich; G 400-4) in “water

for injection”, WFI (Ampuwa). Afterwards, wells were washed thoroughly with WFI and incubated

overnight with WFI. Prior to seeding, the glass surface was incubated with 1% gelatin in PBS for 30

minutes at 37°C. The gelatin solution was aspirated and the coating was cross-linked by incubation with

0, 5% glutaraldehyde in PBS for 20 minutes at room temperature. Afterwards the wells were washed

repeatedly with warm PBS, and incubated with 1% Glycine in PBS for 7 minutes to block any exposed

aldehyde groups. Wells were incubated with PBS for at least 4 hours before seeding the cells. HUVECs

were seeded near confluency at a density of 9000 cells/well in 100µL EGM-2 medium. Cells were
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cultured for 2 more days before exposure to allow for a quiet uniform monolayer to form.

2.3 Plasma exposure

To assess the differences between endothelial cell phenotype induced by healthy and Scleroderma

patient plasma, confluent HUVEC monolayers were exposed to 25% recalcified K2EDTA plasma from

either SSc patients or healthy controls for 18 hours. K2EDTA plasma was recalcified by adding 0.5 µM

recombinant Hirudin (ABCAM ab201396), 25 µg/ml CTI, 1.85 mM CaCl2 to a K2EDTA plasma volume

equaling 25% of the total sample volume. Endothelial cell basal medium (PromoCell) containing 1:100

ITS supplement (Gibco 41400) was added to obtain the final volume. 12.5 µM Compstatin was added to

prevent complement activation for some experiments. At most 8 technical replicates were made for each

plasma exposed HUVECs.

2.4 Immunofluorescent staining and imaging

Prior to fixation, cells were incubated with MitoTracker Deep Red FM (InVitrogen M22426) for 30

minutes. Cells were fixated by incubation with 3, 7% PFA + 0, 5% BSA in PBS for 15 minutes, washed,

and permeabilized by incubation with 0, 2% Triton X-100 in HBSS+ for 10 minutes. 10 minute blocking

by incubation with 5% BSA in HBSS+ was followed by a two hour long incubation with primary

antibody against VE-Cadherin (BD 555661, 2µg/ml in HBSS+ with 0.5% BSA). Cells were washed three

times with 5% BSA in HBSS+, and incubated with 488 Alexa-fluorophore labeled Donkey anti-mouse

secondary antibody (Invitrogen A-11001, 2µg/ml), 1:200 Rhodamine Phalloidin (Invitrogen R415), and

1:1000 HOECHST 33258 (Molecular Probes) in HBSS+ with 0, 5% BSA for one hour. Cells were washed

with blocking buffer, and stored under HBSS+. Max-projections of 11 z-steps at 0, 8µm intervals were

acquired using a high content confocal microscope (Molecular Devices, ImageXpress™ Micro Confocal)

at 20× magnification (Super Plan Fluor ELWD DM, NA = 0.45 and Nikon Plan Apo Lambda; NA

= 0.75), utilizing full resolution (2048× 2048) and dynamic range (16-bit). The objective lenses were

changed as the latter has an increased contrast and gathers 4× as much light as the other objective.

Dapi, FITC, TRITC, and CY5 channels were used to acquire nuclei, VE-Cadherin, F-actin, and mitochondria,

respectively. Four sites were imaged per well in a 2× 2 configuration spaced 200µm apart.

Due to the low intensity of the mitochondrial staining, mitochondrial structures were indiscernible

from the background signal. Therefore, mitochondria were not taken into account for the subsequent

analysis. Likely, the thiol-reactive nature of the Mitotracker Deep Red FM probe led to excessive binding

to cysteine residues of plasma albumin, lowering the overall availability of the probe for uptake by

the mitochondria. Unfortunately, using higher concentrations of Mitotracker Deep Red FM resulted in

undesired effect, e.g. mitochondrial stress, due to the high cytotoxicity of this probe.

7



(a) Nuclei channel. (b) Borders channel. (c) Actin channel.

Figure 2.2: Random sample from data set.

2.5 Image quality control and preprocessing

Images were checked for common artifacts, e.g. out-of-focus images, debris, clipping/saturation artifacts,

and clumped cell growth, using in-house routines. A focus-score metric defined as the slope of the radial

averaged log-log power spectrum- was obtained for each image, assuming a high ratio of high-frequency

components to low-frequency components for in-focus images [17,18]. For each image, median, standard

deviation, min(Q0.01), max(Q0.99), Q0.25, Q0.75, and total intensity values were computed. Results were

plotted in histograms comprised of all images for a given channel and plate to assess outliers [18].

Visual inspection of outliers was performed to assess image quality and the presence of artifacts before

discarding the image. Sites that contained failed images were discarded to prevent missing values.

To correct for uneven illumination and vignetting, artificial background images were constructed for

each channel and plate separately, using in-house routines. To cope with a small number of images

and/or the presence of bright structures, an iterative approach was used, loosely based on the approach

in [19]. In short, bright areas or debris was iteratively filtered out by first identifying areas with intensity

values 3×standard deviation above the local median value, and assigning these areas the intensity value

of the direct neighborhood. This procedure was repeated for several iterations, after which the median

weighted average of the images was computed and smoothed by a Gaussian filter. The correction image

was constructed by dividing the mean background value by the smoothed artificial background image.

All images in the corresponding channel and plate were multiplied by the correction image to obtain

the illumination corrected images.

All these preprocessing steps were applied in the laboratory, before the modelling phase was even

initiated.

2.6 Data set composition

After filtering the sites that contained artifacts, the final number of samples that the data set contains is

401. The final distribution of classes is 64% SSc samples and 36% controls.
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Each site is represented as an image with shape 3× 2048× 2048, with the 3 channels representing the

actin fibers, borders and nuclei of the cells. Figure 2.2 illustrates a random example from the final data set.

Based on the opinion of medical experts, our collection includes some SSc samples in which the disease

markers are highly distinguishable while in the majority of cases recognizing the examples originated

from patients and from the controls is quite challenging.
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Chapter 3

Machine Learning background

Machine learning is a branch of Artificial Intelligence that studies data-driven algorithms which try

to mimic human reasoning. The performance of these procedures is gradually improved based on the

knowledge extracted from input data.

In this chapter, we are going to discuss the machine learning concepts needed for a complete understanding

of the methods used in the current study. We start by covering basic techniques of introducing data

into the system. Afterwards, we present neural networks, a sub-type of machine learning algorithms

that serve as our principal method of constructing image embeddings. Because the data set that we

are using is rather small for the requirements of such techniques, we discuss ways to make neural

networks applicable in our scenario. We present two model training paradigms used in our pipeline

and evaluation tactics. We introduce data compression and the theoretical details behind the three

approaches that we used for implementing it. Finally, we discuss some clustering methods relevant to

our study.

3.1 Data usage

Typically when training any type of machine learning algorithms, the data has to be divided into three

sections:

• a training set - used for training the parameters of the model;

• a validation set - used for assessing the quality of last training epoch;

• a test set - used for defining the actual performance of the model; this set must contain only

examples unseen during the training process.

Cross-validation is an additional technique that aims to eliminate any bias that can occur due to a

fortunate split of the data set. This procedure is commonly applied for ensuring the correctness and

generalization of a model. The idea behind it is to first isolate your test set, and then train your model

10



with different train and validation splits. The final performance of the model is equal to the average

score of all the created instances.

3.2 Training procedures

Machine learning algorithms can be tuned according to two types of learning procedures, supervised

and unsupervised learning. Supervised learning is a technique in which an objective function is

optimized according to data labelled for a specific task. The algorithm is said to have successfully

converged when it is able to correctly generalize its knowledge on unseen examples. This methodology

is useful in problems such as classification or segmentation. In unsupervised learning, the model has

to uncover hidden structural components or patterns in unlabeled data, without receiving any ground

truth. Examples of tasks that employ this technique are clustering analysis and dimensionality reduction.

3.3 Performance evaluation

Evaluating the trained machine learning model is a vital part of developing a proper solution for any

given problem. This evaluation can be done using metric functions. The choice of metric function is

dependent on the task that the machine learning algorithm is trained to solve. However, the training

procedure should not have an impact, in this case. We introduce several metric functions relevant in the

following sections when discussing specific machine learning tasks.

3.4 Neural networks

Neural networks (NNs) are a special type of machine learning algorithm inspired by the connections

formed between neurons in the human brain. A general scheme of these networks is illustrated in

Figure 3.1.

...

...

...

x1

x2

xn

y1

yk

Input layer Hidden layer Output layer

Neurons
Input

features
Output
features

Figure 3.1: General scheme of neural networks.
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Neurons are the core elements in a neural network. They are arranged in interconnected layers. Any

layer of neurons presents between the first and last layer (input and output layer, respectively) is called

a hidden layer. Architectures with more than 1 hidden layer are considered to be deep learning models.

Each neuron applies a non-linear (activation) function on the weighted sum of its inputs. The weights

are randomly initiated, and updated during the biphasic training process of the algorithms: forward

propagation and backpropagation.

Forward propagation: The data is introduced into the network in batches. In this study, the procedure

employed for training neural networks follows the supervised learning approach. Thus, the

data is labelled. Each batch of data is propagated through the layers in order to compute the

corresponding predictions. An appropriate error is computed between the ground truth and the

predicted values, using a loss function. The goal is to minimize the error by gradually moving

towards a minimum of the loss function.

Backpropagation: The weights are modified by propagating backwards the error throughout the

network. This update is generally conducted using a variant of Gradient Descent. The derivatives

of the error with respect to each weight are computed, and the resulting gradients are subtracted

from the corresponding weights. The step size with which the optimization algorithm moves is

regulated by a learning rate. In the current research project, we use the Adam optimizer [20].

The magnitude of the learning rate can be fixed during the entire training process or it can fluctuate

between iterations or epochs, according to a learning rate scheduler. This update is generally defined

using parameters such as momentum or decay. In this project, we mainly use schedulers that update

the learning rate based on the number of steps taken, when a performance metric is not improving or

according to a cosine annealing schedule [21].

Neural networks can be used to model complex functions but, because of their capabilities, are more

data-hungry than general machine learning approaches. A complex model trained on a small amount of

data will likely overfit or learn a direct relationship between a specific sample and an outcome. Building

a simplistic model can result in underfitting the data or the inability of the model to approximate

the target function. Generally, there is considered to be a strong and direct correlation between the

dimension (and quality) of the data set and the performance of (deep) neural networks.

3.5 Transfer learning

An important technique that enables the applicability of powerful deep learning networks on small data

sets is transfer learning. The fundamental idea of this method is to train a neural network (initialized

with random weights) on a large data set, preferably related to the problem you are actually trying to

solve. Afterwards, (part of) these pre-trained weights are used as initialization for a model that is trained

on the initial (smaller) data set. The architecture of the target model can differ from the pre-trained one,
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but it must encapsulate the layers whose weights one wants to preserve. The pre-trained weights can be

frozen, thus the backpropagation process will only affect the newly added layers, or they can be further

fine-tuned on the small data set.

3.6 Data compression

The goal of the current research is to investigate ways to cluster Systemic sclerosis patients using models

able to interpret information from the entire high-dimensional cellular images.

Directly clustering high-dimensional data comes with several challenges, which are generally referred

to as the curse of dimensionality [7]. The clustering algorithms aim to group the observations based on

relevant attributes. As the dimensionality of the data increases, identifying these meaningful attributes

becomes more difficult. Furthermore, with a larger number of features the possibility of correlation

increases. Thus, a common first step in clustering high-dimensional data is to apply a method for

representing this data in a lower-dimensional space, in order to alleviate (part of) these issues.

The most prominent dimensionality reduction technique is principal component analysis (PCA) [22].

PCA reduces the dimensionality of the data by projecting the data points in directions that maximize the

retained variance. The particularity of PCA that limits its applicability in our case is that it is agnostic to

the locality, thus the positioning of the pixels in the images is completely neglected.

A different approach for encoding the images is to allow a neural network to learn meaningful

representations of the data, that can aid the target task (i.e. clustering). Generally, the network learns

the required encodings while training to perform a surrogate task, such as image classification,

reconstruction or semantic segmentation. Activations of any of the layers in this network can be

perceived as eligible embedding, as long as the shape is lower-dimensional than the input data.

We further introduce each of the mentioned surrogate tasks in the context of machine learning and

explain their corresponding training details and evaluation methods.

3.7 Image classification

The classification task refers to a problem where a predictive model is trained to assign labels to the

input data. This is a supervised learning task and the training of such networks follows the procedure

previously detailed, where a loss function has to be employed during the training process. One of the

possible candidates for this is cross-entropy:

H(P, Q) = − ∑
x∈X

P(x) ∗ log(Q(x)) (3.1)
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where X is a set of examples, P(x) is the one-hot encoding of the true label of example x and Q(x)

is the probability of example x being each of the considered classes, as returned by the model. The

cross-entropy function is easily adaptable to the binary classification case.

In the case of k-class problem, with k > 2, trying to maximize the likelihood of the correct class given a

sample can result in a longer training time and an overly confident model, less capable of generalization.

In order to alleviate this issue, one can use the label smoothing regularization technique [23]. Assuming

a small smoothing factor ε is set, the hard targets, 1 for the true classes and 0 for the other labels, are

replaced with 1− ε and ε/(k− 1).

In terms of evaluating a classification model, there are several metrics that can be used. Before defining

the metric functions of interest for our study, we need to introduce the following terminology.

Let’s assume that we trained a model to recognize samples coming from patients with a particular

disease. Thus, the algorithm classifies a sample as either disease, the positive class, or healthy, the

negative class. The nature of the data is not relevant for this example. A prediction made by a model on

a specific test observation can fall into one of the 4 categories:

True positive (TP): correctly diagnosed positive sample.
True negative (TN): correctly diagnosed negative sample.
False positive (FP): negative sample labeled as positive.
False negative (FN): positive sample labeled as negative.

With this terminology in place, we can now define a series of metrics that can be employed evaluation

for binary classifiers. Table 3.1 provides a list of several auxiliary metrics that can be employed in such a

binary classification problem.

For a multi-class scenario, the recall, precision and F-score are calculated with respect to each individual

class and then averaged in order to compute the overall performance of the model.

Metric
name

Formula Description

Accuracy TP+TN
TP+TN+FP+FN Percentage of correctly classified examples.

Recall TP
TP+FN Percentage of correctly diagnosed samples out of all

the positive examples.

Precision TP
TP+FP Percentage of correctly diagnosed samples out of all

the positively diagnosed examples.

F-score (1 + β2)× precision×recall
β2×precision+recall Weighted harmonic mean of recall and precision.

β is a positive real number that indicates the
importance of recall relative to precision. The most
common value for β is 1, which indicates that both
recall and precision are as important.

Table 3.1: Metric functions used for evaluating classification model.
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To benchmark neural network classifiers, one can standardize machine learning algorithms such as

support vector machines (SVMs) [24]. In the context of linear binary classification, the algorithm aims

to find the hyperplane, named decision boundary, that maximizes the distances between the points

associated with each class. Nonlinear classification problems can be solved using a kernel trick, that

translates the data points into a feature space where the linear approach is applicable.

3.8 Image reconstruction

Image reconstruction involves compressing the input into a lower-dimensional space, and then trying to

build up a higher-dimensional representation from this restricted encoding, that resembles as closely

as possible the original data (see Figure 3.2). Details are lost in accordance with how restrictive the

encoding space is defined to be. The neural networks that implement such an algorithm are called

autoencoders. As this is a standard way to compress information using deep learning, we are interested

in its suitability for embedding our cellular images.

Encoder

Bottleneck

Decoder

Input image Encoding Reconstruction

High-dimensional space
C × H ×W

e.g. C = 3

Lower-dimensional space
E

High-dimensional space
C × H ×W

Compression Up-scaling

Figure 3.2: Summary of the reconstruction pipeline and general autoencoder architecture.

Even though this class of models are considered to fit into the unsupervised learning paradigm, as they

do not require labelled data, their optimization process still follows the supervised learning approach.

During the training of autoencoders, the distance between the original image and the reconstruction has

to be minimized. A loss function that can be used is a pixel-level version of the mean-squared error

(MSE):

MSE =
1
N
×

N

∑
n

H

∑
i

W

∑
j
(yni,j − ŷni,j)

2 (3.2)

where N is the number of samples in the data set, H and W are the height and width of one sample, yn

is the ground truth of the n-th sample and ŷn is the predicted value.
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3.9 Semantic segmentation

Semantic segmentation is the process of classifying individual pixels in an input image as belonging to a

specific class. We are interested in applying this technique for segmenting the actin fibers, such that the

data representations computed throughout the model will intrinsically encapsulate information about

the positing of the actin. This information is of interest as it exposes one of the indicators mentioned in

Chapter 2 for identifying samples from SSc patients.

The output of a neural network that performs such a task is a pixel-wise probability distribution over

the classes that a pixel can be a part of. In the nuclei segmentation example, one pixel can only take two

values, as it can be part of either the background (0) or nuclei (1). The ground truth in this example

needs to be a binary map, with a value of 1 on the positions where nuclei are placed.

Cross-entropy can be again used for calculating the segmentation performance. Another popular choice

is the dice loss.

An evaluation metric that can be applied to measure the accuracy of a segmentation model is the Jaccard

index or Intersection-over-Union (IoU). The standard accuracy is not a useful metric in this case as

it is not suitable for problems that involve class imbalance, such as semantic segmentation. IoU has

generally been defined as the intersection of the percentage of overlap between the ground truth and

the prediction. In the context of semantic segmentation, IoU can be redefined at a class level as shown

in eq. (3.3).

IoUk =
TPk

TPk + FPk + FNk
, where k is a class. (3.3)

The overall performance of the model is then calculated as the average of the class-level IoUs. However,

there are cases, such as the binary semantic segmentation of nuclei, in which the IoU for the nuclei class

might be sufficiently informative.

3.10 Clustering techniques

Clustering analysis is a machine learning technique with the goal of discovering legitimate groupings of

the data. There are numerous types of clustering approaches, but, due to the specific of our study, we

focus specifically on unsupervised variants such as connectivity-based and centroid-based methods.

3.10.1 Connectivity-based clustering

Connectivity-based clustering or hierarchical clustering is a class method that provides a hierarchy of

samples based on their distance to each other, instead of definitive clusters. This family of algorithms is

divided into two types:

1. Divisive approach: the algorithm starts with the complete set of data and iteratively connects

samples based on their distance.
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2. Agglomerative clustering: a single element is used as a starting point and the rest of the samples

are aggregated to it, on a distance-based, to form clusters.

One particularity of hierarchical clustering is that the number of clusters is not required for training. A

cut has to be made at the desired level in the hierarchy in order to obtain samples grouping. This is

especially useful in more exploratory applications, where there is no strict requirement on the number

of clusters.

The algorithms naturally require the definition of a distance metric, but also the choice of a linkage

criterion. This criterion specifies the rule based on which connections between samples are formed.

Common linkage criteria are:

1. Single-linkage criterion which combines at each step the clusters with the minimum distance

between all elements in the two sets.

2. Maximum or complete linkage criterion aggregates the clusters with the maximum distance

between all the elements.

3. Average linkage criterion which combines clusters based on the average distance between the

elements in the two sets.

3.10.2 Centroid-based clustering

Centroid-based clustering assumes that clusters can be represented by a central vector. The observations

in data that are closest to this vector are considered to be part of the corresponding cluster. This approach

requires as parameters the desired number of clusters k.

K-means clustering is an algorithm representative of this approach. Firstly, k random cluster centre

points (centroids) are defined. The centroids do not have to be observations in the data set. Then, the

centroids are iteratively updated such that the squared distances between elements assigned to the

cluster and its centre are minimized. The algorithm converges when the centroids are not updating

anymore.

3.10.3 Clustering evaluations

The evaluation of clustering algorithms focuses on the degree of separation between clusters or the

similarity of the samples that are grouped together.

The Silhouette Coefficient can be used to assess how well the clusters are defined when there are

no ground truth labels. It is calculated using the equation (b − a)/max(a, b), where a is the mean

intra-cluster distance (i.e. distance between the points within a cluster) and b is the mean inter-cluster

distance (i.e. distance between clusters). The Silhouette score ranges between [−1, 1] with 1 defining

well-separated groups, 0 indicating coinciding clusters and −1 describing wrongly assigned clusters.

Davie-Bouldin score [25] is another cluster separation metric which computes the average similarity
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scores between pairs of clusters. The similarity is the ratio of intra-cluster and inter-cluster distances.

The lowest the scores, the better the performance.

Homogeneity and completeness are two metrics that requires a labelled data set. The maximum

homogeneity score is obtained when each cluster is formed only from elements with the same label,

while completeness score is maximal when examples from a specific class are associated to the same

cluster. Both metrics are based on the normalized conditional entropy measures.

Finally, V-Measure is the harmonic mean between the homogeneity and completeness scores.

18



Chapter 4

Related work

Morphological profiles of high-throughput fluorescent cellular images are regularly defined using

aggregated values of handpicked features or measurements of segmented cells [13]. These signatures

were used for various analyses from annotating genes [26], identifying relationships between genes

[27, 28], discovering similarities between different compounds [29], etc. These phenotype profiles are

nonetheless a collection of features that summarize, in a restrictive manner, the relevant information in

the input images in a compressed space.

Automatically constructing lower-dimensional representations of images using neural networks is an

established technique for dimensionality reduction [30,31], which starts to be embraced by the biological

imaging field. The encodings can be tailored towards specific goals [32, 33], according to the underlying

mathematical understanding of the objective functions used to train the deep learning models. In

previous work, multiple ways of computing lower-dimensional representations of different medical

images were explored.

Embeddings were previously extracted using models such as recurrent neural networks [34] or siamese

convolutional networks [35]. The authors used these representations as a way of retrieving images of

similarly developed medical cases [36, 37]. These approaches demonstrate the similarity property that

the encodings can encapsulate. Being able to define similarity measures between embeddings is vital for

successfully applying clustering algorithms on these lower-dimensional representations.

As such, autoencoders are a popular option for learning feature representations of high-content

fluorescent screening. Protein expression patterns of single cells were previously extracted using

convolutional autoencoders. Based on them, human proteins could have been examined using hierarchical

clustering [38]. The neural network was trained using a pixel-wise mean-squared objective function.

Moreover, HeLa cells exposed to various RNAi genes depletion were clustered for observing similarities

between the induced abnormal phenotypes. The features necessary for clustering were defined on a

single-cell level using an autoencoder architecture [39], with the sum of residuals between the input and
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output data as the loss function.

Morphological profiles of entire high-throughput cellular images depicting drug inducted genetic

perturbations of cancer cells were extracted using an Inception-v3 classifier [40] pre-trained on ImageNet

[41]. The segmentation step of singular cells was omitted. Thus, the solution considered the entire

confocal images. The neural network was not fine-tuned on the target data set. The final linear layer of

the model, in charge of classification, was removed, and the classification task was eventually performed

using a 1-nearest neighbour approach on the activations of the penultimate layer of the network, for

comparison to previous results [42]. Additionally, in [43] transfer learning approaches were tested

on several neural network architectures for classifying mechanisms of action (MoAs) of breast cancer

cells. However, differences in the acquisition and staining processes of confocal images can deter the

pre-trained models’ generalization [44]. Adapting the weights to a different domain may lead to an

undesired drop in performance or to limited improvements.

Convolutional neural networks classifiers were successfully used to learn discriminative feature

representations of generic visual recognition tasks [45]. Thus, applying such architectures to medical

images is a promising avenue. Lower-dimensional encodings of genetic perturbations on various human

cells (including HUVEC) were created using an adapted version of the DenseNet-161 classifier [46].

These embeddings were further used for varied types of analysis including hierarchical clustering of

similarities between endothelial cells treated with different growth factors [47].
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Chapter 5

Methods

In this chapter, we explore the exact methodology used for developing a deep learning solution for

clustering Systemic sclerosis patients. Figure 5.1 illustrates the complete pipeline. Each component is

elaborated on in the following sections.

Pre-processing Augmentation Deep learning
model

Classification
Segmentation
Reconstruction

Clustering
model

Cellular
images

Embeddings
Clusters

Data manipulation

Figure 5.1: Complete scheme for the proposed solution for defining clusters of Systemic sclerosis patients. The deep
learning model can have as objective to either classify, segment or reconstruct the input data.

5.1 Data preprocessing

The first step in our pipeline is data preprocessing, which consists of 5 transformations, as depicted in

Figure 5.2. The preprocessing is meant to clear out as much as possible from the artifacts and noise in

the confocal images.

Outlier
extraction*

Subtract
background Median filter

Total variation
denoising Center Crop

Jython ImageJ Python

Figure 5.2: Pipeline used for data preprocessing. Part of the pipeline was implemented in Jython scripts using
ImageJ pre-defined functions, and part in Python.

The outlier extraction helps us eliminate the debris that can be interpreted as useful information

(small nuclei or cells). We use a selective median filter for this step. For each pixel, the median of
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(a) (Objective lenses 1) 150× 150 patch
of the nuclei channel of a raw image.

(b) (Objective lenses 1) The nuclei
channel after applying outliers
extraction, background subtraction
and median filter.

(c) (Objective lenses 1) The nuclei
channel after total variation denoising.

(d) (Objective lenses 2) 150× 150 patch
of the nuclei channel of a raw image.

(e) (Objective lenses 2) The nuclei
channel after applying outliers
extraction, background subtraction
and median filter.

(f) (Objective lenses 2) The nuclei
channel after total variation denoising.

Figure 5.3: Example of results of different pre-processing steps on samples images with each objective lenses. Color
map added to emphasize the differences.

its surroundings is calculated. If the deviation of the intensity of a pixel from the computed median

value exceeds a pre-set threshold, the pixel is replaced with the localized median. We apply the outlier

extraction filter only on the nuclei and borders channels. On the nuclei channel, the localized median is

computed on a 10 pixels radius and brighter pixels, with a deviation of at least 50, are modified. For the

borders channel, the radius is increased to 50 and the intensity threshold to 2 000.

The background subtraction and median filter transformations are used to further eliminate granular

noise. We use background subtraction based on the ”rolling ball” algorithm introduced in [48] with a

rolling of 50. The median filter is applied with a small radius of 2, as we do not want the details to be

blurred too much.

As noted in Chapter 2, two objectives were used during the data acquisition phase. While using the

20× Super Plan Fluor ELWD DM with NA = 0.45, problems with condensation were encountered.

Thus, part of the data set ended up being noisier. In the comparative example in Figure 5.3, it can be

seen that the differences between the two subsets are not fully attenuated after applying the first three

transformations. In order to bring the images closer, a final denoising step is applied. After testing

22



Random
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Center Crop

Test samples
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Figure 5.4: Pipeline used for data augmentation. The augmentations applied on validation and test samples have
to preserve more from the original characteristics of images. The augmentations applied on test examples are
restricted to just simple cropping and normalization.

various methods, we settled on a total variation denoising approach, as implemented in skimage1.

The last preprocessing transformation applied is simple cropping at the centre, to shape 1536× 1536.

Because of the acquisition equipment and procedure, the raw samples have the tendency to be more

out-of-focus towards the margins. By centre cropping, we ensure that the information passed to the

models is more uniform in this sense.

All the hyper-parameters used during the preprocessing phase were determined empirically.

5.2 Data augmentation

In Section 2.6 we detailed the composition of the data set, with the final size of 401 3-channel confocal

images. Because the number of samples is rather small for properly training a neural network, we have

to apply several augmentation steps (see Figure 5.4). While augmenting, we also ensure that the final

shape of the images (Hin, Win) matches the neural network’s definition, with Hin being the height of the

image and Win, the width.

For the training subset, we crop a random segment of the image, with the aspect ratio preserved at a scale

∼ U (0.5, 1), using nearest-neighbour interpolation. The crop is further resized to the necessary shape

(Hin, Win). Next, we apply a rotation at a random angle, multiple of 90◦. Horizontal and vertical flips

are performed with a probability of 0.5 each. The images are then normalized. This step is commonly

used in machine learning, as it helps with the convergence of the model [49]. We normalize each channel

in an observation to N (0, 1). Considering c to be a channel in a random sample I, the normalization

can be formalized as (c− c̄)/σ(c), with c̄ being the mean value in c and σ(c), the standard deviation.

The validation images are cropped at the centre, randomly rotated, flipped and normalized. In this

manner, we still increase the number of samples, while preserving the original aspect ratio. Increasing

1Total variance denoising function implementation in skimage: https://scikit-image.org/docs/dev/api/skimage.

restoration.html#skimage.restoration.denoise_tv_chambolle.
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the size of the validation set helps the gradient descent algorithm to perform smoother updates, as we

can create more and larger batches.

The images reserved for testing are the only centre cropped and normalized, as we want to calculate the

final performance of the model only on original samples.

5.3 Neural networks for extracting embeddings

At this stage, the shape of the samples is equal to 3× 1536× 1536. This dimension is too high for the

data to be directly served as input into a clustering model, as explained in Section 3.6. Thus, we need to

construct a model which creates lower-dimensional representations of the images, while preserving

relevant features. The goal of this research project is to cluster Scleroderma patients based on the

similarities in the abnormalities observed in ECs. In this context, the term ”relevant” refers to the

information that can help with grouping similar samples.

As previously mentioned, the simplest approach that can be followed for creating these encodings is to

reshape each sample into a single-dimensional array and apply the PCA algorithm on the flattened forms.

The dimensions that explain a sufficient fraction of the variance in the samples can be concatenated into

lower-dimensional embeddings. We consider the clusters generated using this technique as one of the

benchmarks in our experiments.

A more advanced procedure is to build a neural network whose activations of an internal layer can

be extracted as embeddings. This introduces a restriction on the architecture: to include at least one

block that constructs a lower-dimensional representation of the data. The neural network is optimized

to perform a surrogate goal and the corresponding encodings are used as input for a clustering model.

We investigate the effectiveness of the embeddings extracted using three different surrogate tasks: actin

segmentation, image reconstruction, and binary classification. We implement each of these options and

conduct experiments to determine which of them are appropriate solutions for our case study.

5.3.1 Segmentation approach

Developing a segmentation network is equivalent to training a model to separate areas of interest from

an image. Following the insights received from the medical professionals at LUMC (see Chapter 2) on

the characteristics that can be used to visually identify a Systemic sclerosis sample, we develop a model

for segmenting the actin present inside the cells. We aim to disregard the actin present on the borders of

the cells.

Training the model requires both the confocal images and the corresponding expected outputs, as it is a

supervised process (see Section 3.9). In our case, the input data is composed of the borders and actin

channels. The intuition behind using also the borders channel is that we want to provide the necessary

information for identifying the borders and neglecting the actin present on them.
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(a) Random size patch from the nuclei
channel

(b) Otsu thresholding, morphological
opening, fill holes

(c) Chamfer distance map (d) Watershed segmentation and kill
borders

Figure 5.5: Steps in manual nuclei semantic segmentation.

Naturally, we adopt the U-Net as our choice of architecture for segmentation. As the originally proposed

model was developed to segment only nuclei, we need to adapt the solution to accommodate our

problem. The implementation that we opted for is a multi-channel adaptation of the original U-Net

architecture. Basically, the only modification is to change the input layer to accept multiple channels. We

tile the input channels to 512× 512. As explained in Chapter 2, the cellular modifications introduced

by the Systemic sclerosis perturbations are distributed in the entire sample. Thus, cropping a smaller

region from the original confocal image does no result in crucial information loss.

Ground truth

The U-Net computes the probability distribution of pixels to be part of the background/border (0) or to

be actin (1). The output has the same shape as the input channels. The definition of a proper ground

truth requires the development of a deterministic segmentation pipeline for both the borders and actin

channels. The computation of each binary mask in this section starts from the channels pre-processed as

detailed in Section 5.1.

For detecting the borders of the cells, we guide the identification of the individual cells by nuclei

positioning. A Voronoi-based segmentation [50] that uses already identified nuclei seed2 can be applied

in this regard. The algorithm divides an image into adjacent areas around each seed (i.e. Voronoi cells),

which contain all the points closest to particular nuclei. The lines that separate the Voronoi cells coincide

with the cell borders and are interpreted as the borders mask.

The steps in nuclei semantic segmentation are illustrated in Figure 5.5. We first apply a standard Otsu

2Voronoi-based segmentation implementation in R: https://rdrr.io/bioc/EBImage/man/propagate.html.
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(a) 512× 512 patch of actin channel. (b) Actin binary map.

(c) 512× 512 patch of borders channel. (d) Borders binary map.

(e) Actin inside the cells binary map.
Binary ‘and‘ operation between the
actin and borders binary maps.

Figure 5.6: Steps in defining the segmentation ground truth (actin inside the cells binary map) for a random
512× 512 patch, and its associated weight map.

thresholding [51] on the nuclei channel. The method returns one value that separates the intensities

in the actin channel into two classes (actin fibres and background) such that the inter-class variance is

maximized or the intra-class variance is minimized. This threshold is then used to define a binary mask.

To filter out granular impurities we apply a morphological opening, with a circle structural element

with a radius of 3. The holes that can occur inside the isolated nuclei are removed using a flood-fill

approach. As there is a possibility for touching nuclei, we apply the watershed segmentation [52] with

dynamic 1 and 4-pixel connectivity on the inverse Chamfer distance map transform of the binary map3.

The inverse Chamfer distance map is computed with normalized Chessknight weights and 32-bit output

format. The individual nuclei are labelled and we clear the incomplete nuclei visible on the borders.

We use the resulting nuclei binary masks as seeds for the Voronoi-based segmentation. The output is a

second binary mask with information only on the regions that correspond to the borders of the cells

(Figure 5.6c).

The actin information is extracted by simply applying the Otsu thresholding on the nuclei channel

(Figure 5.6b). The ground truth definition for the semantic segmentation of the actin inside the cells is

finalized by applying a binary ’and’ operation between the actin and borders binary masks (Figure 5.6e).

Following the methodology in [11], we define a weight map that assigns an importance score to each

pixel in the ground truth map (Figure 5.7). This score is taken into account for loss computation. In our

3Distance map watershed segmentation documentation: https://imagej.net/plugins/distance-transform-watershed
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(a) Actin inside the cells binary map. (b) Pixel-level weight map.

Figure 5.7: Segmentation ground truth for a random 512× 512 patch, and its associated weight map.

case, we assign increased importance to the pixels that depict the cell borders and the actin.

In Section 6.1 analyze our results from applying this segmentation approach and discuss how suitable

this class of models is for image encoding construction.

5.3.2 Reconstruction approach

In Chapter 3 we introduce the concept of image reconstruction task and present a state-of-the-art class

of neural networks for solving it in Chapter 4. The reconstruction problem can be summarized in two

phases: the encoding step, where the input data is compressed into a lower-dimensional space (generally

one dimensional), and the decoder step, within which the network tries to expand the information in

the latent space to an image that resembles as closes as possible the original one. The output image is

directly compared to the corresponding input channel.

Although generally, such networks can comfortably handle 3-channel input images, the nature of the

information depicted in our samples made it challenging to find an autoencoder architecture that

could properly reconstruct the entire sample at once. In our case, each channel represents the complete

characteristics of a biological sample. When proving all 3 channels as input for the autoencoder,

we observed that the network would direct its focus on a single channel (i.e. the nuclei one) and

optimize the reconstruction of it. Thus, we opted for training one autoencoder per channel and

define the final embedding of the sample as ei = eactini ‖ ebordersi
‖ enucleii , where operator ‖ denotes

the vectors concatenation function, ei is the embedding for the entire sample and echanneli
are the

encodings constructed for each individual channel in the current sample. The specific order in which

one chooses to concatenate the vectors (in our example: actin→ borders→ nuclei) does not influence the

clustering performance. However, the ordering has to be preserved during the whole experimentation

for consistency reasons.

The architecture we adopted follows the encoder-decoder paradigm, and it is illustrated in Figure 5.8.

We opted for input image patches of 256× 256, softmax as the output activation function and MSE as
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the reconstruction loss.

Convolutional layer

LeakyRelu

Dropout

Input
1× 256× 256

Convolutional layer

LeakyRelu

Dropout

Dropout

LeakyRelu

Transpose layer

Softmax

Transpose layer

Output probability
2× 256× 256

. . . . . .

Flatten

Linear layer
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LeakyRelu

Linear layer
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(C− 1)×
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Figure 5.8: Architecture of the autoencoder used for reconstructing all the channels. Softmax outputs the probability
distribution of each pixel being either background or object of interest. The transpose layer implements the transpose
convolution operation [53]. We use C = 4 and L = 2. The last linear block in the encoder must output a feature
vector with the dimensionality equal to the desired embedding size. The dropout rate is 0.4.

5.3.3 Classification approach

The last procedure that we employ for constructing the necessary sample embeddings is a classification

approach. The neural network is designed to solve a binary classification task, namely to predict whether

a sample is treated with plasma from a Systemic sclerosis patient or healthy control. The architecture

has to contain a block of layers whose output features have the shape of the desired embedding. This

block helps the classification, as its weights are still trained during backpropagation, and it also serves

as a proxy for us to extract the embeddings.

Custom classifier

In order to get a sense of the behaviour of our data set as the input for a classifier, we started by

constructing a small custom architecture, shown in Figure 5.9.

The network starts with a series of convolutional blocks, designed to gradually reduce the dimensionality

of the data by a factor of 2. The first convolutional layer receives 3 input channels and outputs 256. The

following convolutional layers have the number of output channels equal to half of the number of the

input channel. All convolutional layers have kernel size (3, 3), stride (1, 1), padding (1, 1) and use Leaky

ReLU [54, 55] as activation. They are accompanied by both batch normalization operations [56] and
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Figure 5.9: General scheme of the classifier architecture. In our experiments N = 8 and M = 2. The dropout rate is
0.4.

dropout regularization [57], due to the restrictive size of the data set. The max-pooling layers shrink the

dimensionality of the input by a factor of 2. The following two linear layers output 64 and embedding size

features, respectively. They use Leaky ReLU as activation. The final layer is a linear layer with sigmoid

activation, as the classifier is trained to perform binary classification.

Pre-trained variants

There are a variety of powerful state-of-the-art classification models that hold impressive results in a

variety of problems, such as DenseNet [46], ResNet [58], EfficientNet [59], to name a few. We expect

using these networks to favour a better separation of our classes and, in turn, a higher classification

performance. However, applying such complex models directly to our samples is quite challenging, as

they are not developed for small data collections: the number of weights to be tuned is high and the

regularization is generally quite modest for our requirements. Augmenting the samples to a quantity

appropriate for training these neural networks results in creating a low variance data set, which in turn

prompts overfitting. In order to be able to use such powerful networks, we need to make use of transfer

learning (see Section 3.5). Figure 5.10 showcases the general architecture of the classifier model which

includes a pre-trained model.

The fastest way to integrate transfer learning into the pipeline is to employ available pre-trained models

on ImageNet [41]. Although this data set does not resemble the nature of our cellular images, using the

weights from pre-trained models on it as a starting point could offer a better initialization than random.

The overfitting encountered during fine-tuning shrank the set of architectures that were capable to

handle our data set. After testing multiple networks, we settled on the DenseNet-121 architecture, as

the overfitting was more controllable than in any other case. We use binary-cross entropy as the loss
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Input
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×M

Figure 5.10: General scheme of classifier including pre-trained model. One of the M Leaky ReLU activated linear
layers must have the dimension of the output features equal to the desired embedding size.

function. We set the number of linear blocks following the pre-trained model M = 1.

Nevertheless, a more rigorous approach is to pre-train a model on a large collection of images that

relates at some level to our data. As our acquisition process, samples and end-goal problem are highly

specialized, we consider as good enough candidates any high-resolution confocal images collections,

that contain, besides the nuclei channel, at least another channel resembling the actin or borders ones.

The closest data set that we have been able to find is the RxRx1 CellSignal 2019 data set4, which depicts

drug inducted genetic perturbations on human cells. The linked task is the detection of the type of

perturbation applied at the sample level. There are 1 139 possible classes (including controls). We tried

to pre-train different state-of-the-art architectures on this data set and then fine-tune the weights on our

smaller collection. We used cross-entropy with label smoothing regularization (see Chapter 3). Although

the loss function seemed to have a less extreme variation, the final performance of the target model

did not improve. An important note here is that due to time constraints, we did not invest a lot in

optimizing the pre-trained model, which might have in turn hindered the potential of this experiment.

5.4 Clustering algorithms

Lower-dimensional representations of the samples are obtained using each of the presented methodologies.

The embeddings are defined at a well-level. As we mentioned in 2, a biological sample is cultured in a

well and for each well, we imaged at most 4 non-overlapping sites. This means that one biological sample

corresponds to at most 4 unique observations in our data set (thus, at most 4 encoding representations).

We apply the median over the embeddings associated with different sites of the same well to obtain the

4Original source of the data set and complete description: https://www.rxrx.ai/rxrx1.
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final sample embedding.

We first analyse whether the information encapsulated in the embeddings retain sufficient discriminating

features to be able to form two clusters with high ground truth class homogeneity. Thus, we check if

we can construct, based on the encodings, one cluster with the class majority being Systemic sclerosis

samples and another one, with the control observations. We implement this using the K-means algorithm

with k = 2.

We then apply hierarchical clustering to finally try to check whether we can identifying pertinent

subgroups in our data. We assess the resulting clusters based on the homogeneity, completeness,

Silhouette and Davies-Bouldin scores.
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Chapter 6

Experiments

In this section, we describe the experimental settings tested for defining lower-dimensional representation

of the cellular images and sub-groups of patients and controls. We start by investigating how suitable

models performing segmentation are for constructing image embeddings. Then we experiment with

both reconstruction and classification architectures. We train neural networks for both tasks on data

sets augmented at different degrees and then define the image embeddings for our unaltered input

images. We develop baseline embeddings by directly applying PCA. We verify that the encodings still

contain features that discriminate between SSc and HC samples by training a simple SVM classifier and

constructing a two-class clustering using K-means. Finally, we develop dendrograms using the image

representations extracted from the neural networks.

6.1 Segmentation experiment

Training a deep learning model for segmenting the actin inside the cells proved to be a quite difficult

problem, due to the delicate details in the input channels (i.e. actin and borders). Constructing a larger

data set, through acquisition and/or augmentation could lead to better convergence. However, the

method would still not be suitable for our use case, due to some architectural technicalities in the U-Net.

The initial reason for training the deep learning model was to be able to encode the initial confocal

images into a lower-dimensional space. Given the general architecture of the U-Net follows the standard

autoencoder structure (see Figure 3.2), the final layer in the encoder could be perceived as a viable

source for image encodings. However, by simply computing the output shape of this layer, one can

determine that the actual representation at that level is inherently higher-dimensional than the input.

The complete input shape for our U-Net model is 2× 512× 512. By simply serializing this representation

we obtain a vector of 2× 130 000 features. The encoder’s output has a shape of 1024× 32× 32, which

converts into a vector with over 1 million features. Adding more blocks to the encoder further increases
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(a) Actin reconstruction. (b) Borders reconstruction. (c) Nuclei reconstruction.

Figure 6.1: Example of the channels reconstruction achieved with

this number. Due to this dimensionality expansion, we conclude that the U-Net architecture is not

suitable for extracting lower-dimensional representations of our data.

6.2 Reconstruction experiment

We train three individual autoencoders for each channel: nuclei, actin and borders. We use random crops

from the augmented samples with a shape of 256× 256. The reconstruction of the borders and especially

the actin channels are more challenging, due to the high amount of fine details. The size of the bottleneck

is tuned to 256 such that the reconstruction for all channels is possible and the dimensionality of the

encoding is kept relatively low. The channel embeddings extract for different sites of the same well

are averaged. We finally concatenate the channel encodings into a single one-dimensional embedding.

This process results in 103 sample embeddings with a size of 768. Figure 6.1 showcases an example of

sample reconstruction.

We first apply SVM with a 5-fold cross-validation scheme to check whether we can discriminate between

the two classes in our data set using the embeddings generated with autoencoders. The accuracy of the

model is 63.5%.

We use PCA to extract the first two principal components and be able to visualize the results of

the clustering. We apply two clusters K-means Figure 6.2a, based on the euclidean distance, and a

dendrogram Figure 6.3a, with the cosine distance as metric. The associated metrics are included in
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Image embeddings from

PCA Autoencoder Custom classifier DenseNet classifier

Cluster size
Cluster 1 37 16 12 41

Cluster 2 66 87 91 62

Homogeneity score 0.0024 0.0037 0.2171 0.2499

Completeness score 0.0024 0.0055 0.2464 0.2427

V-Measure 0.0024 0.0044 0.2309 0.2463

Davies-Bouldin index 5.49 4.94 0.409 0.846

Silhouette score 0.324 0.469 0.738 0.516

Table 6.1: Performance metrics for the two clusters K-means algorithm applied on embeddings defined using deep
learning models trained for image reconstruction and classification.

Table 6.1.

6.3 Classification experiment

Firstly, we define a classifier benchmark. We directly embed the images in a 64-dimensional representation

using PCA and train an SVM classifier with a 5-fold cross-validation scheme. The performance metrics

are included in Table B.2.1.

6.3.1 Custom classifier

We train several custom models, as presented in Section 5.3.3, on 512× 512 random crops of augmented

samples. We use an embedding size of 8. Due to the conservative size of the data set, we experiment with

several multiplication ratios of the data, in order to determine the amount of augmentation accepted by

the classifier before it starts to overfit. The augmentation levels that we consider extend the data set 1×

(only original data), 5×, 10×, 20×, 30× and 50×. We use a batch size of 8. The train, validation and test

set represent 60%, 20% and respectively 20% of the augmented data. We ensure that all the input data

originated from one biological sample are included in only one of these subsets. The data is shuffled

each epoch such that the batches have a random composition every time. For each run, we store the

weights of the classifier with the lowest validation error. The Adam optimizer has a starting learning

rate of 5e− 5, 1e− 5 weight decay, beta0 and beta1 equal to 0.9 and 0.999 respectively, and an epsilon of

1e− 08. The learning rate is annealed using a cosine scheduler with a maximum of 10 iterations and an

accepted minimum learning rate of 5e− 10.

Figure C.1.1 shows the train and validation learning curves resulted in the data augmentation experiment.

Based on these figures, we conclude that using a data set augmented less than 5× results in underfitting,

while augmenting with a larger factor makes the model overfit. Thus, we select the custom classifier
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(c) Based on embeddings extracted from the ImageNet pre-trained DenseNet-121.

Figure 6.2: Output of K-means algorithm with k = 2 and euclidean distance for embeddings extracted from the
image reconstruction and classification deep learning models.
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trained on a 5× data set for performing the remaining experiments. The performance metrics of this

model are listed in Table B.2.1. When extracting the embeddings, we use the unaltered original samples

and serve a 512× 512 central crop for each of them to the classifier. The median is applied over the

embeddings associated with different sites of the same well. Thus, we construct 103 embeddings with

size 8.

Again, we start by applying an SVM classifier with a 5-fold cross-validation scheme, to check if this

low-dimensional representation can still be used to discriminate between classes. The accuracy of the

model is 67.7%.

We compute the first two principal components and serve them as input for the two clusters K-means

clustering Figure 6.2b and dendrogram construction Figure 6.3b. The K-means clustering uses the

Euclidean distance, while the dendrogram is computed using the cosine distance as the metric. The

performance metrics for the K-means clustering are included in Table 6.1.

6.3.2 Pre-trained classification network on ImageNet experiments

We apply the exact same steps as described in the previous subsection on a classifier pre-trained on

the ImageNet data set. We experimented with multiple state-of-the-art architectures pre-trained on

ImageNet and based on our trials, we settle on the DenseNet-121 architecture. All the weights in the

pre-trained network are fine-tuned using our data set.

We run the same data augmentation experiment on the chosen architecture. The associated learning

curves are shown in Figure C.1.2. We again select the classifier fine-tuned on the data set augmented

to 5× its size and extract the embeddings. The performance descriptors of the classification model are

included in Table B.2.1.

As the accuracy of an SVM model with 5-fold cross-validation trained on these lower-dimensional

representations is 73.5%, we can conclude that the embeddings capture more of the discriminative

features between the two input classes, HC and SSc, than in the other cases. We define the corresponding

principal components using PCA and train clustering models on them. The K-means clusters are

visualized in Figure 6.2c and the associated performance metrics are shown in Table 6.1. Figure 6.3c

illustrates the dendrogram.
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Figure 6.3: dendrograms generated on lower-dimensional representations of unaugmented images extracted from
the image reconstruction and classification deep learning models.
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Chapter 7

Conclusion and Discussion

7.1 Conclusion

Sub-grouping patients based on the ECs abnormalities is a complex task, with the potential of

advancing the understanding of Systemic sclerosis and unveiling personalized therapeutic schemes. The

unsupervised nature of this problem results in the necessity of an interdisciplinary approach and the

final assessment of the discovered clustering needs to be made by medical experts.

The definition of descriptive features for a sample has been previously done by computing a large

quantity of handcrafted features on a singular cell level. We explore ways to adapt the pipeline to

operate directly on the entire images, such that the context is not lost. We consider deep learning models

that perform image segmentation, reconstruction or classification, while intrinsically compressing the

data into lower-dimensional representations. The resulting embeddings of the input samples are further

used for our clustering goal. Although some of the methods demonstrate high potential for being able

to construct suitable embeddings, the lack of data hinders their performance. Nevertheless, we show

that even in this scenario, the created embeddings already contain features that favor the unsupervised

separation of Systemic sclerosis samples from healthy controls and even the unsupervised discovery of

groups of severe cases.

We consider this study to be a compelling proof of the capabilities of deep learning models for developing

lower-dimensional image representations, that encapsulate the information from the entire sample and

can be successfully used as input for clustering methods.

7.2 Discussion

The augmentation experiment performed on the autoencoder, and two classification networks, proves

that the amount of acquired data is insufficient for successfully training deep learning models. All three
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neural networks underfit when the collection is not augmented and start to showcase signs of overfitting

when the size of the data set is increased as little as 10 times, with the classifiers being slightly more

susceptible to this issue. The overfitting is due to the limited variance in the images, despite increasing

the data collection. The neural networks are sufficiently complex to create a straightforward mapping

between the input images and the expected output. The high magnitude spikes in the epoch loss are

induced by the amount of data and the necessity of using a small batch size. However, the learning

curves associated with the training processes demonstrate that models with decent reconstruction and

classification performance are achievable, with an appropriate number of samples.

We observe that the autoencoders are able to separate the objects of interests from background in most

cases. However, due to the limited embedding space and the fine details present in both the actin and

borders channels, the reconstructions depict only the most pronounced features and have an observable

blurriness. The latter issue can be alleviated by increasing the embedding space, while the reconstruction

of the fine details can only be achieved with a larger data set and more complex architecture.

For the classification models, the DenseNet-121 based architecture generally outperforms the custom one.

However, the baseline SVM model seems to have a better recall than any of the neural networks. By also

considering the low accuracy and precision scores of the SVM, we can conclude that the baseline model

tends to classify most of the samples as being from patients, which indeed increases the recall score.

Thus, this isolated score should not be considered as a reliable indicator of the model’s performance.

The performance of the SVMs trained using the deep learning generated embeddings confirms the

intuition that, in our study, the lower-dimensional representations should be constructed to retain

features that can still discriminate between the SSc and HC classes. Due to the complex information

encapsulated in each sample (i.e. irregular actin fibres and borders), the features required for image

reconstruction do not necessarily overlap with the ones for class discrimination. This idea is even more

apparent when analysing the clusters generated by the K-means algorithm. The grouping produced

using the embeddings originated from the autoencoder architecture do not separate samples from

patients and controls. This division exists in the clusters defined based on the classifier networks. Both

the custom classifier and pre-trained DenseNet-121 based architecture are able to isolate a sub-set of SSc

samples. All the performance metrics increase when using the classifier as an embedding model. The

increased homogeneity and completeness scores indicate that we can identify clusters with less class

variety. As both the Silhouette and Davies-Bouldin improve, the discovered groups are more compact

while the distance between them increases. Generally, the SSc samples separated from HCs have a

cellular structure visibly distinct from the controls. These results provide compelling evidence that the

classification neural networks are suitable for constructing embeddings for our data set.

The dendrograms reinforce the previous findings. The representation vectors generated using the

autoencoder are strikingly similar. The strong resembles confirms that features associated with the nature

of the samples (i.e. HC or SSc) are not valuable for reconstruction. On the other hand, the embeddings

39



generated using the classifiers are visibly better at separating the two classes and thus support the

discovery of more interesting sub-groupings. In both cases the features are able to encapsulate differences

depending on the origin of the samples. Clusters of mainly Systemic sclerosis cases are formed. Sever

SSc cases (SSCHL) are grouped together even if the classifiers were not served any explicit information

in this regard. Increasing the performance of the classifiers and the confidence of their predictions

(assigning classification scores closer to 0.0 to HC samples and 1.0 to SSc samples) will strengthen the

discriminative features in the encodings and further encourage an increased inter-cluster distance and

class homogeneity.

7.3 Future work

In terms of future efforts, the primarily focus should be to gather a larger collection of samples, such

that artificial augmentation becomes less of a necessity for training a decent model and more of an

improvement option. It is preferred for the additional data to be balanced in terms of class distribution.

The next set is to observe the performance of the models proposed in the current work on the new

data set. Re-training or at least fine-tuning the DenseNet-121 based model should result in an increased

confidence in the prediction and higher performance. Having extreme scores associated with the

predictions generates an improved separation of the classes in the embedding space and a better support

for a clustering approach. If the model is fine-tuned, the additional data has to be pre-processed and

especially normalized using the same scheme as for the original data.

If the number of samples allows, replacing the DenseNet-121 pre-trained model with a more complex

neural networks (DenseNet-161, DenseNet-201, various ResNet models, etc.) might further increase the

classification performance.

Finally, by investing time in defining a performance metric for the clustering algorithm, one can rephrase

the entire study into a supervised problem. The metric can even be encapsulated in the loss function for

both the autoencoder architecture and the classifiers, such that the trained weights can be specialised

towards the construction of embeddings useful for clustering, besides a good performance of the

surrogate task.
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Appendix

A.1 Reconstruction architecture
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Figure A.1.1: Complete reconstruction architecture. Only one channel is used as input. The output represents a
probability distribution for each pixel to be the object of interest (i.e. actin, nuclei or borders) or background.
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A.2 Custom classification architecture
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Figure A.2.1: Complete custom classification architecture, with E being the embedding size. In our case, E = 8.
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A.3 DenseNet-121 based architecture
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Figure A.3.1: Architecture of the classifier based on DenseNet-121 model, with E being the embedding size. In our
case, E = 8.

50



B.1 Performance reconstruction model

Table B.1.1 includes the reconstruction loss on validation and test sets for each of the autoencoders

trained on individual channels.

Channel
Loss

Train Validation Test

Nuclei 0.396 0.225 0.221

Borders 0.788 0.679 0.703

Actin 0.744 0.664 0.642

Table B.1.1: Loss values for the nuclei, borders and actin reconstruction autoencoders.

B.2 Performance classification model

Metrics Baseline classifier (SVM) Custom classifier DenseNet-121 based

Loss

Train

-

0.553 0.550

Validation 0.550 0.581

Test 0.537 0.638

Accuracy

Train

0.603

0.742 0.767

Validation 0.686 0.752

Test 0.673 0.696

Recall

Train

0.860

0.646 0.782

Validation 0.640 0.724

Test 0.607 0.621

Precision

Train

0.637

0.829 0.776

Validation 0.710 0.810

Test 0.755 0.842

F1

Train

0.732

0.691 0.744

Validation 0.650 0.736

Test 0.636 0.698

Table B.2.1: Performance metrics for the two classifiers used in the project: the custom architecture and the neural
network based on the DenseNet-121 architecture.

51



C.1 Learning curves for the classification model

Figure C.1.1 and Figure C.1.2 include the training and validation learning curves for the neural networks

classifiers resulted from the data augmentation experiment.
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Figure C.1.1: Train and validation loss curves for the custom architecture using data sets augmented 1, 5, 10, 20, 30
and 50 times. The loss function is binary cross entropy.
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Figure C.1.2: Train and validation loss curves for the DenseNet-121 based architecture using data sets augmented 1,
5, 10, 20, 30 and 50 times. The loss function is binary cross entropy.
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